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• Importance scores: principles and usefulness

• Importance for RF, global measures
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• Partial dependence plots

• Two packages: pdp and randomForestExplainer
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Post-hoc interpretability methods
• Techniques to extract explanations from pre-trained black 

box models

• Explanations can take different forms:
• variable importance
• partial dependence plots
• local linear model or tree, etc.

• Methods can be
• specific to a model (adapted to a specific family of 

models)  
• agnostic (applicable to any black box model)
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Random Forests (RF)

• Improve simple trees by reducing variance

• Breiman's random forests (2001) :

• Each tree is built from a bootstrap sample

• The best split at each node is chosen from a number of inputs (mtry) selected 
(locally) at random
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Random forests: strengths and weaknesses

• Strengths:
• Universal approximation 
• Robustness to outliers
• Robustness to irrelevant variables (to a certain extent) 
• Invariant to input scale
• Good computational efficiency and scalability 
• Very good predictive accuracy

• Weakness:
• loss of interpretability compared with standard single trees
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Importance scores: principle
• A numerical score that reflects the (relative) contribution of predictor variables 

to the model

• Used to evaluate the usefulness of a variable and to compare the contributions
of two variables.

• Different categories of variable importance:
• Model-specific or model-agnostic
• Global (explaining the model as a whole) or local (explaining a specific 

prediction or set of predictions)
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Importance of variables: what for?

• There is no single formal definition of the variable importance (VI), because the 
reasons for using them are diverse.

• Some common uses of VI measures: 
1. Inspection/debugging of an existing black box model (Model inspection)
2. Find all the variables related to the response (sensitivity)
3. Find the smallest subset of variables leading to optimal performance 

(variable selection for prediction)

• To assess the extent to which these objectives are being met, we need to 
understand the interaction between variable importance measures and the way 
in which the model is trained

7



Importance for RF
Global measures
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Importance of variables for RF: why and how?

• RF (and more generally tree methods) are good candidates for deriving 
variable importances

• Node splitting is a variable selection mechanism
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Importance of variables for RF: why and how?

Two main measures of importance:

• Mean Decrease Impurity (MDI) : 
sum of the total reductions in the impurity at all the nodes of the tree where the 
variable is present (Breiman et al., CART, 1984)

• Mean Decrease Accuracy (MDA) : 
measure of the reduction in prediction error on OOB samples when the values of 
the variables are randomly permuted (Breiman, RF, 2001)
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Global MDI
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Mean Decrease Impurity (MDI)

• Originally proposed for single decision trees (Breiman et al., CART, 
1984), it naturally applies to RF. Also known as the Gini Importance

• RF model-specific and global

• Purely heuristic at the beginning, but there are theoretical 
justifications
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Mean Decrease Impurity (MDI)

The idea is simple: 
• sum the impurity reductions on all the nodes of a tree where the variable is 

used to split (in red) 
• then average over all trees (en bleu)
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Global MDA
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Mean Decrease Accuracy (MDA)

• An alternative measure proposed by Breiman (2001) in his article on random 
forests

• Model independent (agnostic) and global

• Idea: measure the degradation of the model's performance when the variable is 
permuted

• There are different variants depending on how performance is estimated and 
how importances are aggregated across trees.

• Intuitive and heuristic, but there are also theoretical justifications

• More widely used than MDI
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Mean Decrease Accuracy (MDA)

• Idea: measure the degradation of the model's performance when the 
variable is permuted
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Mean Decrease Accuracy (MDA): how can it be 
improved?

• MDA for RF: choice of dataset
• Estimating the MDA on the learning set can lead to overestimated importances

(overfitting)

• There are two ways of estimating it more accurately:
• on an independent test set 
• with the OOB sample. In the latter case, the permutation is performed only 

on the OOB sample
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Main features of MDI and MDA measures

• MDI :
• RF model specific. Very closely connected to the tree construction algorithm. No 

additional computational cost
• Suffers from certain known biases, probably more so than MDA

• MDA :
• Model agnostic. Does not take into account tree specificities. Slower than MDI 

but still quick to calculate (no need to re-train a model)
• Suffers from some known biases

• The two importances are mainly heuristic and lack a clear theoretical 
characterisation (although research is progressing)
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Importance for RF
Local measures
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Local (or individual) measures

• So far, we have only talked about global measures (explaining the model as a whole)

• The MDI or MDA of a variable is calculated for a previously estimated RF

• Local versions of these importance measures can be defined for 

• explain a specific prediction

• explain a set of predictions

• We calculate the MDI or MDA of an observation
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Local MDA
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Local MDA

• MDA global

• MDA local

• The sum of the individual MDAs over the learning sample = the overall MDA
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Local MDI
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Local MDI
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Local MDI

• The sum over the learning sample of the individual MDIs = the overall MDI
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Partial dependence plots (pdp)

Two packages: 
pdp and randomForestExplainer
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pdp



RF (in regression) on Boston data



RF (in regression) on Boston data



Two importance measures



Partial dependence plots (pdp): principle



The marginal effects



Partial dependence plots



randomForestExplainer



RF (in regression) on Boston data



The ‘minimum depth’ of a variable

The minimum depth of a variable 
in a tree is equal to the depth of 
the node that splits on that 
variable and is closest to the root 
of the tree. 

The lower it is, the greater the 
number of observations divided 
into groups on the basis of this 
variable.



Importance measures
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Multi-way importance plot (1)

This 1st multi-way importance plot
focuses on three measures of 
importance that derive from the 
structure of the trees in the forest:

• the average depth of the first split on 
the variable

• the number of trees whose root is 
split on the variable

• the total number of nodes in the 
forest that split on this variable



Multi-way importance plot (2)
The 2nd multi-way importance plot 
shows two measures of importance 
which derive from the role played by a 
variable in the prediction 

with p-value information based on a 
binomial distribution of the number of 
nodes split on the variable, assuming 
that variables are randomly selected to 
form splits 
(i.e. if a variable is significant, this 
means that the variable is used for 
splitting more often than if the 
selection was random)



Compare VI measures using ggpairs



Compare different rankings



Interactions between variables

Once we have selected a set of 
the most important variables, 
we can study the interactions in 
relation to them, i.e. the splits 
appearing in the maximum sub-
trees in relation to one of the 
selected variables



Forest forecast on a grid

To further study the most 
frequent interaction lstat:rm, 

we use the 
plot_predict_interaction

function to plot the forest 
prediction on a grid of values for 
the components of each 
interaction



Forest forecast on a grid (2)

To further study another frequent 
interaction lstat:age, we use 

again the 
plot_predict_interaction

function
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