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Why redundant observations

* Uncertainties in measurements
* Instruments
Circumstances
Observer
Methods
Difference between a mathematical model and reality
The purpose of measurements
Economical reasons

[l

Redundant observations

!

If we have more observation than necessary, we need adjustment



Questions in adjustment calculus and design of

measurements

* Repeated observations do not give the same answer or redundant
observations are not consistent

e Can we detect blunders, gross errors, outliers from our data

» Can we detect systematic errors

* What is the best and the most reliable way to take into account all

observations and to get the best final results

* How can we prevent the corruption of the results due to the non-

detected outliers

All observations

adjustment

Unknown
parameters




* From height differences to heights

* From angles to angles (or shape of the
triangle)

* From angles, distances and GPS-vectors
to the vector between two points

AH,




* From angles, distances, height differences
and GPS-vectors to 3D- coordinates

* From angles to 3D-coordinates

—




Still one example

* From angles and distances to 3D
coordinates (red) and from 3D coordinates
to the reference point and axis directions
of the telescope

* From GPS phase observations to 3D
coordinates (blue and green) and from 3D
coordinates to reference points and axis
direction of the telescope




Models

* Observation equation f (X0, Xy ey X, £;) =0
model Ax —

(Gauss-Markov)

* Condition equation

f.(0,,0,.., 0 )=0
model i< )

Bv—y=0

e General or mixed model
(Gauss-Helmert) fi (Xl, X0,y X ,51,52,...,fn) =0

A(X—X,)+Bv—-y=0



Notation

N > 3> C© X

< N

is unknown parameters

is number of unknown parameter

is number of observations

is design matrix (coefficients of unknown parameters)
is y-vector, opposite number of calculated minus
observed (in linear model observations and possible
constants, when approximate values of parameters are
zeros)

is observation

is residual vector, adjusted minus observed

is functional model, the relation between observations
and  unknown parameters

is weight matrix



Observation equation model, linear model
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Rq(G, Ax) = ) f(6)Ax1



Linearization

0F 0F
F(x,f) — F(XO,‘E()) +5; (x — xo)‘l'a ('g — ’go) =0

Approximate value + /correction

—y+A(x —x9) +Bv=20
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Observation equation model, nonlinear model
differnce of y-vector and observation ¢

fi (X X0y Xs £3) = B (X 3 Xg 0 X0 £)

Of (X, 1 Xy ey X, 4 1) Of (X s Xgy evs Xy s ) Of (X, s Xy e X, 4 00)
+ 0 0 0 0 0 0 0 0 0 0

(R = x,,)

'()zl_xl)_i_ '()A(z_xzo)"'"“"

OX, ° oX, OX,
Of (X, Xy ey Xy 0 00 )
+ |( 1, 72, o 0)-(€i_€i)
or, °

=0
If fi can be directly expressed with parameters x, the equation above is
f.=g(x,X,,-,X,)—¢, =0

Thus the last partial derivative is -1.

By substituting

N

gi _gi =V. and fi(Xlo,Xgo,---,Xuo,fio)Zyi

obs '

We obtain A(X _ XO)_ y —V
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General solution: deterministic derivation

Ax — y =V If we have linear form u = xT Ay,
v'Pv = min then N
—  (Ax—y) P(AX—y)=min ax — Y AT and 50 =x74
— (XT AP - yT P)(AX - y) = min For quadratic form g = xT Ax,
= X'A'PAX—x"A'Py—y'PAX+ y' Py =min 94 _ .14
— 2x"ATPA—y"PA—y"PA=0 o
= 2X' ATPA-2y'PA=0
= X'A'PA=y'PA
— ATPAX=ATPy Normaaliyhtalot

Normal equations

X = (AT PA)_l Al Py  Solution of normal equations



Weighting of observations

* Weight matrix P is inverse of
the covariance matrix of the _ 2v—1
observations P = 0o 2

e Variance factor 0,2 is the
variance of an observation Variance factor can
which has the weight 1 be chosen

The solution does not depend on the choise of the variance
factor o,2 .
x = (AToy?2 'A) AToy%r 'y

1 _
= (47274) AT g,2% "y



What is number of equations in observation
equation model?

What is number of unknown parameters?
Functional model?

A-matrix?

y-vector?

Normal equations?

LSQ solution?



Linear regression by least squares:

Y [] is minimized!
| I | I | &

| | | | | | =

X, X, X3 X,  Xg Xg Xy

How many
observations?

How many unknown
parameters?
Functional model ?
A-matrix?

y-vector?



Exercise: levelling network

* Height differences between
points has been observed as
2 shown in the left

e Arrows show the direction

6 * How many equation?
* What are observations?
| 4 * How many unknown

&Q/ parameters?
* What are unknown parameters?
* Functional model?
* A-matrix?
* y-vector?



Exercise: GPS network

* The observations, coordinate differences, are results of the baseline processing (from
phase double difference observations to coordinate differences between the points)
* Also the covariance matrices of the coordinate differences are saved in baseline

processing * Coordinate differences AX,AY,AZ
between points has been observed
as shown in the left

2 * Arrows show the direction

1 * How many equation?
O ® 3 * What are observations?
& * How many unknown parameters?
O * What are unknown parameters?
* Functional model?

e A-matrix?

y-vector?



Non-linear functional models, trilateration

Observations:distances s

Unknown parameters: X,y

n=3, u=2, n-u=1

fl:\/(XA_XP)z +(Ya—Yp)? —Spp =0
f :\/(XB ~Xp)? +(¥g — Yp)* —Spg =0
fa:4/(%c —%p)? +(Yc — Yp)? ~Spc =0

N




Least squares estimate,
BLUE, Maximum likelihood

* Least squares estimation
* No assumptions of the probability distribution of vector of observations
* Based on the minimizing the quadratic form (Ax — y)" P(4Ax — y)

* LSQ estimate is BLUE (Best Linear Unbiased Estimatation) if
e Linear: LSQ estimate is linear x = (ATPA)~1AT Py
* Unbiased: LSQ estimate is unbiased E(X) = x for Vx
e Best: the variance of estimated % is minimum when P = g,2X ™1

* ML estimate is BLUE if the probability distribution of
observation is y~N(Ax, X ) and

* ML estimate is LSQ if it is BLUE and P = g,%x !



LSQ estimate is ortogonal projection

The columns of A matrix span
the two dimensional space.
Estimated y is in in this space

1 0)
-1 1
.0 -1

12
23

31/




o AT ay=1 AT 1
X B (A A) A y -10 0.5 .5 )
g=n=AATA) ATy T
e=y-y=y-AR=y-AATA) ATy =(1 —A(ATA)*A")y

y' =0

le

<)



Least squares process

Angles, distances,
coordinate
Observations differences,
gordinates, phase
observations...

Variation and
correlations of
observations,
weights

Fuctional model Stochastic model
Mathematical model X, PQ

Least squares
engine

/_\
< Adjusted Covariance matrix of
parameters unknown parameters

\/



Examples of functional models

O (1) = pf(t)x A - (h”‘ (t)—h, (t))x [ +ion! (t)+tropf(t)— N} +¢
¢

1
=—=b-Y-X-U-N-Pk

obs

C
+T_\‘,abb + Td abb + Trc!.
+T.‘£dc’.\' + T{).h)cm’. + Ta,{mm’ + Th.;’nad
+Tirm + Tfu.\'u: + T(.’.‘I?I.d}"\‘ + T{rrm.u'c’f + T(.'!nck

Xo + Ry qo(E —Xp) + RoyoaRgep —X =0

fan-1 ( —sind - Au + cosA - Av )
a = tan
—singcosA - Au — singsind - Av + cose - Aw

cos®cosA - Au + cospsind - Av + sinq)AW)

= sin_l(
g VAu? + Av? + Aw?

s = VAu? + Av? + Aw?

GPS phase observation

VLBI time delay

Local tie, reference point of
VLBl telescope

Azimuth, elevation angle,
distance
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