Curso de Optimización, 2022

Instituto de Matemática y Estadística (IMERL)

**Práctico 1: Optimización sin restricciones**

**Máxima pendiente en una función cuadrática y uso de fminunc**

Considere el problema ![](data:image/x-wmf;base64,183GmgAAAAAAAAAJwARgAAAAAACxWgEACQAAA3oBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAQACRIAAAAmBg8AGgD/////AAAQAAAAwP///7n////ACAAAeQQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd0AAAACDCQriDVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAACAAAADIKWASjAgEAAADueQgAAAAyCgYDowIBAAAA7XkIAAAAMgqqAaMCAQAAAOx5CAAAADIK/gPFBAEAAADOeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgANVfV3FlX1dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyClIDGQcBAAAAbnkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgr+Aw4GAQAAAFJ5CAAAADIK/gPkAwEAAAB4eQgAAAAyCo0BigcBAAAAeHkIAAAAMgqNASAGAQAAAGZ5CQAAADIKjQFkAwMAAABt7W5lCAAAADIKwALMAAEAAABQ7RwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgANVfV3FlX1dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCo0BRwgBAAAAKe0IAAAAMgqNAeYGAQAAACjtCAAAADIKwALHAQEAAAAp7QgAAAAyCsACMgABAAAAKO0KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAAAAAQICIlN5c3RlbQAAAAAKAAAABAAAAAAAAAAAAAEAAAAAADAABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), que se desea resolver en forma iterativa usando un algoritmo de descenso, que se puede programar con la siguiente función Matlab/Octave, de nombre **algo1.m**:

function [x\_opt,val\_f,val\_x,iter]=algo1(x0,tol1)

[f,g]=fun1(x0);

val\_x=x0;

val\_f=f;

Niter=100;

iter=0;

x=x0;

while iter<Niter & norm(g)>tol1,

iter=iter+1;

d=...; % dirección de descenso

t=busqueda1(x,d); % búsqueda lineal

x=x+t\*d ;

[f,g]=fun1(x);

val\_x=[val\_x x];

val\_f=[val\_f f];

end

x\_opt=x;

Se usa:

1. Una función **fun1.m** , que debe calcular el valor de ![](data:image/x-wmf;base64,183GmgAAAAAAAGADAAJgAAAAAAARVgEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAACAAAADIKYAGYAgEAAAApeQgAAAAyCmABSAEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAeQBAQAAAHh5CAAAADIKYAGCAAEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAAAAAAAAQAAAAAAMAAEAAAALQEAAAQAAADwAQEAAwAAAAAA) y de su vector gradiente ![](data:image/x-wmf;base64,183GmgAAAAAAAKAGAAJgAAAAAADRUwEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgBhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAACAAAADIKYAHgBQEAAAApeQgAAAAyCmABkAQBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgpgASwFAQAAAHh5CAAAADIKYAHKAwEAAABmeQgAAAAyCmABTAABAAAAZ3kcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAADeDgrGDVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAbYCAQAAANF5CAAAADIKYAGKAQEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAABAAAAAQAAAAAAMAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) (que será una matriz columna)
2. Una función **busqueda1.m** que hace la búsqueda lineal en la dirección **d**

En este primer práctico, el vector **d** debe elegirse en forma adecuada para que la dirección de descenso sea la de máxima pendiente.

**Uso en función cuadrática** **con búsqueda lineal exacta:**

Se quiere probar el algoritmo con una función cuadrática de n=8 variables:

![](data:image/x-wmf;base64,183GmgAAAAAAAEAP4ANgAAAAAADRWwEACQAAA5cBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ANADxIAAAAmBg8AGgD/////AAAQAAAAwP///7n///8ADwAAmQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAApgEBQAAABMCAAKABRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBArfF3Sa3xdyBA83egHGY/BAAAAC0BAQAIAAAAMgpgAlUOAQAAAGN5CAAAADIKYAIqDAEAAAB4eQgAAAAyCmAChAoBAAAAYnkIAAAAMgpgAlAHAgAAAFF4CAAAADIKYALaBQEAAAB4eAgAAAAyCmAC4wEBAAAAeHgIAAAAMgpgAoIAAQAAAGZ4HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt8XdJrfF3IEDzd6AcZj8EAAAALQECAAQAAADwAQEACAAAADIKtAFbCwEAAABUeAgAAAAyCrQBnwYBAAAAVHgcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAKIcCktA8RIAQK3xd0mt8XcgQPN3oBxmPwQAAAAtAQEABAAAAPABAgAIAAAAMgpgAi4NAQAAACt4CAAAADIKYAJoCQEAAAAteAgAAAAyCmACagMBAAAAPXgcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3xd0mt8XcgQPN3oBxmPwQAAAAtAQIABAAAAPABAQAIAAAAMgqNA7IEAQAAADJ4CAAAADIKbQGsBAEAAAAxeAgAAAAyCmAClwIBAAAAKXgIAAAAMgpgAkgBAQAAACh4CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AP6AcZj8AAAoAIQCKAQAAAAABAAAAXPMSAAQAAAAtAQEABAAAAPABAgADAAAAAAA=)

donde Q es una matriz nxn simétrica y definida positiva, b es una matriz nx1, y c es un número. Estos datos pueden generarse en forma aleatoria, confirmando que la matriz *Q* sea definida positiva (recuerde que una matriz diagonal dominante cumplirá esa condición).

Observe que para esta función cuadrática el gradiente es el vector ![](data:image/x-wmf;base64,183GmgAAAAAAAIAJAAIACQAAAACRVQEACQAAAyUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKACRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ACQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+DsGQC+IBx3QAAAAAQAAAAtAQAACAAAADIKYAGMCAEAAABieQgAAAAyCmABaAUCAAAAUXgIAAAAMgpgAaQCAQAAAHh4CAAAADIKYAFCAQEAAABmERwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbADqAAAKAEDKagD+////4OwZAL4gHHdAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABeAcBAAAALXgIAAAAMgpgATwEAQAAAD15CAAAADIKYAEuAAEAAADReRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////4OwZAL4gHHdAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABWAMBAAAAKXgIAAAAMgpgAQgCAQAAACgRCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AYcMFigAAAAoAFxFmYRcRZmHDBYoAcO4ZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), o sea que se puede hallar directamente la solución exacta ![](data:image/x-wmf;base64,183GmgAAAAAAAIAGQAJgAAAAAACxUwEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ABgAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6LHxd/Gx8XcgQPN3mxdm0QQAAAAtAQAACAAAADIKoAF1BQEAAABieQgAAAAyCqABSgMBAAAAUXkIAAAAMgqgAUwAAQAAAHh5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAOix8XfxsfF3IEDzd5sXZtEEAAAALQEBAAQAAADwAQAACAAAADIK9AABBQEAAAAxeRwAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAACC8KuJzxEgDosfF38bHxdyBA83ebF2bRBAAAAC0BAAAEAAAA8AEBAAgAAAAyCvQAhwQBAAAALXkIAAAAMgr0ABIBAQAAACp5HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAABIIAo+nPESAOix8XfxsfF3IEDzd5sXZtEEAAAALQEBAAQAAADwAQAACAAAADIKoAEZAgEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtANGbF2bRAAAKACEAigEAAAAAAAAAALTzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) resolviendo un sistema lineal con el comando x=Q\b.

**Se pide:**

1. Implemente la función **fun1.m** para esta función cuadrática, y una función **busqueda1.m** para calcular exactamente el valor mínimo en la búsqueda lineal (utilice una expresión analítica para el valor exacto de *t* que anula ![](data:image/x-wmf;base64,183GmgAAAAAAACADAAJgAAAAAABRVgEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6LHxd/Gx8XcgQPN3Pi9mkQQAAAAtAQAACAAAADIKYAFkAgEAAAApeQgAAAAyCmABZAEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6LHxd/Gx8XcgQPN3Pi9mkQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAeEBAQAAAHR5CAAAADIKYAE6AAEAAABoeRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAKSYKgjzxEgDosfF38bHxdyBA83c+L2aRBAAAAC0BAAAEAAAA8AEBAAgAAAAyCkoBCgEBAAAAonkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCRPi9mkQAACgAhAIoBAAAAAAEAAABU8xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==), en función de las matrices *Q* y *b)*.
2. Pruebe el programa, comparando con la solución exacta.

**c)** Estudie experimentalmente el orden de convergencia del método (usando la matriz val\_x con los sucesivos vectores x hallados al iterar se puede estudiar la evolución de la norma del error).

**d)** Resuelva el mismo problema con la función **fminunc** del paquete de optimización de Matlab/Octave.

**Opcionales:**

**e)** Estudie como varían los resultados del punto c) al variar el tamaño del problema. Para ello, pruebe con datos de la forma Q=sprandsym(n,0.1); b=zeros(n,1); x0=ones(n,1), tol1=1e-3, y algunos valores de n entre 50 y 100. Trate de definir una matriz algo mal condicionada, por ejemplo con condición del orden de 10. En Matlab se puede indicar en el comando sprandsym con rcond=0.1 (inverso del número de condición).

**f)** Estudie como varían los resultados del punto anterior al aumentar el número de condición de la matriz *Q*: rcond=0.1, 0.05, 0.025.

g) Investigue las opciones de uso de **fminunc**.