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Notes:

Game Theory in a Nutshell

Game theory: analytial tools designed to help understand the

phenomena observed when deision-makers interat (see e.g. [3℄)

Notes:

WiFi vs 3G access
Notes:

• Lets see some examples

• Imagine a simpli�ed situation where users have di�erent options as

aess tehnology

• For instane, the fat of hoosing one or other network by eah

user, has onsequenes in the quality experiened by all users

• Deisions are however taken individually by eah user

• What will our?

TCP congestion control

Corret vs Maliious implementation

Notes:

• Lets imagine the 2-player version of TCP

• Quik refreshment: TCP has a ontrol algorithmi for ongestion

avoidane, whih is based on the detetion of a loss. A loss is

interpreted as a sign of ongestion, and thus the sending window is

diminished (bako�).

• A single user may however bene�t in throughput if he or she doesn't

respet the bako�. We all this player a maliious one.

• What happens if both players are maliious? If they are both

orret?

• Are players better o� playing one or other way?

• How would their strategy hange if they now that the other is

rational?

• And if they play the game several times?



Penalties
Left or Right?

Notes:

• Consider a two-player situation, a goal keeper, and a penalty kiker

• Should the kiker kik right? left? middle?

• Should the goal keeper try left, right middle?

• How does this hanges depending on the information of the players?

And on their abilities?

• Real ase analysis: [4℄

Auctions

Eletriity traded for delivery the following day in 24 hour intervals.

Notes:

• Data soure:

http://www.epexspot.om/en/market-data/dayaheadaution

06/10/2017

• Orders ontain up to 256 prie/quantity ombinations for eah hour

of the following day. Pries must be between - 500 euros/MWh and

3000 euros/MWh

• How muh to bet?

• Whih rules for the aution are more onvenient for the bidders? for

the autioneer?

• How to set rules?

Building Powerlines

Who should pay the ost?

Notes:

• Consider a joint projet, where players have bene�ts for ating

together

• In this ase, we onsider the onnetion to the power grid of

isolated houses, the onnetion solely of one of them must inur

high osts, while the onnetion of all of them an pro�t from the

onnetion of the other houses

• If they were to split the ost, how would they do it? Should eah

house pay its �last mile�? Should they equally shared the ost?

• Would they prefer to have their own onnetion or enter into the

joint network?

And much more...

•
Transportation The delay on a route depends on my hoie

of the route and the hoie of every other driver

•
Internet, QoS, Wireless aess The throughput obtained

depends on my hoie and other user's hoies

•
Smart Grids

•
Reharge sheduling, the ost of the energy depends on the

total grid load

•
Demand predition e.g. for grid dimensioning

•
Energy trading (autions)

Notes:

• Game theory has historially been a domain of eonomists

• Many eonomi appliations suh as sell or share of publi goods,

ompetition, prie �xation, negotiation, et.

• Also studied by soiologists and psyhologist, sine many behaviors

found in the nature have been shown to �t the usually hypothesis of

game theory

• Computer sientists have also, but more reently, study game

theory, for distributed optimization, for instane

• Roughly we an say that eonomists are about the outomes of

situations, and omputer sientists on how to get to them, how to

ompute them, how to �nd a good tradeo� between omplexity and

optimality of the outome



Basic assumptions

•
Rational players (pursue an objetive)

•
Strategially reasoning (use learning or assumptions about

others' behaviors)

Notes:

• In order to predit the outome of a situation, there are a set of

ommon assumptions that are made

• this assumptions are more or less true depending on the ontext

• There is a rih literature about real experiments and omparisons

with the outomes predited by the game theoreti approah

• For some ases theory is amazingly aurate with respet to reality

• For other ases less

• The basi assumptions are thus that players are rational and

strategially reasoning

The Theory of Rational Choice

•
Two elements: set of available ations, and preferenes over

the ations

•
Rationality: a rational player will hose an ation suh that it

is at least as good as any other available ation aording to

its preferenes.
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Notes:

• Used by many game theoretial models

• Two elements: every player has a set of available ations, and

preferenes over those ations

• Preferenes usually expressed by a payo� funtion, a funtion u that

assoiates to every ation a numerial value suh that u(a) > u(b)
⇐⇒ the player prefers a to b.

• Remark: for any stritly inreasing funtion f , f ◦ u expresses the

same preferenes

Basic classification

•
Non-ooperative

•
games in strategi form vs in extensive form

•
stati games vs dynami games, repeated games

•
games with perfet information vs with imperfet information

•
games with omplete vs with inomplete information

•
Cooperative

•
transferable utility, non-transferable utility, bargaining games

Notes:

• Several types of games, some of them are listed here

• These are some of the existing lassi�ations

• There exist di�erent solution onepts for di�erent type of games

• We will talk of this term solution onept, what is it? It is just a

solution that predits the outome of the game.

El curso
·Organizaión
·Fehas
·Evaluaión
·Tema

r

i

o

Notes:

• Esta semana de 17h30 a 20h30

• Algunos ejeriios rápidos sobre el �n de la lase del tipo �quizz�

• Evaluaión: lista de ejeriios + análisis de paper

• Objetivos del estudio de artíulo: entender un paper ientí�o

publiado en una onferenia internaional o en una revista, realizar

un resumen disutiendo fortalezas, debilidades del modelo y

resultados. Realizar 4 slides resumiendo estas osas. Las slides seran

ompartidas entre todos los asistentes. Trabajo individual.

• Fehas: entrega de ejeriios y análisis paper: �n de noviembre



Agenda

1 Introdution

2 Strategi Games

3 Games in Extensive form with perfet information

4 Priing

5 Games with inomplete Information

6 Cooperative Game Theory

7 Conlusion

8 Aknowledgments

Notes:

Agenda
1 Introdution

Examples

Basi assumptions

Course organization

2 Strategi Games

De�nition and First solution onept

Solution onept: NE in Mixed Strategies

3 Games in Extensive form with perfet information

4 Priing

Disussion: Priing in the Internet

5 Games with inomplete Information

Information

Bayesian Games

Autions

Adwords Autions

6 Cooperative Game Theory

7 Conlusion

8 Aknowledgments

Notes:

Strategic Games (or Games in Normal Form)

Illustrative and lassial example: the Prisoner's Dilemma

B

onfess don't onfess

A

onfess (3,3) (0,4)

don't onfess (4,0) (1,1)

Table: The situation: years of prison for eah possible ombination of

ations

Notes:

• rational hoie → hoose utility funtions that represent the

preferenes ordering

• this example represents situations where there is a gain from

ooperation, but players have inentives to �free ride�

• many situations an be modeled with it, potentially with di�erent

payo�s but same preferenes (e.g. TCP ongestion, wireless aess

examples)

B

onfess don't onfess

A

onfess (1,1) (4,0)

don't onfess (0,4) (3,3)

Table: The game: Outomes and Preferenes for the di�erent ation

pro�les.

• What would be the outome under the assumption of rational

hoie?

Definition

Formalization
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Notes:

• Strategi games are non-ooperative games where players know all

the game setting, and play simultaneously

• Mathematially spei�ed by the triplet G = (N ,A, u) (set of players,
set of ations for eah player, preferenes over ation pro�les)

• Def. ation pro�le: the list of all the players' ations

• N set of |N | players
• A =

∏
i∈N Ai , with Ai set of ations for eah player

• u preferenes expressed through utilities or pay-o�s

ui : A = A
1

× . . . × Ai × . . . × A|N| → R

• u = {ui}i∈N



Notes:

• Photo: John Nash, By Peter Badge

/ Typos1 - OTRS submission by way of Jimmy Wales, CC BY-SA 3.0,

https://ommons.wikimedia.org/w/index.php?urid=6977799

• Very brief Nash's bio:

� Nash's PhD thesis (Prineton University, 28 pages, he was 22

years old) introdues Nash equilibrium notion and result about

existene of NE we shall see

� At Prineton: Bargaining theory

� Aademi position in MIT

� 1994 Nobel Prize in Eonomis Sienes joint with Harsany

and Selten

Solution concept: Nash Equilibrium

•
One of the most important solution onepts: Nash

equilibrium (NE)

Nash Equilibrium
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Notes:

• By �no reason� we mean, no player will be better-o� by unilaterally

hanging his/her ation

• Mathematially, a NE is an ation pro�le a∗ suh that

u(a∗) ≥ u(ai , a
∗
−i) for every ai and for all i

• The ations as we have de�ned are also alled pure strategies

• This de�nition of NE is also known as NE in pure strategies

• Strit Nash equilibrium implies no player will be better o� or equal

by unilaterally hanging his/her ation

• For strit NE, hange ≥ for >

Example: the Prisoner’s Dilemma
•
Players: A, B

•
Ations: onfess, don't onfess

B

onfess don't onfess

A

onfess (3,3) (0,4)

don't onfess (4,0) (1,1)

Table: Years of prison for eah ation pro�le.

B

onfess don't onfess

A

onfess (1,1) (4,0)

don't onfess (0,4) (3,3)

Table: Outomes and Preferenes.

Notes:

• Observe that the NE in this ase (onfess,onfess) is not the

optimal solution

Is the NE always unique?

The-battle-of-the-sexes game

He

B F

She

B (1,2) (0,0)

F (0,0) (2,1)

Notes:

• A NE might not be unique, example:



Does a NE always exist?

The Mathing Pennies game

B

T H

A

T (1,-1) (-1,1)

H (-1,1) (1,-1)

Notes:

• A NE in pure strategies doesn`t always exist, example:

Some facts about NE in pure strategies

•
It does not always oinides with the optimal solution (e.g.

The Prisoner's Dilemma)

•
Not all games have a NE

•
The NE an be not unique (several NE for the same game)

Notes:

• It does not always oinides with the optimal solution (e.g. The

Prisoner's Dilemma)

• Not all games have a NE (e.g. Mathing pennies)

• The NE an be not unique (several NE for the same game, e.g.

BoS)

Searching for NE - Some definitions

Best response

(BR)
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NE, definition
using

BR functions
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Notes:

• in ompliated games, it is not easy to �nd the nash equilibria by

simple inspetion, as we did in the previous examples

• working with the best response funtion is sometimes easier

• the best response funtion is a set-valued funtion

• assoiates to any list of other players ations, a set of ations

• BRi (a−i) = {ai : u(ai , a−i) ≥ u(a′i , a−i), ∀ a′i ∈ Ai}
• Nash equilibrium a∗ i� a∗i ∈ BRi (a

∗
−i ) for every player i .

• Method: �nd BR for eah player, �nd the ation(s) pro�le(s) that

satisfy the NE de�nition

• Note that this is the intuitively approah one uses when searhing

on the table representation of the game

• Conerning omplexity, the problem of �nding the NE is not NP

-hard (unless NP = oNP ), it is something alled �PPAD-hard�

Using BR to find NE, case of continuous set
of actions

•
Derivation an be used to determine the NE

•
For two players 1 and 2: draw the best-response in terms

BR
1

(a
2

) = argmaxa1u1(a1, a2) and
BR

2

(a
2

) = argmaxa
2

u
2

(a
1

, a
2

).

•
A Nash equilibrium is an intersetion point of the

best-response urves:

Notes:

• Example:



Dominant actions - definitions

Dominant actions
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•
Dominated ations: In the previous ase, we say that a′i is
dominated by ai

Remarks:

•
Can a dominated ation be part of a NE?

•
Weak domination, hange �better� for �no worse� (with

�better� for at least one set of other players' ations )

Notes:

• ai stritly dominates a′i if u(ai , a−i) > u(a′i , a−i) for every a−i

• ai weakly dominates a′i if u(ai , a−i) ≥ u(a′i , a−i) for every a−i and

ai stritly dominates a′i if u(ai , a−i) > u(a′i , a−i) for some a−i

• a stritly dominated ation is never part of a NE, sine a stritly

dominated ation is never best response to any list of other players

ations

• A pro�le onsisting on all dominant strategies is a NE

• A NE in stritly dominant strategies is unique

• In order to �nd NE we an proeed by eliminating stritly

dominated ations

Example - Elimination of strictly dominated
strategies

Player 2

x y z

Player 1

a (1,2) (1,2) (0,3)

b (4,0) (1,3) (0,2)

 (3,1) (2,1) (1,2)

d (0,2) (0,1) (2,4)

Table: IDSDS

Notes:

• Find all strategies that survive the iterative stritly dominated

strategy elimination

• Verify that you found the NE

• Exerise originally proposed in Games, Strategies and Deision

Making. Joseph Harrington Jr. Worth Publishers. (Seond edition)

Pareto-optimum: another solution concept

De�nition (Pareto-optimum)

An ation pro�le is Pareto-optimal if there is no other ation pro�le

that an inrease one player's utility without dereasing another

player's utility.

•
Is a NE neessarily a Pareto-Optimum?

Notes:

• Formally we say that an ation pro�le a Pareto dominates an

ation pro�le a′ if for all i ∈ N , ui(a) ≥ ui (a
′) , and there exists

some j ∈ N for whih uj(a) > uj(a
′).

• We say that an ation pro�le a is Pareto optimal if there does not

exist another ation pro�le a′ ∈ A that Pareto dominates a.

• A NE is not neessary Pareto-optimum (e.g. the Prisoner's

Dilemma)

• In other words, at a pareto optimum, there is no way of making

everyone happier

The Price of Anarchy: An Efficiency Measure

•
The Prie of Anarhy (PoA) measures the loss of e�ieny by

ating in a deentralized way

•
A Soial Welfare funtion must be de�ned W , mapping the

ations pro�les into a real

•
E.g. the sum of all player's utilities W (a) =

∑
i∈N ui(a), a ∈ A

PoA =
Soial Optimum

Worst Soial Welfare at a NE

,

•
Remark: PoA = 1 ⇒ there is no loss of e�ieny

•
Exerise: Whih is the PoA for the Prisoner's Dilemma if we

onsider W (a) =
∑

i∈N ui (a) ?

Notes:

• Welfare funtion is a funtion W : A → R

• The prie of anarhy is then de�ned as PoA = maxa∈AW (a)
min

a∈ANE
W (a) , where

ANE
is the set of Nash equilibria

• Whih is the PoA for the Prisoner's Dilemma if we onsider

W (a) =
∑

i∈N ui(a) ? PoA = 6

2

= 3



Mixed strategies - definitions

•
A mixed strategy for a player is a probability distribution on

the set of his/her pure ations

•
Utility ui is a funtion whose expeted value represents player

i 's preferenes over the set of proba. distributions the set of

ations pro�les

Notes:

• Note that we talked about ations, now we talk about strategies

• Expeted utility, Eπ[ui ] =
∑

a∈A

ui(a)
∏

j

πj (aj)

• Several interpretations of mixed strategies, not very intuitive onept

• For instane, models a situation where the partiipants' hoies are

not deterministi but are regulated by probabilisti rules

• Other interpretations:

• large population of players, eah player hooses a pure ation, and

the payo� depends on the fration of agents hoosing eah ation.

This represents the distribution of pure strategies (does not �t the

ase of individual agents).

• same game being played several times independently.

Preferences and expected utility

•
Common assumption: Preferenes are represented by the

expeted value of a payo� funtion. These are the so-alled

vNM preferenes

John von vonNeumann (1903-1957, Hungry-US) By

LANL [Publi domain or Publi domain℄, via

Wikimedia Commons

Oskar Morgenrstern(1902 � 1977) , n.d., from the

Oskar Morgenstern Papers.

Notes:

• A player has a preferene over deterministi outomes, eg he prefers

a to b to 

• What are their preferenes over non deterministi outomes? i.e.

over probability distributions over the deterministi outomes?

• We need to add something to the model

• Common assumption: payo� (or utility funtion)

• we assume preferenes over proba. distributions that an be

represented by the expeted value of a funtion over deterministi

outomes

• This funtion is usually alled payo� or utility

• John von Neumann, the most important �gure in the early

development of game theory

• with eonomist Oskar Morgenstern wrote Theory of games and

eonomi behavior, the book that established game theory as a �eld

(around 1944)

NE in Mixed strategies - Definitions

NE in
mixed strategies
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Notes:

• Formally, NE in mixed strategies is de�ned as a set of distribution

π∗
suh that ∀ i , ∀ πi Eπ[ui ] ≥ E(πi ,π∗

−i )
[ui ]

• we an extend the de�nitions of best responses, dominant strategies

et.

• A best response in mixed strategies for player i is the set of player

i 's best mixed strategies when the other players' mixed strategies

are given by π−i

NE in Mixed strategies - Results

Theorem (Nash 1950)

Any �nite n-person non-ooperative game has at least one

equilibrium in mixed strategies.

Theorem (for �nite games)

At equilibrium, for eah player, any strategy yields the same

expeted utility.

Notes:

• Probed by Nash in his PhD thesis



Example: The Matching Pennies Game

At equilibrium,

•
A plays H with probability x (and T with prob. 1 − x)

•
B plays H with probability y (and T with prob. 1 − y)

B

T H

A

T (1,-1) (-1,1)

H (-1,1) (1,-1)

Find the NE. It might be helpful to remember that:

•
At equilibrium, any ation yields the same expeted utility

•
At equilibrium, all distributions are best responses

Notes:

• NE in mixed strategies:

• Hene, E{uA(H)} = E{uA(T )} with

E{uA(H)} = x .y .1+ x .(1 − y).(−1) and
E{uA(T )} = (1 − x).y .(−1) + (1 − x).(1 − y).(1) and likewise for

player B.

• Thus, the mixed strategy equilibrium is ((1/2, 1/2), (1/2, 1/2))

Exercise: The Jamming game

Jammer

hannel 1 hannel 2

Regular Transmitter

hannel 1 (-a,b) (,-d)

hannel 2 (,-d) (-a,b)

•
a,b,,d are all stritly positive

Notes:

• Two stations want to transmit in wireless, shared medium

• One is the regular transmitter, the other one is a jammer

• Payo�s are thus as in the table, where all values are stritly positive

• Observe that there is no NE in pure strategies

• Find a NE in mixed strategies, using best responses

A real world example
Notes:

• Ignaio Palaios-Huerta professor of management, eonomis, and

strategy at the London Shool of Eonomis

• Paper: Professionals Play Minimax, Ignaio Palaios-Huerta, Review

of Eonomi Studies (2003) 70, 395�415, 2003

• Model: stritly ompetitive games (2-players games with strategies

diagonally opposed)

• Maxmin strategies: A maxmin mixed strategy for player i in a

strategi game is a mixed strategy π∗
i that solves the problem

maxπi minπ−iEπ∗
i ,π−iui

• In that ase, If (π∗
1

, π∗
2

) is a Nash equilibrium then π∗
1

is a

maxminimizer for player 1, π∗
2

is a maxminimizer for player 2, and

maxπ
1

minπ
2

E(π
1

,π
2

)[u1] = minπ
2

maxπ
1

E(π
1

,π
2

)[u1] = E(π∗
1

,π∗
2

)[u1].

• Intuition: analogous to the mathing pennies, if you jump or kik

randomly, with equal probability then the opponent ant exploit this

strategy



Exercise 1. Quizz on game theory basics
A few questions for you to check that you have understood the notions of the course.
The questions proposed here are taken from the MOOC “Game Theory” on Coursera, cre-

ated by Matthew Jackson, Kevin Leyton-Brown and Yoav Shoham. Many other interesting
resources are available in that MOOC, including full lecture videos

Question 1 Consider the following normal-form game:

Player 1 Player 2 Movie Theater
Movie a, b 0, 0
Theater 0, 0 c, d

• N=1, 2

• Ai={Movie, Theater}. Each player chooses an action of either going to a movie or
going to the theater.

• Player 1 prefers to see a movie with Player 2 over going to the theater with Player 2.

• Player 2 prefers to go to the theater with Player 1 over seeing a movie with Player 1.

• Players get a payoff of 0 if they end up at a different place than the other player.

Which restrictions should a, b, c and d satisfy?

a). a > c, b > d

b). a > d, b < c

c). a > c, b < d

d). a < c, b < d

Question 2 n people guess an integer between 1 and 100, and the winner is the player
whose guess is closest to the mean of the guesses + 1 (ties broken randomly). Which of
the following is an equilibrium?

a). All announce 1.

b). All announce 50.

c). All announce 75.

d). All announce 100.

Question 3 Consider the collective-action game:

1
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Player 1 Player 2 Revolt Not
Revolt 2,2 -1,1
Not 1,-1 0,0

When Player 1 plays "Not", for Player 2

a). "Revolt" is a best response.

b). "Not" is a best response.

c). "Revolt" and "Not" are both best responses.

d). There is no best response.

Question 4 Consider the following game in which two firms must decide whether to open
a new plant or not:

Firm 1 Firm 2 Build Not
Build 1,1 3,0
Not 0,3 2,2

Find all pure strategy Nash equilibria:

a). (Build, Not)

b). (Not, Not)

c). (Build, Build)

d). (Not, Build)

Question 5 Consider the game:

Player 1 Player 2 Left Right
Up 2,1 1,1
Down 0,1 0,2

Which of the players has a strictly dominant strategy?

a). Player 1

b). Player 2

c). Both players

d). Neither player

Question 6 Consider the game:

2
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Player 1 Player 2 Left Right
Left 3,3 1,1
Right 1,4 1,1

Which of the following outcomes is Pareto-optimal? (There might be more than one, or
none.)

a). (3,3)

b). (1,1)

c). (1,4)

3
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