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a b s t r a c t

The constrained shortest path (CSP) is a well known NP-Hard problem. Besides from its straightforward

application as a network problem, the CSP is also used as a building block under column-generation

solution methods for crew scheduling and crew rostering problems. We propose an exact solution

method for the CSP capable of handling large-scale networks in a reasonable amount of time. We

compared our approach with three different state-of-the-art algorithms for the CSP and found optimal

solutions on networks with up to 40,000 nodes and 800,000 arcs. We extended the algorithm to

effectively solve the auxiliary problems of a multi-activity shift scheduling problem and a bus rapid

transit route design problem tackled with column generation. We obtained significant speedups against

alternative column generation schemes that solve the auxiliary problem with state-of-the-art

commercial (linear) optimizers. We also present a first parallel version of our algorithm that shows

promising results.

& 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Consider a directed graph G¼ ðN ,AÞ, where N ¼ fv1, . . . ,
vi, . . . ,vng represents the set of nodes and
A¼ ði,jÞ9viAN ,

�
vjAN ,ia j

�
the set of arcs. For each arc ði,jÞAA

the nonnegative weights, cij and tij, represent the cost and
resource consumption incurred by traversing the arc. The con-
strained shortest path (CSP) problem consists of finding a path P
from a start node vsAN to an end node veAN that minimizes the
total cost, subject to not exceeding a maximum resource con-
sumption T. The CSP is known to be NP-Hard even for the case of
one resource [16].

Aside from its straightforward application (i.e., shortest path
subject to a time limit), the CSP and its variants naturally arise as
auxiliary problems in column generation schemes for air cargo
planning and routing [11], flight planning [18], crew pairing
[23,25], tail assignment problem in aircraft scheduling [20],
day-to-day crew operation [32], and crew rostering problems
[15], among others.

Some variants of the CSP include non-additive objective
functions [27], probability functions defined over the network
[2], forbidden paths [33], and replenishment arcs [30].

Solution strategies for the CSP can be classified into one of two
main categories: Dynamic Programming (DP) and Lagrangian
relaxation. Methods based on DP are also known as label-setting

or label-correcting algorithms. Perhaps the most distinctive
feature of these algorithms is that they can be extremely fast
for reasonably sized networks; however, they might fail to scale
well for very large networks due to the ‘‘curse of dimensionality’’
of DP, more specifically, the number of labels that need to be
stored can be huge and, consequently, impossible to manage. One
of the first algorithms in this category is the one proposed by
Joksch [22], lately extended by Dumitrescu and Boland [13] by
including preprocessing techniques. More recently, Zhu and
Wilhelm [34,35] developed a three-stage approach specialized
for column generation subproblems that transforms the CSP into
a shortest path problem and solves it using a labeling method.

The second major solution approach for the CSP is based on the
use of Lagrangian relaxation to solve the integer programming
formulation of the problem. The efficiency of this approach relies
on the effectiveness of the underlying unconstrained shortest
path algorithms. Handler and Zang [21] solved the CSP by using a
k-th shortest path algorithm; that is, they identify k paths, sort
them by length, and evaluate them successively until they find
the first path that satisfies the (side) constraint. The same authors
also proposed a Lagrangian relaxation approach that can be seen
as a generalization of the k-shortest path algorithm for the CSP,
that is, a method that searches in a direction that (linearly)
combines the information of the original objective and the (side)
constraint. Santos et al. [29] extended this idea by refining the
search direction based on the relative tightness of the (side)
constraint. More recently, Carlyle et al. [5] used Lagrangian
relaxation combined with enumeration of near-shortest paths.

This research aims to expand the body of knowledge of the
CSP. Specifically, it proposes an exact algorithm that consistently
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outperforms three state-of-the-art algorithms, namely, those by
Santos et al. [29], Zhu and Wilhelm [35], and Dumitrescu and
Boland [13], over a vast set of instances from the literature. In
addition and most importantly, the proposed approach provides a
flexible solution framework that can be easily parallelized and
extended to include multiple side constraints and negative costs.

This paper is organized as follows. Section 2 presents a broad
overview of the proposed pulse algorithm, focusing on its intui-
tion. Section 3 provides detailed description of the algorithm’s
components. Section 4 presents our computational experience
with the proposed algorithm against the state-of-the-art algo-
rithms for the CSP. Section 5 illustrates our experience while
embedding the algorithm within column generation schemes.
Finally, Section 6 concludes the paper and outlines future
extensions.

2. The pulse algorithm: intuition and overview

The idea behind the pulse algorithm is very simple, almost
naive, yet very powerful. The algorithm is based on the idea of
propagating pulses through a network from a start node vsAN to
an end node veAN . As a pulse traverses the network from node to
node, it builds a partial path P including the nodes already
visited, the cumulative objective function cðPÞ and the cumulative
resource consumption tðPÞ. Each pulse that reaches the final node
ve contains all the information for a feasible path P from vs to ve.
If nothing prevents the pulses from propagating, the algorithm
completely enumerates all possible paths from vs to ve, ensuring
that the optimal path Pn is always found. At the core of the
algorithm lies the ability to (effectively and aggressively) prune
pulses (i.e., prevent their propagation), without jeopardizing the
optimal path. This idea is shared with other algorithms like
branch and bound, where an implicit enumeration is performed
with relative efficiency. Similarly, the strength of the pulse
algorithm depends on the pruning strategies; in our case for the
CSP, pruning by dominance, bounds, and infeasibility.

Algorithm 1 presents the pseudocode of the pulse algorithm.
Lines 1 through 3 initialize the partial path P, the initial objective
function c0, and the initial resource consumption t0. Line 4 runs a
one-to-all shortest path algorithm to find the minimum resource
consumption for every node (see Section 3.2). Line 5 invokes the
recursive function pulse starting the propagation from node vs.
Line 6 returns the optimal path Pn found in the recursion.

Algorithm 1. Pulse algorithm.

Input: G, vs, ve, T

Output: Optimal path Pn

1:P’fg
2: c0’0
3: t0’0
4:initializationðG,TÞ fsee Section 3:3g
5:pulseðvs,c0,t0,PÞ
6: return Pn

Algorithm 2 shows the body of the recursive function pulse,
where N ðvkÞ ¼ viAN 9ðk,iÞAA

��
is the set of head nodes of the

outgoing arcs from node vk. Each time the function pulse is
invoked on the final node ve, the information for the best path
known is stored globally and the pulse is no longer propagated.
Lines 1 through 3 use the different pruning strategies in order to
prune the incoming pulse. If the pulse is not pruned, line 4 adds
the current node to the partial path and lines 5 through 9 propa-
gate the pulse by recursively invoking the function pulse on all
nodes viAN ðvkÞ.

Algorithm 2. Pulse function.

Input: vk, c, t, P
Output: void
1: if checkDominanceðvk,c,tÞ ¼ false then fsee Section 3:1g
2: if checkFeasibilityðvk,tÞ ¼ true then fsee Section 3:2g
3: if checkBoundsðvk,cÞ ¼ false then fsee Section 3:3g
4: P0’P [ fvkg

5: for viAN ðvkÞ do
6: c0’cþcki

7: t0’tþtki

8: pulseðvi,c
0,t0,P0Þ

9: end for
10: end if
11: end if
12: end if

Note that the way the pulse algorithm explores the graph
follows a depth-first search (DFS) exploration scheme truncated
by the pruning strategies. An illustrative animation of the algo-
rithm is available at http://hdl.handle.net/1992/1144.

3. Pruning strategies

The pulse algorithm heavily depends on the strength of its
pruning strategies. This section outlines the different strategies
implemented for the CSP. It is noteworthy that given that all
weights defined over the arcs are nonnegative, the optimal
path must be an elementary path that contains no cycles.
Whenever the function pulse is invoked on a node vk, the
algorithm verifies if visiting node vk creates a cycle in the partial
path P associated with the pulse. This verification is performed in
constant time using a binary vector that keeps a record of the
nodes already visited. Paths containing cycles are not considered
in the search.

3.1. Pruning by dominance

Dominance relationships can be defined over partial paths as
done in DP-based algorithms that extend Bellman-Ford’s cf. [24].
Let P1 and P2 be two partial paths to a given node vk. If
cðP1Þ4cðP2Þ and tðP1Þ4tðP2Þ then P1 is said to be strongly
dominated by P2. If cðP1Þ4cðP2Þ and tðP1ÞZtðP2Þ or
cðP1ÞZcðP2Þ and tðP1Þ4tðP2Þ then P1 is said to be (weakly)
dominated by P2. If cðP1Þ ¼ cðP2Þ, tðP1Þ ¼ tðP2Þ, and P1aP2 then
P1 and P2 are alternative paths to node vk.

Given these relations, we use labels to check for strong
dominance, (weak) dominance, or the existence of alternative
paths. For each node vkAN we define a limited memory

LðvkÞ ¼ ðckl,tklÞ9l¼ 1, . . . ,Q
��

where ckl and tkl are the cost and
resource consumption labels, respectively; and Q denotes the
total number of labels (i.e., memory size). At first glance, it seems
reasonable to store all the values for cðPÞ and tðPÞ corresponding
to the paths that have passed through a given node vk, so that it is
possible to prune any incoming pulse in case it is dominated.
However, this exhaustive approach would require huge amounts
of memory to store the values for all partial paths in large
networks, ultimately, forcing the method to fail in terms of
scalability. In contrast, by choosing a limited memory of Q labels
(per node), it is possible that some dominated paths may
inefficiently pass through node vk, but still the optimal solution
is never pruned (just dominated paths).

In contrast to a classical DP approach, it is noteworthy that
these labels are not constantly expanding, nor the optimality
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depends on storing them all. We evaluated the impact of different
storage rules and values of Q on the computational performance
of the pulse algorithm. We tried the following storage rules: (1) to
randomly replace a pair of labels each time a new nondominated
path is found (random rule); (2) to always keep the labels with the
lowest cost and resource consumption (elitist rule); and (3) to use
a distance metric to rank the labels and keep always a diversified
(heterogeneous) label set (diversified rule). For the latter rule, we
have borrowed the crowding distance from NSGA-II [9], where it
is used as a parameter-less approach to preserve a diversified
population in the approximate Pareto frontier. We defer until
Section 4 the discussion regarding the computational efficiency of
these rules. In summary, these labels prune dominated partial
paths, yet they consume a reasonable (and limited) amount of
memory.

3.2. Pruning by infeasibility

The idea of this strategy is to prune pulses at an early stage, as
soon as it is known that the traveling pulse will not be able to
reach the final node meeting the (side) constraint. To do so, it is
necessary to calculate the minimum resource consumption from
any node vk to the final node ve. To obtain this information
we reverse the original network (i.e., change the direction of
all arcs) creating a new directed graph G0 ¼ ðN ,A0Þ where
A0 ¼ ðj,iÞ9ði,jÞAA

��
and the weights are set to c0ji ¼ cij and t0ji ¼ tij

for ðj,iÞAA0. The new start node is the original end node v0s ¼ ve.
Next, we run a one-to-all shortest path algorithm to find the
minimum resource consumption from the initial node to all other
nodes in graph G0. This is equivalent to find the minimum
resource consumption tðvkÞ from any node vk to the final node
ve in the original network. Then, we set the maximum resource
consumption tðvkÞ for a partial path up to any given node vk to
tðvkÞ ¼ T�tðvkÞ. That is, if for a partial path P to node vk it is
known that tðPÞ4tðvkÞ, then partial path P is infeasible because
tðPÞþtðvkÞ4T . The procedure to find all the tðvkÞ values is done
as part of the initialization of the algorithm.

This pruning strategy shares the same spirit of similar algo-
rithms that have been used to reduce the size of the original
network, but it does it in a much simpler way. In contrast to the
preprocessing phases of the algorithms by Dumitrescu and Boland
[13] and Zhu and Wilhelm [35], where they use iterative proce-
dures that calculate forward and backward shortest paths for all
nodes and modify the original graph by deleting nodes and arcs,
we only use a backward one-to-all shortest path algorithm for
obtaining the lower bounds on the resource consumption. Gro-
micho et al. [19] also propose a similar idea to restrict the state
space in a DP context by using a feasibility check before extending
the labels, but without the look-ahead component of our lower
bounds.

The strength of this pruning strategy relies on the fact that it
prunes infeasible partial paths at early stages of the exploration.
For problems where the resource constraint is very tight, the
algorithm takes advantage of this (early) aggressive pruning to
explore the network fast, yet ensuring that the optimal solution is
never pruned (only infeasible paths).

3.3. Pruning by bounds

This pruning strategy is inspired on the power of primal and
dual bounds in branch and bound. These bounds store the best
objective function found (primal bound) and the most optimistic
information made available at the unexplored nodes (dual
bound).

Every time a pulse reaches the last node ve, a feasible path is
generated and the primal bound c may be updated with the best

known objective function value. Given that all costs are nonnega-
tive, if a partial path P exceeds the primal bound, that is cðPÞZc ,
this path can be safely pruned because another path with a lower
(or equal) total cost has already been found. Furthermore, we
derived a bound on the minimum cost cðvkÞ from any node vk to
the final node ve, following a similar procedure to the one used for
tðvkÞ. Again, it is necessary to reverse the network and use a one-
to-all shortest path algorithm to minimize the cost from the first
node v0s ¼ ve in the reversed network to any other node vk; this is
equivalent to find the minimum cost cðvkÞ from any node vk to ve

in the original network. As this shortest path algorithm does not
take into account the resource consumption, the values cðvkÞ are a
dual bound on the real minimum cost subject to the resource
constraint. Given a partial path P to node vk, if cðPÞþcðvkÞZc ,
then path P can be safely pruned because the algorithm has
already found a complete feasible path that is better (or equal)
than any complete path that includes the partial path P. The
procedure to find all the dual bounds cðvkÞ is done as part of the
initialization of the algorithm. The use of the dual bound strength-
ens the algorithm at the expense of a single run of a one-to-all
shortest path algorithm. It is worth mentioning, that similar
bounds have been used by An-based shortest path algorithms [26].

4. Computational experiments for the CSP

In this section we compare the pulse algorithm against the
algorithms by Santos et al. [29], Zhu and Wilhelm [35], and
Dumitrescu and Boland [13] on a wide range of benchmark
problems from the literature. The proposed algorithm was imple-
mented in Java, compiled using Eclipse SDK version 3.4.2, and the
experiments executed on a computer with an Intel Mobile Core
2 Duo @ 2.4 GHz CPU P8600 with 512 MB of RAM allocated to the
memory heap size of the Java Virtual Machine on Windows XP
Professional. The shortest path problems were solved using our
Dijkstra’s double buckets implementation adapted from Cher-
kassky et al. [6].

Regarding the pruning by dominance strategy, a mixture
between the random and elitist storage rules (with three labels)
was proven to be both fast and effective. At each node we keep a
first nondominated label that is overwritten every time that a
partial path exhibits a lower cost than the one stored, a second
nondominated label that is overwritten every time that a partial
path exhibits a lower resource consumption than the one stored,
and a third nondominated label that is replaced randomly.

4.1. Experiments on large-scale instances (with one side constraint)

We used the exact same benchmark problems used by Santos
et al. [29]; a testbed that comprises 180 instances organized in
three groups. The first group contains the smaller instances with
9N 9¼ 10,000 and 9A9¼ 15,000, 25,000, 50,000, 100,000, 150,000,
and 200,000; the second group contains the middle-sized
instances with 9N 9¼ 20,000 and 9A9¼ 30,000, 50,000, 100,000,
200,000, 300,000, and 400,000; and the third group contains the
larger instances with 9N 9¼ 40,000 and 9A9¼ 60,000, 100,000,
200,000, 400,000, 600,000, and 800,000. For each 9N 9�9A9 com-
bination in each group, there are 10 different instances. Further-
more, Santos et al. [29] define the maximum resource
consumption T based on the tightness of the constraint denoted
by p and defined as follows:

p¼
T�tðPn

t Þ

tðPn

c Þ�tðPn

t Þ

where Pn

c and Pn

t are the paths that minimize cost and resource
consumption, respectively; and tðPÞ is the resource consumption
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for a given path P. Each one of the 180 instances was solved
setting p¼0.1, 0.2, 0.4, 0.6, and 0.8, thus leading to a total of 900
runs of the pulse algorithm. Note that pA ½0,1�; and low (high)
values of p mean that the resource consumption constraint is
tight (loose).

Table 1 compares the results of the pulse algorithm against the
Lagrangian relaxation algorithm (LRA) proposed by Santos et al.
[29] over different values for the tightness of the resource
constraint (namely, parameter p). The instances are organized
by rows in three categories (i.e., small, medium, and large-sized
instances) based on the number of nodes and arcs (columns 1 and
2). Columns 3–7 show, for the different values of p, the average
execution time (in seconds) for the pulse algorithm, the average
execution time as reported by Santos et al. [29], and the speedup
calculated as the ratio between the execution times. Finally, the
last row reports the geometric mean of the speedups. Note that
the geometric mean, opposed to the arithmetic mean, avoids
being overly optimistic with large ratios obtained on few instance
sizes (node-arc combination), thus it provides a fairer comparison
of speedups [3]. For the sake of fairness we scaled our computa-
tion times using the LINPACK benchmark [12]. According to this
benchmark, our computer is approximately 2.1 times faster than
the one used by Santos et al. [29], so all the reported times were
scaled by this factor.

The results presented in Table 1 show that the pulse algorithm
consistently outperforms LRA in every instance, regardless of the
constraint tightness. Speedups range from 16 to 60 while the
geometric mean shows that the pulse algorithm is consistently
roughly 40 times faster than LRA. In terms of absolute computing
time (not scaled), the pulse algorithm solved all the small net-
works in less than 0.1 s, the middle-sized networks in less than
0.15 s, and the large networks in less than 0.3 s. Profiling our
algorithm we found that most of the computational time for these
instances is spent at the initialization.

4.2. Experiments on small and mid-sized instances (with multiple

side constraints)

Zhu and Wilhelm [35] present two sets of instances adapted
from Beasley and Christofides [1] that range in size from 100
nodes and 959 arcs to 500 nodes and 4978 arcs. The problems in

the first set consider one resource constraint while those in the
second set consider 10 resource constraints. For each problem in
Beasley and Christofides [1], Zhu and Wilhelm [35] build 100
random instances with different arc costs, for a total of 600
instances per set. Zhu and Wilhelm [35] extended the label-setting
algorithm (LSA) of Dumitrescu and Boland [13] to handle multiple
resources and used it as benchmark algorithm for their own three-
stage approach (TSA). Given that TSA is intended for solving
multiple subproblems under a column generation scheme, Zhu
and Wilhelm [35] define a threshold as the number of instances
(i.e., subproblems) solved with the benchmark algorithm required
to match the total time spent by TSA, including its preprocessing
procedures. If under a column generation scheme, it happens that
the number of subproblems to be solved is larger than the
threshold, it means that it is worth using TSA over the benchmark
algorithm. Zhu and Wilhelm [35] define the threshold as follows:

tðTSA,�Þ ¼

t1
TSAþt2

TSA

t ��t
3
TSA

& ’
if t �4t

3
TSA

1 if t �rt
3
TSA

8>><
>>:

where t1
TSA and t2

TSA are the times it takes TSA to complete stages
1 and 2 of the preprocessing procedure at the beginning of the
column generation scheme; and t

3
TSA and t � are the average times it

takes a single run of the stage 3 of TSA and the benchmark
algorithm (�). Note that if the average time of the benchmark
algorithm (�) is less than the average time of stage 3 of TSA, it is
said that the benchmark algorithm outperforms TSA regardless of
the number of subproblems to be solved, thus the threshold
tðTSA,�Þ91.

Table 2 compares the pulse algorithm with LSA and TSA on the
exact same set of instances by Zhu and Wilhelm [35]. We
extended the pulse algorithm to handle multiple resources but
to keep the computational budget under control, we obtained
lower bounds with the one-to-all shortest path for the cost and
just one resource, while for the other resources the lower bounds
were set to zero. Columns 1–4 show the instance, number of
resource constraints, number of nodes, and number of arcs,
respectively. Columns 5 and 6 present the average execution
time to solve each subset of 100 instances for LSA and for the
pulse algorithm. Column 7 exhibits the speedup achieved with

Table 1
Computational results for the Santos et al. [29] instances.

Nodes Arcs p¼0.1 p¼0.2 p¼0.4 p¼0.6 p¼0.8

Pulse LRA Speedup Pulse LRA Speedup Pulse LRA Speedup Pulse LRA Speedup Pulse LRA Speedup

10,000 15,000 0.01 0.60 60.00 0.01 0.60 60.00 0.01 0.60 60.00 0.01 0.60 60.00 0.01 0.60 60.00

10,000 25,000 0.02 0.70 35.00 0.02 0.70 35.00 0.02 0.70 35.00 0.02 0.70 35.00 0.02 0.70 35.00

10,000 50,000 0.02 1.10 55.00 0.02 1.10 55.00 0.02 1.10 55.00 0.02 1.10 55.00 0.02 1.10 55.00

10,000 100,000 0.04 1.80 45.00 0.05 1.80 36.00 0.04 1.80 45.00 0.05 1.80 36.00 0.04 1.80 45.00

10,000 150,000 0.07 2.50 35.71 0.06 2.50 41.67 0.07 2.50 35.71 0.07 2.60 37.14 0.06 2.80 46.67

10,000 200,000 0.07 2.70 38.57 0.14 2.70 19.29 0.16 2.70 16.88 0.10 2.80 28.00 0.08 2.80 35.00

20,000 30,000 0.02 1.20 60.00 0.02 1.20 60.00 0.02 1.20 60.00 0.02 1.20 60.00 0.02 1.20 60.00

20,000 50,000 0.03 1.50 50.00 0.03 1.50 50.00 0.03 1.50 50.00 0.03 1.50 50.00 0.03 1.50 50.00

20,000 100,000 0.06 2.30 38.33 0.06 2.30 38.33 0.06 2.30 38.33 0.06 2.30 38.33 0.06 2.40 40.00

20,000 200,000 0.11 3.70 33.64 0.09 3.70 41.11 0.09 3.70 41.11 0.09 3.80 42.22 0.12 3.90 32.50

20,000 300,000 0.17 4.80 28.24 0.14 4.80 34.29 0.15 4.90 32.67 0.15 4.90 32.67 0.19 5.00 26.32

20,000 400,000 0.17 5.90 34.71 0.22 5.90 26.82 0.28 5.90 21.07 0.23 6.00 26.09 0.18 6.20 34.44

40,000 60,000 0.05 2.40 48.00 0.05 2.40 48.00 0.05 2.40 48.00 0.05 2.40 48.00 0.05 2.40 48.00

40,000 100,000 0.08 3.00 37.50 0.08 3.00 37.50 0.08 3.00 37.50 0.08 3.10 38.75 0.08 3.10 38.75

40,000 200,000 0.12 4.90 40.83 0.12 4.90 40.83 0.12 4.90 40.83 0.12 5.00 41.67 0.12 5.10 42.50

40,000 400,000 0.21 7.70 36.67 0.22 7.70 35.00 0.26 7.80 30.00 0.22 8.00 36.36 0.21 8.30 39.52

40,000 600,000 0.29 10.70 36.90 0.34 10.70 31.47 0.31 10.90 35.16 0.31 11.20 36.13 0.31 11.70 37.74

40,000 800,000 0.39 13.00 33.33 0.47 13.10 27.87 0.52 13.40 25.77 0.55 13.80 25.09 0.43 14.40 33.49

Geometric mean 40.32 38.41 37.26 41.22 41.10
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the pulse algorithm, that is, how many times faster is the pulse
over LSA. Columns 8 and 9 present the time used in preprocessing
and stage 3 for TSA. Column 10 shows the threshold that
compares the pulse algorithm with TSA, namely, the number of
runs (subproblems) that could be solved with the pulse, before it
starts to pay off to use TSA. Finally, column 11 shows the
threshold that compares LSA with TSA. Zhu and Wilhelm [35]
coded their algorithms in C/Cþþ and executed their experiments
on an Intel 3.2 GHz dual core CPU with 2 GB of RAM. Given that
their computer is better than ours, we assumed this handicap by
not scaling our times.

For the first set of instances (with one resource constraint),
Table 2 shows that the pulse algorithm consistently outperforms
LSA in all the experiments, with speedups ranging from 5.1 to 8.3.
The pulse algorithm dominated TSA in 4 out of 6 experiments
(denoted by the threshold of 1), meaning that regardless of the
number of subproblems solved, the total execution time of the
pulse algorithm will always be less than that of TSA. For those two
instances without proof of dominance by the pulse, the threshold
value gives the pulse a comfortable margin of at least 236
subproblems. In terms of absolute computing time, all the
experiments were solved under 0.0012 s in average. For the
second set of instances (with 10 resource constraints) the pulse
algorithm significantly outperforms LSA reaching speedups of up
to 900 times in the largest instances. It also compares favorably
with TSA, achieving threshold values of up to 17,700 and solving
all the experiments under 0.014 s. Over both sets of instances, the
threshold value obtained with the pulse is several orders of
magnitude larger than the one obtained with LSA.

4.3. Parallelizing the pulse algorithm

Given that the recursive pulse function explores one node at a
time until it reaches the end node, it is possible to call the
function over different nodes in parallel threads taking special
care on how to update the global information. We parallelized the
execution of the pulse algorithm by triggering at node vs different
threads that begin the exploration starting from the outgoing
arcs. Two different threads cannot execute the same functions
over the same node at the same time, if this happens, one thread
must wait for the other to finish. In order to test our approach, we
used the hardest instance (40,000 nodes and 800,000 arcs) from
Santos et al. [29] and derived 10 new instances by randomly
replacing the end node. Table 3 shows the execution time in
seconds required to solve the instances with 1, 2, 4, and 8 threads.
The last column shows the speedup calculated as the ratio
between the best multi-thread approach and the single-thread
approach. For this experiment we used a machine with two

processors Intel Xeon X5450 running at 3 GHz, 8 GB of RAM,
and a 64-bit Windows Vista Ultimate operating system.

Table 3 shows that the parallel version of the pulse algorithm
is faster than the single-thread version for all the tested instances.
The speedups range from 1.12 to 1.98. These promising speedups
might be the result of obtaining tighter primal bounds earlier by
exploring different regions of the network at the same time in
different threads. However, further experimentation must be
made in order to fully exploit and understand the advantages
and tradeoffs while using the parallel version of the algorithm.

5. Embedding the pulse algorithm within column generation
schemes

Our experience has shown that an effective and practical use
of the pulse algorithm arises while solving auxiliary problems in
column generation procedures. Note, however, that it is often the
case that these auxiliary problems contain negative costs gener-
ated from the dual variables of the master problem. We success-
fully adapted the pulse algorithm to solve the auxiliary problems
for a Multi-Activity Shift Scheduling Problem (MASSP) and a Bus
Rapid Transit Route Design Problem (BRTRDP). The computational
experiments in this section were executed on a Dell Precision
7400 with 8 GB of RAM, two processors Intel Xeon X5450 running
at 3 GHz, on a 64-bit Windows Vista Ultimate operating system.

5.1. Multi-activity shift scheduling problem

The Shift Scheduling Problem (SSP) deals with the selection of
a set of shifts to satisfy a daily demand for staff requirements. The

Table 2
Computational results for the Zhu and Wilhelm [35] instances.

Instance Resources Nodes Arcs LSA (s) Pulse (s) Speedup TSA (s) sðTSA,PulseÞ sðTSA,LSAÞ

t1
TSAþt2

TSA t
3
TSA

rcsp3 1 100 959 0.005 0.00067 7.5 0.140 0.00016 274.5 30

rcsp4 1 100 959 0.005 0.00069 7.3 0.125 0.00016 236.5 25

rcsp11 1 200 1971 0.004 0.00073 5.5 0.625 0.00093 1 222

rcsp12 1 200 1971 0.006 0.00072 8.3 0.516 0.00094 1 100

rcsp19 1 500 4978 0.006 0.00112 5.3 1.094 0.00297 1 411

rcsp20 1 500 4978 0.006 0.00119 5.1 0.891 0.00187 1 203

rcsp7 10 100 999 0.198 0.00443 44.7 0.906 0.00000 204.6 5

rcsp8 10 100 999 0.085 0.00418 20.4 0.188 0.00016 46.8 2

rcsp15 10 200 1960 0.513 0.00654 78.5 1.594 0.00000 243.9 3

rcsp16 10 200 1960 0.192 0.00459 41.8 0.313 0.00000 68.2 2

rcsp23 10 500 4868 6.224 0.00670 928.9 99.658 0.00109 17,763.1 16

rcsp24 10 500 4868 2.975 0.01361 218.6 7.859 0.00000 577.4 3

Table 3
Comparing the execution time (s) for the single-thread and the multi-thread

versions of the pulse algorithm on instances with 40,000 nodes and 800,000 arcs.

Instance Threads Speedup

1 2 4 8

1 0.384 0.279 0.208 0.194 1.98

2 0.237 0.204 0.195 0.149 1.59

3 0.221 0.185 0.161 0.143 1.55

4 0.192 0.202 0.138 0.170 1.39

5 0.182 0.163 0.161 0.168 1.13

6 0.196 0.146 0.183 0.190 1.34

7 0.170 0.171 0.152 0.182 1.12

8 0.208 0.224 0.148 0.140 1.48

9 0.228 0.208 0.142 0.137 1.66

10 0.284 0.255 0.170 0.166 1.71
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Multi-Activity Shift Scheduling Problem (MASSP) is an extension
of the SSP where the staff may perform several work activities in
the same shift and the assignment of activities to a shift is
restricted by work rules [8,7,10]. Depending on the problem at
hand, these work rules include activity length, number of breaks,
shift starting time, shift length, and maximum number of activ-
ities per shift, among others. Typically, in the MASSP the schedule
spans over a multi-day planning horizon.

Under a column generation scheme for the MASSP we modeled
the auxiliary problem as a Shortest Path Problem with Resource
Constraints (SPPRC) with local time windows over each node and
global resource constraints [28]. This variant of the SPPRC is
defined over an acyclic graph with negative costs, several pro-
blem-specific side constraints, and up to 2000 nodes and 50,000
arcs. To solve the SPPRC, we modified the pulse algorithm as
follows: being the graph acyclic, we did not have to check for
cycles; the dominance pruning strategy cannot prune partial
paths that have not met the minimum requirements for all
resources; the infeasibility pruning strategy was extended to
prune using multiple resource constraints as in Section 4.2; and
the bounds pruning strategy still applies. Table 4 compares the
performance on three real-world MASSP instances solved using
traditional column generation, where the auxiliary problem is
solved using integer programming, against a pulse-embedded
column generation. The first column shows the instance name
where A, TIL and D are the prefixes for the number of activities,
the time interval length in minutes, and the planning horizon in
days. Columns 2 and 3 show the total computational time needed
using integer programming (IP) and the pulse algorithm for the
auxiliary problems. All the integer programs were solved using
Xpress-MP optimizer version 19.00.00.

Adapting the pulse algorithm to address this SPPRC (arising
from the MASSP) was a relatively easy task given that the search
logic of the algorithm remains unchanged and the multiple work
rules for the shifts made the infeasibility pruning strategy very
strong. The faster computational times allowed us to solve harder
and larger instances that were simply not tractable with one of
the best branch and bound implementations found in commercial
optimizers (i.e., Xpress-MP).

5.2. Bus rapid transit route design problem

The Bus Rapid Transit Route Design Problem (BRTRDP) is the
problem of finding a set of routes and frequencies that minimizes
the operational and the passenger costs (travel time) while
simultaneously satisfying the system’s technical constraints, such
as meeting the demands for trips, bus frequencies, and lane
capacities.

To solve the BRTRDP we used a decomposition approach
where new routes are added dynamically to a master problem
[14,17]. Similar to Section 5.1, an auxiliary problem searches a
network for suitable routes to be added to the master problem. In
contrast to the SPPRC (in the MASSP) this network contains
negative costs and possibly negative cost cycles. Given the
physical infrastructure, there is a constraint that forbids a route

to go backwards, meaning that buses stop in stations in a given
direction (between terminal stations). To address this auxiliary
problem, we modified the pulse algorithm as follows: the dom-
inance pruning strategy remains unchanged; the infeasibility
pruning strategy discards any path that visits a forbidden station;
and the bounds pruning strategy is no longer used because of the
negative cost cycles. Table 5 compares two column generation
schemes for the BRTRDP: one that solves the auxiliary problem as
an integer program using Xpress-MP optimizer version 19.00.00;
and a second one that uses the pulse algorithm. The first column
shows the instance name where S is the prefix for the number of
stations in the system. Columns 2 and 3 show the total computa-
tional time needed for both approaches.

The computational speedup is up to 379 times due to the pulse
and it is noteworthy that larger instances show the most
significant improvement. Although the bound pruning strategy
was not used, the remaining strategies were strong enough to
achieve these results. The faster computational times allowed us
to solve instances that the approach with integer programming
was simply unable to solve.

6. Conclusions and future work

We introduced an exact algorithm for the CSP that solves large
networks with up to 40,000 nodes and 800,000 in a reasonable
amount of time (under 0.3 s). The algorithm, based on the idea of
propagating pulses through a network, performs better than the
algorithm by Santos et al. [29] over a large testbed from the
literature, achieving speedups of up to 60 times. It also outper-
forms the label-setting algorithm by Dumitrescu and Boland [13]
reaching speedups of up to 900 times on the proposed instances
and compares favorably with the up-to-date approach by Zhu and
Wilhelm [35].

Additionally, this algorithm can be seen as a flexible frame-
work able to handle difficult constraints modeled as pruning
strategies. The idea of the algorithm is easy to understand and to
implement, and the pruning strategies can be used as modules
and adapted to problem specific conditions. Also, the only para-
meters to be defined by the user are the maximum number of
labels stored at each node (i.e., Q), and the label storage rule.

We show that the algorithm is easy to parallelize, and
illustrate this fact with a first parallel version of the algorithm
that exhibits promising results when compared with the single-
thread version of the algorithm on large-scale networks.

From a practical perspective, the pulse algorithm has been
successfully extended for solving auxiliary problems under a
column generation scheme arising in two different contexts: a
bus rapid transit route design problem and a multi-activity shift
scheduling problem. A very similar auxiliary problem arises in the
context of the integrated vehicle- and crew-scheduling problem
[31], where the pulse algorithm is likely to accelerate the column
generation process.

Table 4
Speeding up the solution of real-world MASSP instances with the pulse algorithm.

Instance Time (s)

IPa Pulse

A5-TIL30-D7 3549 17

A7-TIL30-D7 71,216 83

A16-TIL30-D7 848,402 629

a Xpress-MP optimizer version 19.00.00.

Table 5
Speeding up the solution of the BRTRDP with the

pulse algorithm.

Instance Time (s)

IPa Pulse

BRT-S8 9 2

BRT-S10 39 7

BRT-S15 2566 63

BRT-S19 140,369 370

a Xpress-MP optimizer version 19.00.00.
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Work currently underway includes: extending the algorithm
to tackle the Elementary Shortest Path Problem with Resource
Constraints (ESPPRC), a problem that arises while solving the
Vehicle Routing Problem with Time Windows (VRPTW) under a
column-generation procedure; applying the algorithm to a real
medical task scheduling problem; extending its functionality to
tackle a subproblem in the public transport line planning problem
[4]; extending the pulse algorithm to the biobjective shortest path
problem; and exploring further the parallelization of the algo-
rithm to take full advantage of multiple core processors or
graphics processing units.
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