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Preface

This fourth edition emphasizes solar system design and analysis using simulations. The
design of many systems that use conventional energy sources (e.g., oil, gas, and electricity)
use a worst-case environmental condition—think of a building heating system. If the
system can maintain the building temperature during the coldest period, it will be able to
handle all less severe conditions. To be sure, even building heating systems are now using
simulations during the design phase. In addition to keeping the building comfortable during
the worst conditions, various design choices can be made to reduce annual energy use.

This and earlier editions of this book describe TRNSYS (pronounced Tran-sis), a
general system simulation program (see Chapter 19). Like all heating and air conditioning
systems, a solar system can be thought of as a collection of components. TRNSYS
has hundreds of component models, and the TRNSYS language is used to connect the
components together to form a system. Following the Preface to the First Edition is
the Introduction where a ready-made TRNSYS program (called CombiSys) is described
that simulates a solar-heated house with solar-heated domestic hot water. TRANSED, a
front-end program for TRNSYS is used so it is not necessary to learn how to develop
TRNSYS models to run CombiSys. CombiSys can be freely downloaded from the John
Wiley website (http://www.wiley.com/go/solarengineering4e).

CombiSys provides an input window where various design options can be selected
(e.g., the collector type and design, storage tank size, collector orientation, and a variety of
other choices). A series of simulation problems (identified with a prefix ‘‘S’’ followed by a
chapter number and then a problem number) have been added to the standard problems of
many chapters. The ‘‘S0’’ problems (that is, Chapter 0, the Introduction) require running
CombiSys and answering general questions that may require performing energy balances
and doing simple economic calculations. As new topics are discussed in this text new ‘‘S’’
problems are introduced, often with the objective to duplicate some aspect of CombiSys.
With this approach it is hoped that the student will understand the inner workings of a
simulation program and be made aware of why certain topics are introduced and discussed
in the text.

The purpose of studying and understanding any topic in engineering is to make the
next system better than the last. Part I in this study of solar systems contains 11 chapters
devoted to understanding the operation of components (e.g., the sun, collectors, storage
systems, loads, etc.). The results of these early chapters are mathematical models that allow
the designer to estimate component performance (in the TRNSYS language, the outputs)
for a given set of component conditions (i.e., TRNSYS inputs). It is easy to think of
collectors, storage tanks, photovoltaic arrays, and batteries as components, but here even
the sun and economics are treated as components. The sun component manipulates the
available (generally measured but sometimes estimated) solar radiation data to obtain the
needed solar radiation data on an arbitrarily oriented surface and in a desired time interval.
The time scale of reported solar data ranges from a few seconds to yearly. Sometimes we
even need to estimate the solar energy in a wavelength interval. The available measured
solar radiation data is typically energy rates (i.e., power) from a specified and easily
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xii Preface

calculated direction such as the ‘‘beam’’ radiation that comes directly from the sun and
the ‘‘diffuse’’ radiation that has been scattered in some generally unknown manner over
all parts of the sky. The mathematical model of the sun component must accommodate
these various input and output requirements. The final chapter in Part I covers economics.
Generally the objective of a solar system is to produce environmentally friendly power at
an acceptable cost. The familiar calculations of levelized cost per unit of energy and/or
life-cycle savings (versus some energy alternative) are not trivial since the time horizon
of a solar system can be multiple decades, requiring the estimates of far-future economic
conditions. The economic impact of externalities such as reduced pollutants is difficult to
evaluate since these costs are not easily monetized.

Part II, chapters 12 through 18, discusses various thermal systems that have been built,
the performance measured and the results published. They are descriptive chapters with the
intent of providing the reader with a feeling of what can be accomplished. Many of these
systems were built and tested during a time when governments were funding universities
and laboratories where a requirement was to make the results public. Most solar systems
today are privately funded and performance data is often difficult or impossible to obtain.

Chapters 19 through 22 of Part III are devoted to system design (sometimes called
system sizing). Before the late 1970s personal computers were not available so simulations
were done either by hand or on large main-frame computers and were very expensive.
Research into ‘‘designmethods’’ focused on the development of short-cut design assistance
to replace expensive simulations. The earliest example is from the early 1950s, which used
a radiation statistic called ‘‘utilizability’’ to assist in solar sizing (see Section 2.22 and
Chapter 21). The next step, the f -chart method (see Chapter 21) is from the mid-1970s and
used numerical experiments to develop correlations of the various nondimensional groups.
This process is not unlike laboratory experiments that are used to correlate dimensionless
heat transfer results (the Nusselt number) to dimensionless fluid parameters (Reynolds,
Prandtl, and Grashof numbers). The significant difference is that the experimental results
in the f -chart development were hundreds of detailed main-frame computer simulations
and were validated with a few year-long experiments. These design methods still have
a place in today’s engineering practice. They are extremely fast and thus provide an
inexpensive alternative to annual simulations, especially for small systems. Large (and
therefore expensive) systems can afford to be looked at using detailed simulations. Some
of the problems in these chapters compare the detailed simulations using TRNSYS with
the various design methods.

Chapters 23 and 24 of Part III cover sizing of photovoltaic (PV) and wind energy
systems. It is obvious that the solar radiation processing developed in Chapter 2 is very
important in the design and analysis of PV systems. The detailed physics of a solar cell
is complex, but it is not necessary to understand these details to design a PV system. The
current-voltage (I -V ) characteristics of cells are discussed in detail and a mathematical
I -V model is presented that is useful in design. Wind energy systems are introduced with a
simple analysis that leads to understanding of manufacturers wind turbine characteristics.
The performance of an isolated turbine is discussed, but interference of the wind patterns
with close-packed multiple turbines is not discussed.

WILLIAM A. BECKMAN

Madison, Wisconsin



Preface to the Third Edition

It has been 14 years since the second edition was published, but during that period the
fundamentals of solar engineering have not changed significantly. So, why is a third edition
needed? The best explanation is to realize that the details of all engineering disciplines
grow in complexity with time and new ways of presenting complex material become
apparent.

In Part I, Fundamentals, the first two chapters on the solar resource have received only
modest updates. The sun’s position has been well understood for centuries and so Chapter 1
has been updated by recasting some equations in simpler forms. The understanding and
modeling of the influence of the earth’s atmosphere on the radiation striking surfaces
of arbitrary orientation have been active research areas for many years. Some of this
work has been used to update Chapter 2. Chapter 3 now includes heat transfer relations
needed for transpired solar collectors and heat transfer relations for low-pressure conditions
encountered in linear concentrating collectors. Chapters 4 and 5 on properties of opaque
and transparent surfaces have not changed significantly. Chapter 6 on flat-plate collectors
now includes an analysis of transpired collectors. Collector testing is important but has
not changed significantly. However, different countries express test results in different
ways so a more through discussion of alternative presentations has been added. Compound
parabolic concentrators (CPCs) receive a more extensive treatment in Chapter 7 along with
the heat transfer analysis of linear concentrating collectors. Energy storage, the subject of
Chapter 8, now includes a discussion of battery models. Chapters 9 and 10 on solar system
models have not been significantly changed. Chapter 11 on economic analysis methods,
the final chapter in Part I, now includes a discussion of solar savings fraction.

There have been thousands of new installations of a wide variety of solar applications
since the last edition. Most of these installations have been successful in that the
designer’s goals were reached. However, lessons learned from earlier installations are
generally applicable to new installations. Consequently, Part II, Chapters 12 through 18, on
applications has only a few changes. For example, the Solar Electric Generating Systems
(SEGS) discussion in Chapter 17 has been updated with new data. The impressive result is
that the systems work better each year due to a better understanding of how to control and
maintain them.

Since the publication of the previous edition Part III, Design Methods, has been
reduced in importance due to the advances in simulation techniques and the availability of
fast computers. But even with very fast computers the time to prepare a simulation may
not be time well spent. There remains a need for fast design methods for small systems and
for survey types of analysis; Chapters 19 through 22 provide the basis for satisfying these
needs. There have been significant advances in the modeling of photovoltaic cells so that
Chapter 23 has been extensively revised. Chapter 24 on wind energy has been added as
wind (an indirect form of solar energy) has become a significant source of electrical power.

The senior/graduate-level engineering course on solar energy has been taught here at
the University of Wisconsin at least once each year for the past 40 years. Earlier editions
of this book were a major part of the course. The students delight in finding and pointing
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out errors. It is not possible to write a book without introducing errors. It has been our
experience that the errors approach zero but never reach zero. If errors are found, please
forward them to us. In the past we have provided errata and will continue to provide one
on the University of Wisconsin Solar Energy Laboratory website.

Professor John Atwater (Jack) Duffie passed away on April 23, 2005, shortly after
his 80th birthday. The two of us started the process of updating this book on the day we
received copies of the second edition in 1991. Work started in earnest late in 2001 when
we converted the T/Maker’s WriteNow version of the second edition into a Word version.

We must again acknowledge the help, inspiration, and forbearance of our colleagues
and graduate students at the Solar Energy Laboratory of the University of Wisconsin-
Madison. Also colleagues around the world have pointed out problem areas and offered
constructive suggestions that have been incorporated into this edition.

WILLIAM A. BECKMAN

Madison, Wisconsin
October 2005



Preface to the Second Edition

In the ten years since we prepared the first edition there have been tremendous changes in
solar energy science and technology. In the time between 1978 (when we made the last
changes in the manuscript of the first edition) and 1991 (when the last changes were made
for this edition) thousands of papers have been published, many meetings have been held
with proceedings published, industries have come and gone, and public interest in the field
has waxed, waned, and is waxing again.

There have been significant scientific and technological developments. We have better
methods for calculating radiation on sloped surfaces and modeling stratified storage tanks.
We have new methods for predicting the output of solar processes and new ideas on how
solar heating systems can best be controlled. We have seen new large-scale applications
of linear solar concentrators and salt-gradient ponds for power generation, widespread
interest in and adoption of the principles of passive heating, development of low-flow
liquid heating systems, and great advances in photovoltaic processes for conversion of
solar to electrical energy.

Which of these many new developments belong in a second edition? This is a difficult
problem, and from the great spread of new materials no two authors would elect to include
the same items. For example, there have been many new models proposed for calculating
radiation on sloped surfaces, given measurements on a horizontal surface. Which of these
should be included? We have made choices; others might make different choices.

Those familiar with the first edition will note some significant changes. The most
obvious is a reorganization of the material into three parts. Part I is on fundamentals, and
covers essentially the same materials (with many additions) as the first eleven chapters in
the first edition. Part II is on applications and is largely descriptive in nature. Part III is on
design of systems, or more precisely on predicting long-term system thermal performance.
This includes information on simulations, on f -chart, on utilizability methods applied to
active and passive systems, and on the solar load ratio method developed at Los Alamos.
This section ends with a chapter on photovoltaics and the application of utilizability
methods to predicting PV system performance.

While the organization has changed, we have tried to retain enough of the flavor
of the first edition to make those who have worked with it feel at home with this one.
Where we have chosen to use new correlations, we have included those in the first edition
in footnotes. The nomenclature is substantially the same. Many of the figures will be
familiar, as will most of the equations. We hope that the transition to this edition will be an
easy one.

We have been influenced by the academic atmosphere in which we work, but have also
tried to stay in touch with the commercial and industrial world. (Our students who are now
out in industry have been a big help to us.) We have taught a course to engineering students
at least once each year and have had a steady stream of graduate students in our laboratory.
Much of the new material we have included in this edition has been prepared as notes for
use by these students, and the selection process has resulted from our assessment of what
we thought these students should have. We have also been influenced by the research that
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xvi Preface to the Second Edition

our students have done; it has resulted in ideas, developments and methods that have been
accepted and used by many others in the field.

We have drawn on many sources for new materials, and have provided references as
appropriate. In addition to the specific references, a number of general resources are worthy
of note. Advances in Solar Energy is an annual edited by K. Böer and includes extensive
reviews of various topics; volume 6 appeared in 1990. Two handbooks are available, the
Solar Energy Handbook edited by Kreider and Kreith and the Solar Energy Technology
Handbook edited by Dickenson and Cheremisinoff. Interesting new books have appeared,
including Iqbal’s Introduction to Solar Radiation, Rabl’s Active Solar Collectors and
Their Applications, and Hull, Nielsen, and Golding, Salinity-Gradient Solar Ponds. The
Commission of the European Communities has published an informative series of books
on many aspects of solar energy research and applications. There are several journals,
including Solar Energy, published by the International Solar Energy Society, and the
Journal of Solar Energy Engineering, published by the American Society of Mechanical
Engineers. The June 1987 issue of Solar Energy is a cumulative subject and author index
to the 2400 papers that have appeared in the first 39 volumes of the journal.

We have aimed this book at two audiences. It is intended to serve as a general source
book and reference for those who are working in the field. The extensive bibliographies
with each chapter will provide leads to more detailed exploration of topics that may be of
special interest to the reader. The book is also intended to serve as a text for university-level
engineering courses. There is material here for a two semester sequence, or by appropriate
selection of sections it can readily be used for a one semester course. There is a wealth of
new problems in Appendix A. A solutions manual is available that includes course outlines
and suggestions for use of the book as a text.

We are indebted to students in our classes at Wisconsin and at Borlänge, Sweden who
have used much of the text in note form. They have been critics of the best kind, always
willing to tell us in constructive ways what is right and what is wrong with the materials.
Heidi Burak and Craig Fieschko provided us with very useful critiques of the manuscript.
Susan Pernsteiner helped us assemble the materials in useful form.

We prepared the text on Macintosh computers using T/Maker’s WriteNow word
processor, and set most of the equations with Prescience Company’s Expressionist. The
assistance of Peter Shank of T/Maker and of Allan Bonadio of Prescience is greatly
appreciated. If these pages do not appear as attractive as they might, it should be attributed
to our skills with these programs and not to the programs themselves.

Lynda Litzkow prepared the new art work for this edition using MacDraw II. Her
assistance and competence have been very much appreciated. Port-to-Print, of Madison,
prepared galleys using our disks. The cooperation of Jim Devine and Tracy Ripp of
Port-to-Print has been very helpful.

We must again acknowledge the help, inspiration, and forbearance of our colleagues
at the Solar Energy Laboratory. Without the support of S. A. Klein and J. W. Mitchell, the
preparation of this work would have been much more difficult.

JOHN A. DUFFIE

WILLIAM A. BECKMAN

Madison, Wisconsin
June 1991



Preface to the First Edition

When we started to revise our earlier book, Solar Energy Thermal Processes, it quickly
became evident that the years since 1974 had brought many significant developments in
our knowledge of solar processes. What started out to be a second edition of the 1974 book
quickly grew into a new work, with new analysis and design tools, new insights into solar
process operation, new industrial developments, and new ideas on how solar energy can be
used. The result is a new book, substantially broader in scope and more detailed than the
earlier one. Perhaps less than 20 percent of this book is taken directly from Solar Energy
Thermal Processes, although many diagrams have been reused and the general outline of
the work is similar. Our aim in preparing this volume has been to provide both a reference
book and a text. Throughout it we have endeavored to present quantitative methods for
estimated solar process performance.

In the first two chapters we treat solar radiation, radiation data, and the processing
of the data to get it in forms needed for calculation of process performance. The next
set of three chapters is a review of some heat transfer principles that are particularly
useful and a treatment of the radiation properties of opaque and transparent materials.
Chapters 6 through 9 go into detail on collectors and storage, as without an understanding
of these essential components in a solar process system it is not possible to understand how
systems operate. Chapters 10 and 11 are on system concepts and economics. They serve
as an introduction to the balance of the book, which is concerned with applications and
design methods.

Some of the topics we cover are very well established and well understood. Others are
clearly matters of research, and the methods we have presented can be expected to be out
dated and replaced by better methods. An example of this situation is found in Chapter 2;
the methods for estimating the fractions of total radiation which are beam and diffuse
are topics of current research, and procedures better than those we suggest will probably
become available. In these situations we have included in the text extensive literature
citations so the interested reader can easily go to the references for further background.

Collectors are at the heart of solar processes, and for those who are starting a study
of solar energy without any previous background in the subject, we suggest reading
Sections 6.1 and 6.2 for a general description of these unique heat transfer devices. The
first half of the book is aimed entirely at development of the ability to calculate how
collectors work, and a reading of the description will make clearer the reasons for the
treatment of the first set of chapters.

Our emphasis is on solar applications to buildings, as they are the applications
developing most rapidly and are the basis of a small but growing industry. The same ideas
that are the basis of application to buildings also underlie applications to industrial process
heat, thermal conversion to electrical energy generation and evaporative processes, which
are all discussed briefly. Chapter 15 is a discussion of passive heating, and uses many of
the same concepts and calculation methods for estimating solar gains that are developed
and used in active heating systems. The principles are the same; the first half of the book
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develops these principles, and the second half is concerned with their application to active,
passive and nonbuilding processes.

New methods of simulation of transient processes have been developed in recent
years, in our laboratory and in others. These are powerful tools in the development of
understanding of solar processes and in their design, and in the chapters on applications the
results of simulations studies are used to illustrate the sensitivity of long-term performance
to design variables. Simulations are the basis of the design procedures described in
Chapters 14 and 18. Experimental measurements of system performance are still scarce,
but in several cases we have made comparisons of predicted and measured performance.

Since the future of solar applications depends on the costs of solar energy systems, we
have included a discussion of life cycle ecomonic analysis, and concluded it with a way
of combining the many economics parameters in a life cycle saving analysis into just two
numbers which can readily be used in system optimization studies. We find the method
to be highly useful, but we make no claims for the worth of any of the numbers used in
illustrating the method, and each user must pick his own economic parameters.

In order to make the book useful, we have wherever possible given useful relationships
in equation, graphical, and tabular form. We have used the recommended standard
nomenclature of the journal of Solar Energy (21, 69, 1978), except for a few cases where
additional symbols have been needed for clarity. For example, G is used for irradiance
(a rate, W/m2), H is used for irradiation for a day (an integrated quantity, MJ/m2), and I is
used for irradiation for an hour (MJ/m2), which can be thought of as an average rate for an
hour. A listing of nomenclature appears in Appendix B, and includes page references to
discussions of the meaning of symbols where there might be confusion. SI units are used
throughtout, and Appendix C provides useful conversion tables.

Numerous sources have been used in writing this book. The journal Solar Energy, a
publication of the International Solar Energy Society, is very useful, and contains a variety
of papers on radiation data, collectors of various types, heating and cooling processes,
and other topics. Publications of ASME and ASHRAE have provided additional sources.
In addition to these journals, there exists a very large and growing body of literature
in the form of reports to and by government agencies which are not reviewed in the
usual sense but which contain useful information not readily available elsewhere. These
materials are not as readily available as journals, but they are referenced where we have
not found the material in journals. We also call the reader’s attention to Geliotecknika
(Applied Solar Energy), a journal published by the Academy of Sciences of the USSR
which is available in English, and the Revue Internationale d’Heliotechnique, published by
COMPLES in Marseille.

Many have contributed to the growing body of solar energy literature on which we
have drawn. Here we note only a few of the most important of them. The work of
H. C. Hottel and his colleagues at MIT and that of A. Whillier at MIT continue to be of
basic importance. In space heating, the publications of G. O. G. Löf, S. Karaki and their
colleagues at Colorado State University provide much of the quantitative information we
have on that application.

Individuals who have helped us with the preparation of this book are many. Our
graduate students and staff at the Solar Energy Laboratory have provided us with ideas,
useful information and reviews of parts of the manuscript. Their constructive comments
have been invaluable, and references to their work are included in the appropriate chapters.
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The help of students in our course on Solar Energy Technology is also acknowledged; the
number of errors in the manuscript is substantially lower as a result of their good-natured
criticisms.

Critical reviews are imperative, and we are indebted to S. A. Klein for his reading
of the manuscript. He has been a source of ideas, a sounding board for a wide variety
of concepts, the author of many of the publications on which we have drawn, and a
constructive critic of the best kind.

High on any list of acknowledgements for support of this work must be the College
of Engineering and the Graduate School of the University of Wisconsin-Madison. The
College has provided us with support while the manuscript was in preparation, and the
Graduate School made it possible for each of us to spend a half year at the Division
of Mechanical Engineering of the Commonwealth Scientific and Industrial Research
Organization, Australia, where we made good use of their library and developed some of
the concepts of this book. Our Laboratory at Wisconsin has been supported by the National
Science Foundation, the Energy Research and Development Administration, and now the
Department of Energy, and the research of the Laboratory has provided ideas for the book.

It is again appropriate to acknowledge the inspiration of the late Farrington Daniels.
He kept interest in solar energy alive in the 1960s and so helped to prepare for the new
activity in the field during the 1970s.

Generous permissions have been provided by many publishers and authors for the use
of their tables, drawings and other materials in this book. The inclusion of these material
made the book more complete and useful, and their cooperation is deeply appreciated.

A book such as this takes more than authors and critics to bring it into being. Typing
and drafting help are essential and we are pleased to note the help of Shirley Quamme
and her co-workers in preparing the manuscript. We have been through several drafts of
the book which have been typed by our student helpers at the laboratory; it has often been
difficult work, and their persistence, skill and good humor have been tremendous.

Not the least, we thank our patient families for their forbearance during the lengthy
process of putting this book together.

JOHN A. DUFFIE

WILLIAM A. BECKMAN

Madison, Wisconsin
June 1980



Introduction

CombiSys is a special version of the system simulation program TRNSYS (pronounced
tran-sis and discussed in Chapter 19) and can be downloaded for free from the Wiley
website (http://www.wiley.com/go/solarengineering4e). The early paragraphs of Appendix
A (Problems) provide instructions for downloading, installing, and running TRNSYS on
your Windows computer. This program simulates a solar ‘‘CombiSystem’’ that supplies
heat for both a house heating system and a domestic hot-water system. A diagram of the
energy flows in a solar CombiSystem is shown below.

EHorSol

EIncSol

ESol

EMains

ELossTank
EHouse

EAuxHouse

EDHW
EAuxDHW
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le
ct
or

CHX Tank LHX House Auxiliary

Auxiliary

The system has the following major components:

The weather data comes from the TMY2 data set (Second version of the U.S. Typical
Meteorological Year) and consists of 329 built-in U.S. weather stations. Additional data
can be added; Problem S2.2 is concerned with adding new data. The data consists of
hourly ambient temperatures and hourly beam (directly from the sun) radiation and diffuse
(scattered) radiation both incident on a horizontal surface (EHorSol). A radiation processor
converts this horizontal data into incident radiation on the plane of the collectors (EIncSol).

The collector is either a flat-plate liquid heater with one glass cover, similar to those
shown in Figures 6.1.1 and 6.3.1, or an evacuated tube collector, similar to those shown
in Figures 6.13(d)–(f). The collectors are mounted on the building [in a manner similar to
that in Figure 13.2.5(b) and (c)]. The total roof area suitable for collectors is 75 m2. The
collectors can face from due east to due west at a slope between 0 and 90◦. Collector data
can be supplied in twoways: one of six built-in collectors can be chosen (three flat-plate and
three evacuated tube collectors, with each set having low, average, and high-performance
collectors). The second option is to provide all of the usual data supplied by the collector
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manufacturer. The default values when entering the detailed solar collector parameters
are identical to choosing the second collector from the list of six. There are two accepted
standards for reporting collector parameters; reporting data based on the collector inlet
temperature or on the average of the inlet and outlet temperatures. Conversion from one
standard to the other is discussed in Section 6.19. Collector analysis is treated in great
detail in Chapters 6 and 7.

The collector heat exchanger (CHX) isolates the antifreeze solution in the collector
loop from the water storage tank loop. If no heat exchanger is present, then set the
effectiveness equal to one.

The solar storage tank is an insulated water storage unit that is sized in proportion to
the collector area. Typical values range from 30 to 100 liters/m2. The tank can be fully
mixed or stratified (whereby the hottest solar-heated water migrates to the top of the tank).

The solar domestic hot water (DHW) subsystem consists of a heating coil (heat
exchanger) located inside the main storage tank (not shown). Mains water is heated as
it passes through this heat exchanger. If solar energy heats the domestic hot water above
45◦C (as it probably will in the summer) then a bypass system (not shown) takes mains
water and mixes it with the too-hot water to deliver water at 45◦C. If insufficient solar
energy is available, then the auxiliary energy supply maintains the delivered water at 45◦C.
This heater is of sufficient capacity that it can supply all of the domestic hot-water energy
needs if necessary. The hot-water load depends upon the number of people (0 to 50) and
can vary from 0 to 100 liters per person per day. The mains temperature is assumed to be
constant throughout the year.

The solar space heating subsystem withdraws water from the top of the tank and
circulates it through a water-to-air load heat exchanger (LHX) and returns it to the tank.
If the water is hot enough to more than meet the entire house heating load, then the flow
rate of the water is reduced to exactly meet the load. If there is insufficient solar energy
available to meet the load, then the house heating auxiliary heater is turned on to meet
the remainder of the load The building overall loss coefficient (UA) includes infiltration.
Details of how systems are controlled and related matters are discussed in later chapters.

The first thing to do in preparation for a detailed study of solar energy is to run
Problem S0.1. Additional CombiSys problems are provided that can be run without any
additional knowledge. It is hoped that these exercises will provide motivation for an
in-depth study of solar energy.

The TRNSYS program is run from a front-end called TRNSED (pronounced
Trans-ed), which accepts inputs in the form of check boxes, radio buttons, pull-down
menus, and input boxes. The individual inputs along with the default parameter values
(shown in square brackets) are listed and described below. The defaults for radio buttons
are shown as filled circles.

Simulation Period

Month of the Simulation (Pulldown: January to December) [January]

Day of Month for Simulation Start (Number 1–31) [1]

Length of Simulation (Pulldown: one day to one year) [One-Year Simulation]

Simulation timestep (Pulldown: 1, 5, 10, 15, 30 or 60) [60 Minutes]
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Radiation Calculations

Radiation Data: Pulldown with two choices

• Use Total Horizontal and Beam Normal

• Use Total Horizontal only

Tilted Surface Radiation Mode: Pulldown with four choices

• Isotropic Sky Model (Equation 2.15.1)

• Hay and Davies Model (Equation 2.16.4)

• HDKR Model (Equation 2.16.7)

• Perez Model (Equation 2.16.14)

Location

City name (Pulldown with 239 choices of TMY2 weather data) [CO: Publeo]

Collector slope (Number 0–90) [60◦]
Collector azimuth (Number; facing equator = 0◦, East = −90◦, West = +90◦) [0◦]

Solar Collectors Parameter Options

• Select Solar Collector from a List

Collector Type (Pulldown: 6 collectors to choose from) [Choose 2nd]

Collector Total Area (Number 0–75) [30 m2]

Collector–Storage Tank Heat Exchanger Effectiveness (Number 0–1) [0.80]

Collector Efficiency Equation (Pulldown: Equation 6.17.3 or 6.17.5) [6.17.3]

• Enter Detailed Solar Collector Parameters

Collector Total Area (Number 0–75) [30 m2]

Intercept (maximum) Efficiency (Number 0–1) [0.80]

First-Order Loss Coefficient (Number) [3.1235 W/m2 K]

Second-Order Loss Coefficient (Number) [0.012 W/m2/K2]

Incidence Angle Modifier (IAM) Coefficient bo (Number) [0.20]

Collector Flow Rate during Tests (Number > 0) [40 l/h m2]

Collector–Storage Heat Exchanger Effectiveness (Number 0–1) [0.8]

Collector Flow Rate (Number > 0) [40 liters/h m2])

Collector Efficiency Equation (Pulldown: 6.17.3 or 6.17.5) [6.17.3]

Number of Storage Tank Nodes

• 1 Node Storage Tank

• 3 Node Storage Tank

• 5 Node Storage Tank
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Tank Parameters

Tank Volume per Collector Area (Number 10–100) [75 liters/m2]

Tank Loss Coefficient (Number 0.10–5.0) [0.5 W/m2 K]

Maximum Tank Temperature (Number 40–110) [100◦C]

Load Parameters

Two check boxes to select or unselect:

• Turn Solar Domestic Hot Water Load ON

• Turn Solar Space Heating Load ON

Domestic Hot-Water Load

Average Hot-Water Draw per Occupant (Number 0–100) [60 liters/day]

Number of Occupants (Number 0–50) [5]

Mains Temperature (Number 0–40) [10◦C]

Space Heating Load

Overall House Heat Loss Coefficient (Number 0–500) [350 W/K]

Spacing Heating Setpoint (Number 15–25) [20◦C]

Online Plotter Options

Two check boxes to select or unselect:

• Plot Instantaneous values

• Plot Integrated Energy

THE PROBLEM

Run the simulation program CombiSys in Pueblo, Colorado, for an entire year using the
default parameter set. Perform an energy balance on the main solar tank for the entire
year. (Energy in − Energy out − Energy Stored = Error) The error is due to numerical
tolerances in solving the equations. Express the error as a percentage of the delivered solar
energy, 100*Error/(Solar Energy in) = %error.

In addition, you can change several of the design parameters of the system. These
include:

The collector area (which cannot exceed 75 m2).

Storage unit size normally varies in proportion to the collector area; ratios of 50, 75,
and 100 liters/m2 can be assumed.

The collector slope can conceivably vary between 30◦ and 75◦.

You are to write a brief report that is intended to inform a group of contractors and
architects about the performance of the system and the effects of changes in the design on
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system performance. Use plots or diagrams to illustrate your results. To reduce the number
of runs, you can investigate storage size only for the 60◦ slope. The usual performance
figure is the solar fraction, F , defined as the ratio of the solar contribution to the load
divided by the load.

Estimate how much the home owner can afford to pay for the solar equipment if the
auxiliary energy is (a) natural gas and (b) electricity.

There are many other design parameters that for this problem you cannot change or do
not need to change. These include the heating load of the building and the characteristics
of the collector. We will look at the impact of other design parameters during the semester.

COMMENTS AND SUGGESTIONS

It is suggested that you first simulate the system using the default conditions. The computing
time will be very small, and you can use this first simulation to become accustomed to the
program and what it does.

Quantities like solar energy collected, energy lost from the tank, auxiliary energy, and
various temperatures are computed as a function of time. Energy rates are integrated to
give monthly energy quantities.

Examining the On-Line Plots

You may manipulate the on-line plots in a variety of ways. The right mouse button will
start and stop the simulation. After the simulation is complete select NO to the question
‘‘Exit on-line Plotter’’. With the plot on the screen, click on the various plot identifiers at
the top of the plot—the individual plots should disappear and reappear. Click and drag
the mouse over part of the plot for a blow-up of a region. Click near the top or bottom on
either the right- or left-hand axis numbers to change the scale. If the simulation is more
than one page, you may move back and forth in time with the tabs at the bottom. There
are two tabs at the bottom for looking at either instantaneous values or integrated values.
When finished, go to menu item Calculations and choose Exit.

Examining the Output

Once the simulation has completed and you have returned to TRNSED, you will find an
output file, COMBISYS.OUT, under the Windows menu item at the top of the screen. The
output is a text file that you can copy and paste into Excel. The values printed in the output
file are as follows:

UTank: change in internal energy of the storage tank from the start of each month

ESol: the integrated energy transferred across the collector loop heat exchanger

EAux: integrated auxiliary energy added to the space tomeet heating load requirements

ELossTank: the integrated energy loss from the tank (assumed to be in an unheated
area of the house)

EMains: the integrated energy entering the tank with the water from the mains

EDHW: the integrated energy leaving the tank with the DHW
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EHouse: integrated energy losses from the house

EIncSol: the integrated solar radiation incident on the collectors

EHorSol: the integrated solar radiation incident on a horizontal surface

Values are printed for each month. If the simulation ends within a month, a value will
be printed for the completed portion of the last month. You will need to add up the monthly
values to obtain yearly values. Copy the file and paste into Excel (or other spreadsheet
program) to do your calculations. Annual information of this type, as will be seen later, is
essential information in determining the economics of the application.

If you look at ‘‘View Simulation Results’’, you will find a summary of the performance
for the total time of the simulation.



Part I

FUNDAMENTALS

In Part I, we treat the basic ideas and calculation procedures that must be understood in
order to appreciate how solar processes work and how their performance can be predicted.
The first five chapters are basic to the material in Chapter 6. In Chapter 6 we develop
equations for a collector which give the useful output in terms of the available solar
radiation and the losses. An energy balance is developed which says, in essence, that the
useful gain is the (positive) difference between the absorbed solar energy and the thermal
losses.

The first chapter is concerned with the nature of the radiation emitted by the sun and
incident on the earth’s atmosphere. This includes geometric considerations, that is, the
direction from which beam solar radiation is received and its angle of incidence on various
surfaces and the quantity of radiation received over various time spans. The next chapter
covers the effects of the atmosphere on the solar radiation, the radiation data that are
available, and how those data can be processed to get the information that we ultimately
want—the radiation incident on surfaces of various orientations.

Chapter 3 notes a set of heat transfer problems that arise in solar energy processes and
is part of the basis for analysis of collectors, storage units, and other components.

The next two chapters treat interaction of radiation and opaque and transparent
materials, that is, emission, absorption, reflection, and transmission of solar and long-wave
radiation. These first five chapters lead to Chapter 6, a detailed discussion and analysis
of the performance of flat-plate collectors. Chapter 7 is concerned with concentrating
collectors and Chapter 8 with energy storage in various media. Chapter 9 is a brief
discussion of the loads imposed on solar processes and the kinds of information that must
be known in order to analyze the process.

Chapter 10 is the point at which the discussions of individual components are brought
together to show how solar process systems function and how their long-term performance
can be determined by simulations. The object is to be able to quantitatively predict system
performance; this is the point at which we proceed from components to systems and see
how transient system behavior can be calculated.

The last chapter in Part I is on solar process economics. It concludes with a method
for combining the large number of economic parameters into two which can be used to
optimize thermal design and assess the effects of uncertainties in an economic analysis.
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Solar Radiation

The sun’s structure and characteristics determine the nature of the energy it radiates into
space. The first major topic in this chapter concerns the characteristics of this energy
outside the earth’s atmosphere, its intensity, and its spectral distribution. We will be
concerned primarily with radiation in a wavelength range of 0.25 to 3.0 µm, the portion of
the electromagnetic radiation that includes most of the energy radiated by the sun.

The second major topic in this chapter is solar geometry, that is, the position of the
sun in the sky, the direction in which beam radiation is incident on surfaces of various
orientations, and shading. The third topic is extraterrestrial radiation on a horizontal
surface, which represents the theoretical upper limit of solar radiation available at the
earth’s surface.

An understanding of the nature of extraterrestrial radiation, the effects of orientation
of a receiving surface, and the theoretically possible radiation at the earth’s surface is
important in understanding and using solar radiation data, the subject of Chapter 2.

1.1 THE SUN

The sun is a sphere of intensely hot gaseous matter with a diameter of 1.39 × 109 m and
is, on the average, 1.5 × 1011 m from the earth. As seen from the earth, the sun rotates on
its axis about once every 4 weeks. However, it does not rotate as a solid body; the equator
takes about 27 days and the polar regions take about 30 days for each rotation.

The sun has an effective blackbody temperature of 5777 K.1 The temperature in the
central interior regions is variously estimated at 8 × 106 to 40 × 106 K and the density is
estimated to be about 100 times that of water. The sun is, in effect, a continuous fusion
reactor with its constituent gases as the ‘‘containing vessel’’ retained by gravitational
forces. Several fusion reactions have been suggested to supply the energy radiated by
the sun. The one considered the most important is a process in which hydrogen (i.e.,
four protons) combines to form helium (i.e., one helium nucleus); the mass of the helium
nucleus is less than that of the four protons, mass having been lost in the reaction and
converted to energy.

The energy produced in the interior of the solar sphere at temperatures of many
millions of degrees must be transferred out to the surface and then be radiated into

1The effective blackbody temperature of 5777 K is the temperature of a blackbody radiating the same amount
of energy as does the sun. Other effective temperatures can be defined, e.g., that corresponding to the blackbody
temperature giving the same wavelength of maximum radiation as solar radiation (about 6300 K).
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4 Solar Radiation

space. A succession of radiative and convective processes occur with successive emission,
absorption, and reradiation; the radiation in the sun’s core is in the x-ray and gamma-ray
parts of the spectrum, with the wavelengths of the radiation increasing as the temperature
drops at larger radial distances.

A schematic structure of the sun is shown in Figure 1.1.1. It is estimated that 90% of
the energy is generated in the region of 0 to 0.23R (where R is the radius of the sun), which
contains 40% of the mass of the sun. At a distance 0.7R from the center, the temperature
has dropped to about 130,000 K and the density has dropped to 70 kg/m3; here convection
processes begin to become important, and the zone from 0.7 to 1.0R is known as the
convective zone. Within this zone the temperature drops to about 5000 K and the density
to about 10−5 kg/m3.

The sun’s surface appears to be composed of granules (irregular convection cells),
with dimensions from 1000 to 3000 km and with cell lifetime of a few minutes. Other
features of the solar surface are small dark areas called pores, which are of the same order
of magnitude as the convective cells, and larger dark areas called sunspots, which vary in
size. The outer layer of the convective zone is called the photosphere. The edge of the
photosphere is sharply defined, even though it is of low density (about 10−4 that of air
at sea level). It is essentially opaque, as the gases of which it is composed are strongly

Figure 1.1.1 The structure of the sun.
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ionized and able to absorb and emit a continuous spectrum of radiation. The photosphere
is the source of most solar radiation.

Outside the photosphere is a more or less transparent solar atmosphere, observable
during total solar eclipse or by instruments that occult the solar disk. Above the photosphere
is a layer of cooler gases several hundred kilometers deep called the reversing layer.
Outside of that is a layer referred to as the chromosphere, with a depth of about 10,000 km.
This is a gaseous layer with temperatures somewhat higher than that of the photosphere
but with lower density. Still further out is the corona, a region of very low density and of
very high (106 K) temperature. For further information on the sun’s structure see Thomas
(1958) or Robinson (1966).

This simplified picture of the sun, its physical structure, and its temperature and
density gradients will serve as a basis for appreciating that the sun does not, in fact,
function as a blackbody radiator at a fixed temperature. Rather, the emitted solar radiation
is the composite result of the several layers that emit and absorb radiation of various
wavelengths. The resulting extraterrestrial solar radiation and its spectral distribution have
now been measured by various methods in several experiments; the results are noted in the
following two sections.

1.2 THE SOLAR CONSTANT

Figure 1.2.1 shows schematically the geometry of the sun-earth relationships. The eccen-
tricity of the earth’s orbit is such that the distance between the sun and the earth varies
by 1.7%. At a distance of one astronomical unit, 1.495 × 1011 m, the mean earth-sun
distance, the sun subtends an angle of 32′. The radiation emitted by the sun and its spatial
relationship to the earth result in a nearly fixed intensity of solar radiation outside of
the earth’s atmosphere. The solar constant Gsc is the energy from the sun per unit time
received on a unit area of surface perpendicular to the direction of propagation of the
radiation at mean earth-sun distance outside the atmosphere.

Before rockets and spacecraft, estimates of the solar constant had to be made from
ground-based measurements of solar radiation after it had been transmitted through the

Figure 1.2.1 Sun-earth relationships.
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atmosphere and thus in part absorbed and scattered by components of the atmosphere.
Extrapolations from the terrestrial measurements made from high mountains were based
on estimates of atmospheric transmission in various portions of the solar spectrum.
Pioneering studies were done by C. G. Abbot and his colleagues at the Smithsonian
Institution. These studies and later measurements from rockets were summarized by
Johnson (1954); Abbot’s value of the solar constant of 1322 W/m2 was revised upward
by Johnson to 1395 W/m2.

The availability of very high altitude aircraft, balloons, and spacecraft has permitted
direct measurements of solar radiation outside most or all of the earth’s atmosphere. These
measurements were made with a variety of instruments in nine separate experimental
programs. They resulted in a value of the solar constant Gsc of 1353 W/m2 with an
estimated error of ±1.5%. For discussions of these experiments, see Thekaekara (1976) or
Thekaekara and Drummond (1971). This standard value was accepted by NASA (1971)
and by the American Society of Testing and Materials (2006).

The data on which the 1353-W/m2 value was based have been reexamined by
Frohlich (1977) and reduced to a new pyrheliometric scale2 based on comparisons of the
instruments with absolute radiometers. Data from Nimbus andMariner satellites have also
been included in the analysis, and as of 1978, Frohlich recommends a new value of the
solar constant Gsc of 1373 W/m2, with a probable error of 1 to 2%. This was 1.5% higher
than the earlier value and 1.2% higher than the best available determination of the solar
constant by integration of spectral measurements. Additional spacecraft measurements
have been made with Hickey et al. (1982) reporting 1373 W/m2 and Willson et al.
(1981) reporting 1368 W/m2. Measurements from three rocket flights reported by Duncan
et al. (1982) were 1367, 1372, and 1374 W/m2. The World Radiation Center (WRC) has
adopted a value of 1367 W/m2, with an uncertainty of the order of 1%. As will be seen
in Chapter 2, uncertainties in most terrestrial solar radiation measurements are an order
of magnitude larger than those in Gsc. A value of Gsc of 1367 W/m2 (1.960 cal/cm2

min, 433 Btu/ft2 h, or 4.921 MJ/m2 h) is used in this book. [See Iqbal (1983) for more
detailed information on the solar constant.]

1.3 SPECTRAL DISTRIBUTION OF EXTRATERRESTRIAL RADIATION

In addition to the total energy in the solar spectrum (i.e., the solar constant), it is useful
to know the spectral distribution of the extraterrestrial radiation, that is, the radiation that
would be received in the absence of the atmosphere. A standard spectral irradiance curve
has been compiled based on high-altitude and space measurements. The WRC standard is
shown in Figure 1.3.1. Table 1.3.1 provides the same information on the WRC spectrum in
numerical form. The average energy Gsc,λ (in W/m2 µm) over small bandwidths centered
at wavelength λ is given in the second column. The fraction f0−λ of the total energy in
the spectrum that is between wavelengths zero and λ is given in the third column. The
table is in two parts, the first at regular intervals of wavelength and the second at even
fractions f0−λ. This is a condensed table; more detailed tables are available elsewhere
(see Iqbal, 1983).

2Pyrheliometric scales are discussed in Section 2.2.
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Figure 1.3.1 The WRC standard spectral irradiance curve at mean earth-sun distance.

Table 1.3.1a Extraterrestrial Solar Irradiance (WRC Spectrum) in Increments of Wavelengtha

λ

(µm)
Gsc,λ

(W/m2 µm)
f0–λ

(−)
λ

(µm)
Gsc,λ

(W/m2 µm)
f0–λ

(−)
λ

(µm)
Gsc,λ

(W/m2 µm)
f0–λ

(−)

0.250 81.2 0.001 0.520 1849.7 0.243 0.880 955.0 0.622
0.275 265.0 0.004 0.530 1882.8 0.257 0.900 908.9 0.636
0.300 499.4 0.011 0.540 1877.8 0.271 0.920 847.5 0.648
0.325 760.2 0.023 0.550 1860.0 0.284 0.940 799.8 0.660
0.340 955.5 0.033 0.560 1847.5 0.298 0.960 771.1 0.672
0.350 955.6 0.040 0.570 1842.5 0.312 0.980 799.1 0.683
0.360 1053.1 0.047 0.580 1826.9 0.325 1.000 753.2 0.695
0.370 1116.2 0.056 0.590 1797.5 0.338 1.050 672.4 0.721
0.380 1051.6 0.064 0.600 1748.8 0.351 1.100 574.9 0.744
0.390 1077.5 0.071 0.620 1738.8 0.377 1.200 507.5 0.785
0.400 1422.8 0.080 0.640 1658.7 0.402 1.300 427.5 0.819
0.410 1710.0 0.092 0.660 1550.0 0.425 1.400 355.0 0.847
0.420 1687.2 0.105 0.680 1490.2 0.448 1.500 297.8 0.871
0.430 1667.5 0.116 0.700 1413.8 0.469 1.600 231.7 0.891
0.440 1825.0 0.129 0.720 1348.6 0.489 1.800 173.8 0.921
0.450 1992.8 0.143 0.740 1292.7 0.508 2.000 91.6 0.942
0.460 2022.8 0.158 0.760 1235.0 0.527 2.500 54.3 0.968
0.470 2015.0 0.173 0.780 1182.3 0.544 3.000 26.5 0.981
0.480 1975.6 0.188 0.800 1133.6 0.561 3.500 15.0 0.988
0.490 1940.6 0.202 0.820 1085.0 0.578 4.000 7.7 0.992
0.500 1932.2 0.216 0.840 1027.7 0.593 5.000 2.5 0.996
0.510 1869.1 0.230 0.860 980.0 0.608 8.000 1.0 0.999

aGsc,λ is the average solar irradiance over the interval from the middle of the preceding wavelength interval to
the middle of the following wavelength interval. For example, at 0.600 µm. 1748.8 W/m2 µm is the average
value between 0.595 and 0.610 µm.
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Table 1.3.1b Extraterrestrial Solar Irradiance in Equal Increments of Energy

Energy Band
fi − fi+1
(−)

Wavelength
Range
(µm)

Midpoint
Wavelength

(µm)

Energy Band
fi − fi+1

(−)

Wavelength
Range
(µm)

Midpoint
Wavelength

(µm)

0.00–0.05 0.250–0.364 0.328 0.50–0.55 0.731–0.787 0.758
0.05–0.10 0.364–0.416 0.395 0.55–0.60 0.787–0.849 0.817
0.10–0.15 0.416–0.455 0.437 0.60–0.65 0.849–0.923 0.885
0.15–0.20 0.455–0.489 0.472 0.65–0.70 0.923–1.008 0.966
0.20–0.25 0.489–0.525 0.506 0.70–0.75 1.008–1.113 1.057
0.25–0.30 0.525–0.561 0.543 0.75–0.80 1.113–1.244 1.174
0.30–0.35 0.561–0.599 0.580 0.80–0.85 1.244–1.412 1.320
0.35–0.40 0.599–0.638 0.619 0.85–0.90 1.412–1.654 1.520
0.40–0.45 0.638–0.682 0.660 0.90–0.95 1.654–2.117 1.835
0.45–0.50 0.682–0.731 0.706 0.95–1.00 2.117–10.08 2.727

Example 1.3.1

Calculate the fraction of the extraterrestrial solar radiation and the amount of that radiation
in the ultraviolet (λ < 0.38 µm), the visible (0.38 µm < λ < 0.78 µm), and the infrared
(λ > 0.78 µm) portions of the spectrum.

Solution

From Table 1.3.1a, the fractions of f0−λ corresponding to wavelengths of 0.38 and 0.78
µm are 0.064 and 0.544. Thus, the fraction in the ultraviolet is 0.064, the fraction in the
visible range is 0.544 − 0.064 = 0.480, and the fraction in the infrared is 1.0 − 0.544 =
0.456. Applying these fractions to a solar constant of 1367 W/m2 and tabulating the
results, we have:

Wavelength range (µm) 0–0.38 0.38–0.78 0.78–∞
Fraction in range 0.064 0.480 0.456
Energy in range (W/m2) 87 656 623 �

1.4 VARIATION OF EXTRATERRESTRIAL RADIATION

Two sources of variation in extraterrestrial radiation must be considered. The first is the
variation in the radiation emitted by the sun. There are conflicting reports in the literature
on periodic variations of intrinsic solar radiation. It has been suggested that there are
small variations (less than ±1.5%) with different periodicities and variation related to
sunspot activities. Willson et al. (1981) report variances of up to 0.2% correlated with
the development of sunspots. Others consider the measurements to be inconclusive or not
indicative of regular variability. Measurements from Nimbus and Mariner satellites over
periods of several months showed variations within limits of ±0.2% over a time when
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Figure 1.4.1 Variation of extraterrestrial solar radiation with time of year.

sunspot activity was very low (Frohlich, 1977). Data of Hickey et al. (1982) over a span of
2.5 years from the Nimbus 7 satellite suggest that the solar constant is decreasing slowly,
at a rate of approximately 0.02% per year. See Coulson (1975) or Thekaekara (1976) for
further discussion of this topic. For engineering purposes, in view of the uncertainties and
variability of atmospheric transmission, the energy emitted by the sun can be considered
to be fixed.

Variation of the earth-sun distance, however, does lead to variation of extraterrestrial
radiation flux in the range of ±3.3%. The dependence of extraterrestrial radiation on time
of year is shown in Figure 1.4.1. A simple equation with accuracy adequate for most
engineering calculations is given by Equation 1.4.1a. Spencer (1971), as cited by Iqbal
(1983), provides a more accurate equation (±0.01%) in the form of Equation 1.4.1b:

Gon =




Gsc

(
1 + 0.033 cos

360n

365

)

Gsc(1.000110 + 0.034221 cos B + 0.001280 sin B

+0.000719 cos 2B + 0.000077 sin 2B)

(1.4.1a)

(1.4.1b)

where Gon is the extraterrestrial radiation incident on the plane normal to the radiation on
the nth day of the year and B is given by

B = (n − 1)
360

365
(1.4.2)

1.5 DEFINITIONS

Several definitions will be useful in understanding the balance of this chapter.

Air Mass m The ratio of the mass of atmosphere through which beam radiation
passes to the mass it would pass through if the sun were at the zenith (i.e., directly
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overhead, see Section 1.6). Thus at sea level m = 1 when the sun is at the zenith and
m = 2 for a zenith angle θz of 60

◦. For zenith angles from 0◦ to 70◦ at sea level, to a close
approximation,

m = 1

cos θz

(1.5.1)

For higher zenith angles, the effect of the earth’s curvature becomes significant and must
be taken into account.3 For a more complete discussion of air mass, see Robinson (1966),
Kondratyev (1969), or Garg (1982).

Beam Radiation The solar radiation received from the sun without having been
scattered by the atmosphere. (Beam radiation is often referred to as direct solar radiation;
to avoid confusion between subscripts for direct and diffuse, we use the term beam
radiation.)

Diffuse Radiation The solar radiation received from the sun after its direction
has been changed by scattering by the atmosphere. (Diffuse radiation is referred to in
some meteorological literature as sky radiation or solar sky radiation; the definition used
here will distinguish the diffuse solar radiation from infrared radiation emitted by the
atmosphere.)

Total Solar Radiation The sum of the beam and the diffuse solar radiation on
a surface.4 (The most common measurements of solar radiation are total radiation on a
horizontal surface, often referred to as global radiation on the surface.)

Irradiance, W/m2 The rate at which radiant energy is incident on a surface per unit
area of surface. The symbol G is used for solar irradiance, with appropriate subscripts for
beam, diffuse, or spectral radiation.

Irradiation or Radiant Exposure, J/m2 The incident energy per unit area on a
surface, found by integration of irradiance over a specified time, usually an hour or a day.
Insolation is a term applying specifically to solar energy irradiation. The symbol H is used
for insolation for a day. The symbol I is used for insolation for an hour (or other period if
specified). The symbolsH and I can represent beam, diffuse, or total and can be on surfaces
of any orientation.

Subscripts on G, H, and I are as follows: o refers to radiation above the earth’s
atmosphere, referred to as extraterrestrial radiation; b and d refer to beam and diffuse
radiation; T and n refer to radiation on a tilted plane and on a plane normal to the direction
of propagation. If neither T nor n appears, the radiation is on a horizontal plane.

Radiosity or Radiant Exitance, W/m2 The rate at which radiant energy leaves a
surface per unit area by combined emission, reflection, and transmission.

Emissive Power or Radiant Self-Exitance, W/m2 The rate at which radiant energy
leaves a surface per unit area by emission only.

3An empirical relationship from Kasten and Young (1989) for air mass that works for zenith angles approaching
90◦ is

m = exp(−0.0001184h)

cos(θz) + 0.5057(96.080 − θz)
−1.634

where h is the site altitude in meters.
4Total solar radiation is sometimes used to indicate quantities integrated over all wavelengths of the solar
spectrum.
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Any of these radiation terms, except insolation, can apply to any specified wave-length
range (such as the solar energy spectrum) or to monochromatic radiation. Insolation refers
only to irradiation in the solar energy spectrum.

Solar Time Time based on the apparent angular motion of the sun across the sky
with solar noon the time the sun crosses the meridian of the observer.

Solar time is the time used in all of the sun-angle relationships; it does not coincide
with local clock time. It is necessary to convert standard time to solar time by applying
two corrections. First, there is a constant correction for the difference in longitude between
the observer’s meridian (longitude) and the meridian on which the local standard time is
based.5 The sun takes 4min to transverse 1◦ of longitude. The second correction is from the
equation of time, which takes into account the perturbations in the earth’s rate of rotation
which affect the time the sun crosses the observer’s meridian. The difference in minutes
between solar time and standard time is

Solar time − standard time = 4(Lst − Lloc) + E (1.5.2)

where Lst is the standard meridian for the local time zone, Lloc is the longitude of the
location in question, and longitudes are in degrees west, that is, 0◦

< L < 360◦. The
parameter E is the equation of time (in minutes) from Figure 1.5.1 or Equation 1.5.36 [from
Spencer (1971), as cited by Iqbal (1983)]:

E = 229.2(0.000075 + 0.001868 cosB − 0.032077 sinB

− 0.014615 cos 2B − 0.04089 sin 2B) (1.5.3)

where B is found from Equation 1.4.2 and n is the day of the year. Thus 1 ≤ n ≤ 365.
Note that the equation of time and displacement from the standard meridian are both

in minutes and that there is a 60-min difference between daylight saving time and standard
time. Time is usually specified in hours and minutes. Care must be exercised in applying
the corrections, which can total more than 60min.

Example 1.5.1

At Madison, Wisconsin, what is the solar time corresponding to 10:30 AM central time on
February 3?

Solution

In Madison, where the longitude is 89.4◦ and the standard meridian is 90◦, Equation 1.5.2
gives

Solar time = standard time + 4(90 − 89.4) + E

= standard time + 2.4 + E

5To find the local standard meridian, multiply the time difference between local standard clock time and
Greenwich Mean Time by 15.
6All equations use degrees, not radians.
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Figure 1.5.1 The equation of time E in minutes as a function of time of year.

On February 3, n = 34, and from Equation 1.5.3 or Figure 1.5.1, E = −13.5min, so the
correction to standard time is −11min. Thus 10:30 AM Central Standard Time is 10:19 AM

solar time. �

In this book time is assumed to be solar time unless indication is given otherwise.

1.6 DIRECTION OF BEAM RADIATION

The geometric relationships between a plane of any particular orientation relative to the
earth at any time (whether that plane is fixed or moving relative to the earth) and the
incoming beam solar radiation, that is, the position of the sun relative to that plane, can
be described in terms of several angles (Benford and Bock, 1939). Some of the angles
are indicated in Figure 1.6.1. The angles and a set of consistent sign conventions are as
follows:

φ Latitude, the angular location north or south of the equator, north positive; −90◦ ≤ φ

≤ 90◦.
δ Declination, the angular position of the sun at solar noon (i.e., when the sun is on the

local meridian) with respect to the plane of the equator, north positive; −23.45◦ ≤ δ

≤ 23.45◦.
β Slope, the angle between the plane of the surface in question and the horizontal; 0◦ ≤

β ≤ 180◦. (β > 90◦ means that the surface has a downward-facing component.)
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(a) (b)

Figure 1.6.1 (a) Zenith angle, slope, surface azimuth angle, and solar azimuth angle for a tilted
surface. (b) Plan view showing solar azimuth angle.

γ Surface azimuth angle, the deviation of the projection on a horizontal plane of the
normal to the surface from the local meridian, with zero due south, east negative, and
west positive; −180◦ ≤ γ ≤ 180◦.

ω Hour angle, the angular displacement of the sun east or west of the local meridian
due to rotation of the earth on its axis at 15◦ per hour; morning negative, afternoon
positive.

θ Angle of incidence, the angle between the beam radiation on a surface and the normal
to that surface.

Additional angles are defined that describe the position of the sun in the sky:

θz Zenith angle, the angle between the vertical and the line to the sun, that is, the angle
of incidence of beam radiation on a horizontal surface.

αs Solar altitude angle, the angle between the horizontal and the line to the sun, that is,
the complement of the zenith angle.

γs Solar azimuth angle, the angular displacement from south of the projection of beam
radiation on the horizontal plane, shown in Figure 1.6.1. Displacements east of south
are negative and west of south are positive.

The declination δ can be found from the approximate equation of Cooper (1969),

δ = 23.45 sin

(
360

284 + n

365

)
(1.6.1a)
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Table 1.6.1 Recommended Average Days for Months and Values of n by Monthsa

For Average Day of Month

Month
n for ith

Day of Month Date n δ

January i 17 17 −20.9
February 31 + i 16 47 −13.0
March 59 + i 16 75 −2.4
April 90 + i 15 105 9.4
May 120 + i 15 135 18.8
June 151 + i 11 162 23.1
July 181 + i 17 198 21.2
August 212 + i 16 228 13.5
September 243 + i 15 258 2.2
October 273 + i 15 288 −9.6
November 304 + i 14 318 −18.9
December 334 + i 10 344 −23.0

aFrom Klein (1977). Do not use for |φ| > 66.5◦.

or from the more accurate equation (error < 0.035◦) [from Spencer (1971), as cited by
Iqbal (1983)]

δ = (180/π)(0.006918 − 0.399912 cosB + 0.070257 sinB

− 0.006758 cos 2B + 0.000907 sin 2B

− 0.002697 cos 3B + 0.00148 sin 3B) (1.6.1b)

where B is from Equation 1.4.2 and the day of the year n can be conveniently obtained
with the help of Table 1.6.1.

Variation in sun-earth distance (as noted in Section 1.4), the equation of time E (as
noted in Section 1.5), and declination are all continuously varying functions of time of
year. For many computational purposes it is customary to express the time of year in terms
of n, the day of the year, and thus as an integer between 1 and 365. Equations 1.4.1, 1.5.3,
and 1.6.1 could be used with noninteger values of n. Note that the maximum rate of change
of declination is about 0.4◦ per day. The use of integer values of n is adequate for most
engineering calculations outlined in this book.

There is a set of useful relationships among these angles. Equations relating the angle
of incidence of beam radiation on a surface, θ , to the other angles are

cos θ = sin δ sin φ cos β − sin δ cos φ sin β cos γ

+ cos δ cos φ cos β cos ω + cos δ sin φ sin β cos γ cos ω

+ cos δ sin β sin γ sin ω (1.6.2)

and
cos θ = cos θz cos β + sin θz sin β cos(γs − γ ) (1.6.3)

The angle θ may exceed 90◦, which means that the sun is behind the surface. Also, when
using Equation 1.6.2, it is necessary to ensure that the earth is not blocking the sun (i.e.,
that the hour angle is between sunrise and sunset).
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Example 1.6.1

Calculate the angle of incidence of beam radiation on a surface located at Madison,
Wisconsin, at 10:30 (solar time) on February 13 if the surface is tilted 45◦ from the
horizontal and pointed 15◦ west of south.

Solution

Under these conditions, n = 44, the declination δ from Equation 1.6.1 is −14◦, the hour
angle ω = −22.5◦ (15◦ per hour times 1.5 h before noon), and the surface azimuth angle
γ = 15◦. Using a slope β = 45◦ and the latitude φ of Madison of 43◦ N, Equation 1.6.2 is

cos θ = sin(−14) sin 43 cos 45 − sin(−14) cos 43 sin 45 cos 15

+ cos(−14) cos 43 cos 45 cos(−22.5)

+ cos(−14) sin 43 sin 45 cos 15 cos(−22.5)

+ cos(−14) sin 45 sin 15 sin(−22.5)

cos θ = −0.117 + 0.121 + 0.464 + 0.418 − 0.068 = 0.817

θ = 35◦ �

There are several commonly occurring cases for which Equation 1.6.2 is simplified.
For fixed surfaces sloped toward the south or north, that is, with a surface azimuth angle
γ of 0◦ or 180◦ (a very common situation for fixed flat-plate collectors), the last term
drops out.

For vertical surfaces, β = 90◦ and the equation becomes

cos θ = − sin δ cos φ cos γ + cos δ sin φ cos γ cos ω + cos δ sin γ sin ω (1.6.4)

For horizontal surfaces, the angle of incidence is the zenith angle of the sun, θz. Its
value must be between 0◦ and 90◦ when the sun is above the horizon. For this situation,
β = 0, and Equation 1.6.2 becomes

cos θz = cos φ cos δ cos ω + sin φ sin δ (1.6.5)

The solar azimuth angle γs can have values in the range of 180◦ to −180◦. For north
or south latitudes between 23.45◦ and 66.45◦, γs will be between 90◦ and −90◦ for days
less than 12 h long; for days with more than 12 h between sunrise and sunset, γs will be
greater than 90◦ or less than −90◦ early and late in the day when the sun is north of the
east-west line in the northern hemisphere or south of the east-west line in the southern
hemisphere. For tropical latitudes, γs can have any value when δ − φ is positive in the
northern hemisphere or negative in the southern, for example, just before noon at φ = 10◦

and δ = 20◦, γs = −180◦
, and just after noon γs = +180◦

. Thus γs is negative when the
hour angle is negative and positive when the hour angle is positive. The sign function in
Equations 1.6.6 is equal to +1 if ω is positive and is equal to −1 if ω is negative:

γS = sign(ω)

∣∣∣∣cos−1
(
cos θz sin φ − sin δ

sin θz cos φ

)∣∣∣∣ (1.6.6)
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Example 1.6.2

Calculate the zenith and solar azimuth angles for φ = 43◦ at a 9:30 AM on February 13 and
b 6:30 PM on July 1.

Solution
a On February 13 at 9:30, δ = −14◦ and ω = −37.5◦. From Equation 1.6.5,

cos θz = cos 43 cos(−14) cos(−37.5) + sin 43 sin(−14) = 0.398

θz = 66.5◦

From Equation 1.6.6

γs = −1

∣∣∣∣ cos−1
(
cos 66.5 sin 43 − sin (−14)

sin 66.5 cos 43

)∣∣∣∣ = −40.0◦

b On July 1 at 6:30 PM, n = 182, δ = 23.1◦, and ω = 97.5◦. From Equation 1.6.5,

cos θz = cos 43 cos 23.1 cos 97.5 + sin 43 sin 23.1

θz = 79.6◦

γs = +1

∣∣∣∣cos−1
(
cos 79.6 sin 43 − sin 23.1

sin 79.6 cos 43

)∣∣∣∣ = 112.0◦
�

Useful relationships for the angle of incidence of surfaces sloped due north or due
south can be derived from the fact that surfaces with slope β to the north or south have the
same angular relationship to beam radiation as a horizontal surface at an artificial latitude
of φ − β. The relationship is shown in Figure 1.6.2 for the northern hemisphere. Modifying
Equation 1.6.5 yields

cos θ = cos(φ − β) cos δ cos ω + sin(φ − β) sin δ (1.6.7a)

Figure 1.6.2 Section of earth showing β, θ , φ, and φ − β for a south-facing surface.
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For the southern hemisphere modify the equation by replacing φ − β by φ + β, consistent
with the sign conventions on φ and δ:

cos θ = cos(φ + β) cos δ cos ω + sin(φ + β) sin δ (1.6.7b)

For the special case of solar noon, for the south-facing sloped surface in the northern
hemisphere,

θnoon = |φ − δ − β| (1.6.8a)

and in the southern hemisphere

θnoon = |−φ + δ − β| (1.6.8b)

where β = 0, the angle of incidence is the zenith angle, which for the northern hemisphere is

θz,noon = |φ − δ| (1.6.9a)

and for the southern hemisphere

θz,noon = |−φ + δ| (1.6.9b)

Equation 1.6.5 can be solved for the sunset hour angle ωs , when θz = 90◦:

cos ωs = − sin φ sin δ

cos φ cos δ
= − tan φ tan δ (1.6.10)

The sunrise hour angle is the negative of the sunset hour angle. It also follows that the
number of daylight hours is given by

N = 2
15cos

−1 (− tan φ tan δ) (1.6.11)

A convenient nomogram for determining day length has been devised by Whillier
(1965) and is shown in Figure 1.6.3. Information on latitude and declination for either
hemisphere leads directly to times of sunrise and sunset and day length.

An additional angle of interest is the profile angle of beam radiation on a receiver
plane R that has a surface azimuth angle of γ . It is the projection of the solar altitude angle
on a vertical plane perpendicular to the plane in question. Expressed another way, it is the
angle through which a plane that is initially horizontal must be rotated about an axis in
the plane of the surface in question in order to include the sun. The solar altitude angle
αs (i.e., angle EAD) and the profile angle αp (i.e., angle fab) for the plane R are shown in
Figure 1.6.4. The plane adef includes the sun. Note that the solar altitude and profile angle
are the same when the sun is in a plane perpendicular to the surface R (e.g., at solar noon
for a surface with a surface azimuth angle of 0◦ or 180◦). The profile angle is useful in
calculating shading by overhangs and can be determined from

tan αp = tan αs

cos(γs − γ )
(1.6.12)
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Figure 1.6.3 Nomogram to determine time of sunset and day length. Adapted from Whillier
(1965).
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Example 1.6.3

Calculate the time of sunrise, solar altitude, zenith, solar azimuth, and profile angles for a
60◦ sloped surface facing 25◦ west of south at 4:00 PM solar time on March 16 at a latitude
of 43◦. Also calculate the time of sunrise and sunset on the surface.

Solution

The hour angle at sunset is determined using Equation 1.6.10. For March 16, from
Equation 1.6.1 (or Table 1.6.1), δ = −2.4◦:

ωs = cos−1[− tan 43 tan(−2.4)] = 87.8◦

The sunrise hour angle is therefore −87.8◦. With the earth’s rotation of 15◦ per hour,
sunrise (and sunset) occurs 5.85 h (5 h and 51min) from noon so sunrise is at 6:09 AM (and
sunset is at 5:51 PM).

The solar altitude angle αs is a function only of time of day and declination. At
4:00 PM, ω = 60◦. From Equation 1.6.5, recognizing that cos θz = sin(90 − θz) = sin αs,

sin αs = cos 43 cos(−2.4) cos 60 + sin 43 sin(−2.4) = 0.337

αs = 19.7◦ and θz = 90 − αs = 70.3◦

The solar azimuth angle for this time can be calculated with Equation 1.6.6:

γs = sign(60)

[
cos−1

(
cos 70.3 sin 43 − sin (−2.4)

sin 70.3 cos 43

)]
= 66.8◦

The profile angle for the surface with γ = 25◦ is calculated with Equation 1.6.12:

αp = tan−1
(

tan 19.7

cos (66.8 − 25)

)
= 25.7◦

The hour angles at which sunrise and sunset occur on the surface are calculated from
Equation 1.6.2 with θ = 90◦ (cos θ = 0):

0 = sin(−2.4) sin 43 cos 60 − sin(−2.4) cos 43 sin 60 cos 25

+ [cos(−2.4) cos 43 cos 60 + cos(−2.4) sin 43 sin 60 cos 25] cos ω

+ [cos(−2.4) sin 60 sin 25] sin ω

or
0 = 0.008499 + 0.9077 cos ω + 0.3657 sin ω

which, using sin2 ω + cos2 ω = 1, has two solutions: ω = −68.6◦ and ω = 112.4◦. Sunrise
on the surface is therefore 68.6/15 = 4.57 h before noon, or 7:26 AM. The time of sunset on
the collector is the actual sunset since 112.4◦ is greater than 87.8◦ (i.e., when θ = 90◦ the
sun has already set). �
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Solar azimuth and altitude angles are tabulated as functions of latitude, declination,
and hour angle by the U.S. Hydrographic Office (1940). Highly accurate equations are
available from the National Renewable Energy Laboratory’s website. Information on the
position of the sun in the sky is also available with less precision but easy access in various
types of charts. Examples of these are the Sun Angle Calculator (1951) and the solar
position charts (plots of αs or θz vs. γs for various φ, δ, and ω) in Section 1.9. Care is
necessary in interpreting information from other sources, since nomenclature, definitions,
and sign conventions may vary from those used here.

1.7 ANGLES FOR TRACKING SURFACES

Some solar collectors ‘‘track’’ the sun by moving in prescribed ways to minimize the angle
of incidence of beam radiation on their surfaces and thus maximize the incident beam
radiation. The angles of incidence and the surface azimuth angles are needed for these
collectors. The relationships in this section will be useful in radiation calculations for these
moving surfaces. For further information see Eibling et al. (1953) and Braun and Mitchell
(1983).

Tracking systems are classified by their motions. Rotation can be about a single axis
(which could have any orientation but which in practice is usually horizontal east-west,
horizontal north-south, vertical, or parallel to the earth’s axis) or it can be about two axes.
The following sets of equations (except for Equations 1.7.4) are for surfaces that rotate
on axes that are parallel to the surfaces. Figure 1.7.1 shows extraterrestrial radiation on a
fixed surface with slope equal to the latitude and also on surfaces that track the sun about
a horizontal north-south or east-west axis at a latitude of 45◦ at the summer and winter
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Figure 1.7.1 Extraterrestrial solar radiation for φ = 45◦ on a stationary collector at β = 45◦ on
north-south (N-S) and east-west (E-W) single-axis tracking collectors. The three dotted curves are
for the winter solstice and the three solid curves are for the summer solstice.
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solstices. It is clear that tracking can significantly change the time distribution of incident
beam radiation. Tracking does not always result in increased beam radiation; compare the
winter solstice radiation on the north-south tracking surface with the radiation on the fixed
surface. In practice the differences will be less than indicated by the figure due to clouds
and atmospheric transmission.

For a plane rotated about a horizontal east-west axis with a single daily adjustment so
that the beam radiation is normal to the surface at noon each day,

cos θ = sin2 δ + cos2 δ cos ω (1.7.1a)

The slope of this surface will be fixed for each day and will be

β = |φ − δ| (1.7.1b)

The surface azimuth angle for a day will be 0◦ or 180◦ depending on the latitude and
declination:

γ =
{
0◦ if φ − δ > 0

180◦ if φ − δ ≤ 0
(1.7.1c)

For a plane rotated about a horizontal east-west axis with continuous adjustment to
minimize the angle of incidence,

cos θ = (1 − cos2 δ sin2 ω)1/2 (1.7.2a)

The slope of this surface is given by

tan β = tan θz|cos γs | (1.7.2b)

The surface azimuth angle for this mode of orientation will change between 0◦ and 180◦ if
the solar azimuth angle passes through ±90◦. For either hemisphere,

γ =
{
0◦ if |γs | < 90

180◦ if |γs | ≥ 90
(1.7.2c)

For a plane rotated about a horizontal north-south axis with continuous adjustment to
minimize the angle of incidence,

cos θ = (cos2 θz + cos2 δ sin2 ω)1/2 (1.7.3a)

The slope is given by
tan β = tan θz|cos(γ − γs)| (1.7.3b)

The surface azimuth angle γ will be 90◦ or −90◦ depending on the sign of the solar
azimuth angle:

γ =
{
90◦ if γs > 0

−90◦ if γs ≤ 0
(1.7.3c)
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For a plane with a fixed slope rotated about a vertical axis, the angle of incidence
is minimized when the surface azimuth and solar azimuth angles are equal. From
Equation 1.6.3, the angle of incidence is

cos θ = cos θz cos β + sin θz sin β (1.7.4a)

The slope is fixed, so
β = const (1.7.4b)

The surface azimuth angle is
γ = γs (1.7.4c)

For a plane rotated about a north-south axis parallel to the earth’s axis with continuous
adjustment to minimize θ ,

cos θ = cos δ (1.7.5a)

The slope varies continuously and is

tan β = tan φ

cos γ
(1.7.5b)

The surface azimuth angle is

γ = tan−1 sin θz sin γs

cos θ ′ sin φ
+ 180C1C2 (1.7.5c)

where
cos θ ′ = cos θz cos φ + sin θz sin φ cos γs (1.7.5d)

C1 =

0 if

(
tan−1 sin θz sin γs

cos θ ′ sin φ

)
γs ≥ 0

+1 otherwise
(1.7.5e)

C2 =
{+1 if γs ≥ 0

−1 if γs < 0
(1.7.5f)

For a plane that is continuously tracking about two axes to minimize the angle of
incidence,

cos θ = 1 (1.7.6a)

β = θz (1.7.6b)

γ = γs (1.7.6c)

Example 1.7.1

Calculate the angle of incidence of beam radiation, the slope of the surface, and the
surface azimuth angle for a surface at a φ = 40◦, δ = 21◦, and ω = 30◦ (2:00 PM) and
b φ = 40◦, δ = 21◦, and ω = 100◦ if it is continuously rotated about an east-west axis to
minimize θ .
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Solution

a Use Equations 1.7.2 for a surface moved in this way. First calculate the angle of
incidence:

θ = cos−1(1 − cos2 21 sin2 30)1/2 = 27.8◦

Next calculate θz from Equation 1.6.5:

θz = cos−1(cos 40 cos 21 cos 30 + sin 40 sin 21) = 31.8◦

We now need the solar azimuth angle γs, which can be found from Equation 1.6.6:

γs = sign(30)

∣∣∣∣ cos−1
(
cos 31.8 sin 40 − sin 21

sin 31.8 cos 40

)∣∣∣∣ = 62.3◦

Then from Equation 1.7.2b

β = tan−1(tan 31.8 |cos 62.3|) = 16.1◦

From Equation 1.7.2c, with γs < 90, γ = 0.

b The procedure is the same as in part a:

θ = cos−1(1 − cos2 21 sin2 100)1/2 = 66.8◦

θz = cos−1(cos 40 cos 21 cos 100 + sin 40 sin 21) = 83.9◦

γs = cos−1
[
sign (100)

(
cos 83.9 sin 40 − sin 21

sin 83.9 cos 40

)]
= 112.4◦

The slope is then
β = tan−1(tan 83.9 |cos 112.4|) = 74.3◦

And since |γs | > 90, γ will be 180◦. (Note that these results can be checked using
Equation 1.6.5.) �

1.8 RATIO OF BEAM RADIATION ON TILTED SURFACE TO THAT
ON HORIZONTAL SURFACE

For purposes of solar process design and performance calculations, it is often necessary
to calculate the hourly radiation on a tilted surface of a collector from measurements or
estimates of solar radiation on a horizontal surface. The most commonly available data are
total radiation for hours or days on the horizontal surface, whereas the need is for beam
and diffuse radiation on the plane of a collector.

The geometric factor Rb, the ratio of beam radiation on the tilted surface to that
on a horizontal surface at any time, can be calculated exactly by appropriate use of
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Figure 1.8.1 Beam radiation on horizontal
and tilted surfaces.

Equation 1.6.2. Figure 1.8.1 indicates the angle of incidence of beam radiation on the
horizontal and tilted surfaces. The ratio Gb,T /Gb is given by7

Rb = Gb,T

Gb

= Gb,n cos θ

Gb,n cos θz

= cos θ

cos θz

(1.8.1)

and cos θ and cos θz are both determined from Equation 1.6.2 (or from equations derived
from Equation 1.6.2).

Example 1.8.1

What is the ratio of beam radiation to that on a horizontal surface for the surface and time
specified in Example 1.6.1?

Solution

Example 1.6.1 shows the calculation for cos θ . For the horizontal surface, from Equation
1.6.5,

cos θz = sin(−14) sin 43 + cos(−14) cos 43 cos(−22.5) = 0.491

And from Equation 1.8.1

Rb = cos θ

cos θz

= 0.818

0.491
= 1.67

�

The optimum azimuth angle for flat-plate cssollectors is usually 0◦ in the northern
hemisphere (or 180◦ in the southern hemisphere). Thus it is a common situation that γ = 0◦

(or 180◦). In this case, Equations 1.6.5 and 1.6.7 can be used to determine cos θz and cos
θ , respectively, leading in the northern hemisphere, for γ = 0◦, to

Rb = cos(φ − β) cos δ cos ω + sin(φ − β) sin δ

cos φ cos δ cos ω + sin φ sin δ
(1.8.2)

In the southern hemisphere, γ = 180◦ and the equation is

Rb = cos(φ + β) cos δ cos ω + sin(φ + β) sin δ

cos φ cos δ cos ω + sin φ sin δ
(1.8.3)

7The symbol G is used in this book to denote rates, while I is used for energy quantities integrated over an hour.
The original development of Rb by Hottel and Woertz (1942) was for hourly periods; for an hour (using angles
at the midpoint of the hour), Rb = Ib,T /Ib.
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A special case of interest is Rb,noon, the ratio for south-facing surfaces at solar noon. From
Equations 1.6.8a and 1.6.9a, for the northern hemisphere,

Rb,noon = cos|φ − δ − β|
cos|φ − δ| (1.8.4a)

For the southern hemisphere, from Equations 1.6.8b and 1.6.9b,

Rb,noon = cos|−φ + δ − β|
cos|−φ + δ| (1.8.4b)

Hottel and Woertz (1942) pointed out that Equation 1.8.2 provides a convenient
method for calculating Rb for the most common cases. They also showed a graphical
method for solving these equations. This graphical method has been revised by Whillier
(1975), and an adaptation of Whillier’s curves is given here. Figures 1.8.2(a–e) are plots
of both cos θz as a function of φ and cos θ as a function of φ − β for various dates
(i.e., declinations). By plotting the curves for sets of dates having (nearly) the same absolute
value of declination, the curves ‘‘reflect back’’ on each other at latitude 0◦. Thus each set
of curves, in effect, covers the latitude range of −60◦ to 60◦.

As will be seen in later chapters, solar process performance calculations are very often
done on an hourly basis. The cos θz plots are shown for the midpoints of hours before and
after solar noon, and the values of Rb found from them are applied to those hours. (This
procedure is satisfactory for most hours of the day, but in hours that include sunrise and
sunset, unrepresentative values of Rb may be obtained. Solar collection in those hours is

Figure 1.8.2(a) cos θ versus φ − β and cos θz versus φ for hours 11 to 12 and 12 to 1 for surfaces
tilted toward the equator. The columns on the right show dates for the curves for north and south
latitudes. In south latitudes, use |φ|. Adapted from Whillier (1975).
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Figure 1.8.2(b) cos θ versus φ − β and cos θz versus φ for hours 10 to 11 and 1 to 2.

Figure 1.8.2(c) cos θ versus φ − β and cos θz versus φ for hours 9 to 10 and 2 to 3.
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Figure 1.8.2(d) cos θ versus φ − β and cos θz versus φ for hours 8 to 9 and 3 to 4.

Figure 1.8.2(e) cos θ versus φ − β and cos θz versus φ for hours 7 to 8 and 4 to 5.
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most often zero or a negligible part of the total daily collector output. However, care must
be taken that unrealistic products of Rb and beam radiation Ib are not used.)

To find cos θz, enter the chart for the appropriate time with the date and latitude of
the location in question. For the same date and latitude cos θ is found by entering with an
abscissa corresponding to φ − β. Then Rb is found from Equation 1.8.1. The dates on the
sets of curves are shown in two sets, one for north (positive) latitudes and the other for
south (negative) latitudes.

Two situations arise, for positive values or for negative values of φ − β. For positive
values, the charts are used directly. If φ − β is negative (which frequently occurs when
collectors are sloped for optimum performance in winter or with vertical collectors), the
procedure is modified. Determine cos θz as before. Determine cos θ from the absolute
value of φ − β using the curve for the other hemisphere, that is, with the sign on the
declination reversed.

Example 1.8.2

Calculate Rb for a surface at latitude 40◦ N at a tilt 30◦ toward the south for the hour 9 to
10 solar time on February 16.

Solution

Use Figure 1.8.2(c) for the hour ±2.5 h from noon as representative of the hour from 9 to
10. To find cos θz, enter at a latitude of 40

◦ for the north latitude date of February 16. Here
cos θz = 0.45. To find cos θ , enter at a latitude of φ − β = 10◦ for the same date. Here
cos θ = 0.73. Then

Rb = cos θ

cos θz

= 0.73

0.45
= 1.62

The ratio can also be calculated using Equation 1.8.2. The declination on February 16
is −13◦:

Rb = cos 10 cos(−13) cos(−37.5) + sin 10 sin(−13)

cos 40 cos(−13) cos(−37.5) + sin 40 sin(−13)
= 0.722

0.448
= 1.61 �

Example 1.8.3

Calculate Rb for a latitude 40
◦ N at a tilt of 50◦ toward the south for the hour 9 to 10 solar

time on February 16.

Solution

As found in the previous example, cos θz = 0.45. To find cos θ , enter at an abscissa of
+10◦, using the curve for February 16 for south latitudes. The value of cos θ from the
curve is 0.80. Thus Rb = 0.80/0.45 = 1.78. Equation 1.8.2 can also be used:

Rb = cos 10 cos(−13) cos(−37.5) + sin(−10) sin(−13)

cos 40 cos(−13) cos(−37.5) + sin 40 sin(−13)
= 0.800

0.448
= 1.79 �

It is possible, using Equation 1.8.2 or Figure 1.8.2, to construct plots showing the
effects of collector tilt on Rb for various times of the year and day. Figure 1.8.3 shows
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Figure 1.8.3 Ratio Rb for a surface with slope 50◦ to south at latitude 40◦ for various hours from
solar noon.

such a plot for a latitude of 40◦ and a slope of 50◦. It illustrates that very large gains in
incident beam radiation are to be had by tilting a receiving surface toward the equator.

Equation 1.8.1 can also be applied to other than fixed flat-plate collectors. Equations
1.7.1 to 1.7.6 give cos θ for surfaces moved in prescribed ways in which concentrating
collectors may move to track the sun. If the beam radiation on a horizontal surface is known
or can be estimated, the appropriate one of these equations can be used in the numerator of
Equation 1.8.1 for cos θ . For example, for a plane rotated continuously about a horizontal
east-west axis to maximize the beam radiation on the plane, from Equation 1.7.2a, the ratio
of beam radiation on the plane to that on a horizontal surface at any time is

Rb = (1 − cos2 δ sin2 ω)1/2

cos φ cos δ cos ω + sin φ sin δ
(1.8.5)

Some of the solar radiation data available are beam radiation on surfaces normal to the
radiation, as measured by a pyrheliometer.8 In this case the useful ratio is beam radiation
on the surface in question to beam radiation on the normal surface; simply R′

b = cos θ ,
where θ is obtained from Equations 1.7.1 to 1.7.6.

1.9 SHADING

Three types of shading problems occur so frequently that methods are needed to cope
with them. The first is shading of a collector, window, or other receiver by nearby

8Pyrheliometers and other instruments for measuring solar radiation are described in Chapter 2.
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trees, buildings, or other obstructions. The geometries may be irregular, and systematic
calculations of shading of the receiver in question may be difficult. Recourse is made to
diagrams of the position of the sun in the sky, for example, plots of solar altitude αs versus
solar azimuth γs , on which shapes of obstructions (shading profiles) can be superimposed
to determine when the path from the sun to the point in question is blocked. The second
type includes shading of collectors in other than the first row of multirow arrays by the
collectors on the adjoining row. The third includes shading of windows by overhangs and
wingwalls. Where the geometries are regular, shading is amenable to calculation, and the
results can be presented in general form. This will be treated in Chapter 14.

At any point in time and at a particular latitude, φ, δ, and ω are fixed. From the
equations in Section 1.6, the zenith angle θz or solar altitude angle αs and the solar azimuth
angle γs can be calculated. A solar position plot of θz and αs versus γs for latitudes of
±45◦ is shown in Figure 1.9.1. Lines of constant declination are labeled by dates of mean
days of the months from Table 1.6.1. Lines of constant hour angles labeled by hours are
also shown. See Problem S1.5 for other latitudes.

The angular position of buildings, wingwalls, overhangs, or other obstructions can be
entered on the same plot. For example, as observed byMazria (1979) and Anderson (1982),
if a building or other obstruction of known dimensions and orientation is located a known
distance from the point of interest (i.e., the receiver, collector, or window), the angular
coordinates corresponding to altitude and azimuth angles of points on the obstruction (the
object azimuth angle γo and object altitude angle αo) can be calculated from trigonometric
considerations. This is illustrated in Examples 1.9.1 and 1.9.2. Alternatively, measurements
of object altitude and azimuth angles may be made at the site of a proposed receiver and the
angles plotted on the solar position plot. Instruments are available to measure the angles.

Figure 1.9.1 Solar position plot for ±45◦ latitude. Solar altitude angle and solar azimuth angle are
functions of declination and hour angle, indicated on the plots by dates and times. The dates shown
are for northern hemisphere; for southern hemisphere use the corresponding dates as indicated in
Figure 1.8.2.
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Example 1.9.1

A proposed collector site at S is 10.0m to the north of a long wall that shades it when
the sun is low in the sky. The wall is of uniform height of 2.5m above the center of
the proposed collector area. Show this wall on a solar position chart with (a) the wall
oriented east-west and (b) the wall oriented on a southeast-to-northwest axis displaced 20◦

from east-west.

Solution

In each case, we pick several points on the top of the wall to establish the coordinates for
plotting on the solar position plot.

a Take three points indicated by A, B, and C in the diagram with A to the south and B
10m and C 30m west of A. Points B′ and C′ are taken to the east of A with the same object
altitude angles as B and C and with object azimuth angles changed only in sign.

For point A, the object azimuth γoA is 0◦. The object altitude angle is

tan αoA = 2.5

10
, αoA = 14.0◦

For point B, SB = (102 + 102)1/2 = 14.1m,

tan αoB = 2.5

14.1
, αoB = 10.0◦

tan γoB = 10

10
, γoB = 45.0◦

(a)

(b)
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For point C, SC = (102 + 302)1/2 = 31.6 m,

tan αoC = 2.5

31.6
, αoC = 4.52◦

tan γoC = 30

10
, γoC = 71.6◦

There are points corresponding to B and C but to the east of A; these will have the
same object azimuth angles except with negative signs. The shading profile determined by
these coordinates is independent of latitude. It is shown by the solid line on the plot for
φ = 45◦. Note that at object azimuth angles of 90◦, the object distance becomes infinity
and the object altitude angle becomes 0◦.

The sun is obscured by the wall only during times shown in the diagram. The wall
does not cast a shadow on point S at any time of day from late March to mid-September.
For December 10, it casts a shadow on point S before 9:00 AM and after 3:00 PM.

b The obstruction of the sky does not show east-west symmetry in this case, so five
points have been chosen as shown to cover the desirable range. Point A is the same as
before, that is, αoA = 14.0◦, γoA = 0◦.

Arbitrarily select points on the wall for the calculation. In this case the calculations
are easier if we select values of the object azimuth angle and calculate from them the
corresponding distances from the point to the site and the corresponding αo. In this case
we can select values of γo for points B, C, D, and E of 45◦, 90◦, −30◦, and −60◦.

For point B, with γoB = 45◦, the distance SB can be calculated from the law of sines:

sin 70

SB
= sin(180 − 45 − 70)

10
, SB = 10.4 m

tan αoB = 2.5

10.4
, αoB = 13.5◦
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For point D, with γoD = −30◦, the calculation is

sin 110

SD
= sin(180 − 110 − 30)

10
, SD = 14.6 m

tan αoD = 2.5

14.6
, αoD = 9.7◦

The calculations for points C and E give αoC = 5.2◦ at γoC = 90◦ and αoE = 2.6◦ at
γoE = −60.0◦.

The shading profile determined by these coordinates is plotted on the solar position
chart for φ = 45◦ and is shown as the dashed line. In this case, the object altitude angle
goes to zero at azimuth angles of −70◦ and 110◦. In either case, the area under the curves
represents the wall, and the times when the wall would obstruct the beam radiation are
those times (declination and hour angles) in the areas under the curves. �

Theremay be some freedom in selecting points to be used in plotting object coordinates,
and the calculation may be made easier (as in the preceding example) by selecting the
most appropriate points. Applications of trigonometry will always provide the necessary
information. For obstructions such as buildings, the points selected must include corners
or limits that define the extent of obstruction. It may or may not be necessary to select
intermediate points to fully define shading. This is illustrated in the following example.

Example 1.9.2

It is proposed to install a solar collector at a level 4.0m above the ground. A rectangular
building 30m high is located 45m to the south, has its long dimension on an east-west
axis, and has dimensions shown in the diagram. The latitude is 45◦. Diagram this building
on the solar position plot to show the times of day and year when it would shade the
proposed collector.

Solution

Three points that will be critical to determination of the shape of the image are the top near
corners and the top of the building directly to the south of the proposed collector. Consider
first point A. The object altitude angle of this point is determined by the fact that it is 45m
away and 30 − 4 = 26m higher than the proposed collector:

tan αoA = 26

45
, αoA = 30.0◦

The object azimuth angle γoA is 0◦ as the point A is directly to the south.
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For point B, the distance SB is (452 + 522)1/2 = 68.8 m. The height is again 26m.
Then

tan αoB = 26

68.8
, αoB = 20.7◦

The object azimuth angle γoB is

tan γoB = 52

45
, γoB = 49.1◦

The calculation method for point C is the same as for B. The distance SC =
(452 + 82)1/2 = 45.7 m:

tan αoC = 26

45.7
, αoC = 29.6◦

tan γoC = 8

45
, γoC = 10.1◦

Note again that since point C lies to the east of south, γoC is by convention negative.
The shading profile of the building can be approximated by joining A and C and A and

B by straight lines. A more precise representation is obtained by calculating intermediate
points on the shading profile to establish the curve. In this example, an object altitude angle
of 27.7◦ is calculated for an object azimuth angle of 25◦.

These coordinates are plotted and the outlines of the building are shown in the figure.
The shaded area represents the existing building as seen from the proposed collector site.
The dates and times when the collector would be shaded from direct sun by the building
are evident.

�

Implicit in the preceding discussion is the idea that the solar position at a point in time
can be represented for a point location. Collectors and receivers have finite size, and what
one point on a large receiving surface ‘‘sees’’ may not be the same as what another point
sees. The problem is often to determine the amount of beam radiation on a receiver. If
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(a) (b)

Figure 1.9.2 (a) Cross section of a long overhang showing projection, gap, and height. (b) Section
showing shading planes.

shading obstructions are far from the receiver relative to its size, so that shadows tend to
move over the receiver rapidly and the receiver is either shaded or not shaded, the receiver
can be thought of as a point. If a receiver is partially shaded, it can be considered to consist
of a number of smaller areas, each of which is shaded or not shaded. Or integration over
the receiver area may be performed to determine shading effects. These integrations have
been done for special cases of overhangs and wingwalls.

Overhangs and wingwalls are architectural features that are applied to buildings to
shade windows from beam radiation. The solar position charts can be used to determine
when points on the receiver are shaded. The procedure is identical to that of Example 1.9.1;
the obstruction in the case of an overhang and the times when the point is shaded from
beam radiation are the times corresponding to areas above the line. This procedure can be
used for overhangs of either finite or infinite length. The same concepts can be applied
to wingwalls; the vertical edges of the object in Example 1.9.2 correspond to edges of
wingwalls of finite height.

An overhang is shown in cross section in Figure 1.9.2(a) for the most common
situation of a vertical window. The projection P is the horizontal distance from the plane
of the window to the outer edge of the overhang. The gap G is the vertical distance from
the top of the window to the horizontal plane that includes the outer edge of the overhang.
The height H is the vertical dimension of the window.

The concept of shading planes was introduced by Jones (1980) as a useful way of
considering shading by overhangs where end effects are negligible. Two shading planes
are labeled in Figure 1.9.2(b). The angle of incidence of beam radiation on a shading
plane can be calculated from its surface azimuth angle γ and its slope β = 90 + ψ by
Equation 1.6.2 or equivalent. The angle ψ of shading plane 1 is tan−1[P/(G + H)] and
that for shading plane 2 is tan−1(P/G). Note that if the profile angle αp is less than 90 −
ψ , the outer surface of the shading plane will ‘‘see’’ the sun and beam radiation will reach
the receiver.9

Shading calculations are needed when flat-plate collectors are arranged in rows.10

Normally, the first row is unobstructed, but the second row may be partially shaded by the

9Use of the shading plane concept will be discussed in Chapters 2 and 14.
10See Figure 12.1.2(c) for an example.
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Figure 1.9.3 Section of two rows of a multirow collector array.

first, the third by the second, and so on. This arrangement of collectors is shown in cross
section in Figure 1.9.3.

For the case where the collectors are long in extent so the end effects are negligible,
the profile angle provides a useful means of determining shading. As long as the profile
angle is greater than the angle CAB, no point on row N will be shaded by row M. If the
profile angle at a point in time is CA′B′ and is less than CAB, the portion of row N below
point A′ will be shaded from beam radiation.

Example 1.9.3

A multiple-row array of collectors is arranged as shown in the figure. The collectors are
2.10m from top to bottom and are sloped at 60◦ toward the south. At a time when the profile
angle (given by Equation 1.6.12) is 25◦, estimate the fraction of the area of the collector in
row N that will be shaded by the collectors in row M. Assume that the rows are long so
end effects are not significant.

Solution

Referring to the figure, the angle BAC is tan−1 [1.82/(2.87 − 1.05)] = 45◦, and since αp

is 25◦, shading will occur.
The dimension AA′ can be calculated:

AC = 1.82

sin 45
= 2.57 m

∠CAA′ = 180 − 45 − 60 = 75◦
, ∠CA′A = 180 − 75 − 20 = 85◦
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From the law of sines,

AA′ = 2.57 sin 20

sin 85
= 0.88 m

The fraction of collector N that is shaded is 0.88/2.10 = 0.42. �

1.10 EXTRATERRESTRIAL RADIATION ON A HORIZONTAL SURFACE

Several types of radiation calculations are most conveniently done using normalized
radiation levels, that is, the ratio of radiation level to the theoretically possible radiation
that would be available if there were no atmosphere. For these calculations, which are
discussed in Chapter 2, we need a method of calculating the extraterrestrial radiation.

At any point in time, the solar radiation incident on a horizontal plane outside of the
atmosphere is the normal incident solar radiation as given by Equation 1.4.1 divided byRb:

Go = Gsc

(
1 + 0.033 cos

360n

365

)
cos θz (1.10.1)

where Gsc is the solar constant and n is the day of the year. Combining Equation 1.6.5 for
cos θz with Equation 1.10.1 gives Go for a horizontal surface at any time between sunrise
and sunset:

Go = Gsc

(
1 + 0.033 cos

360n

365

)
(cos φ cos δ cos ω + sin φ sin δ) (1.10.2)

It is often necessary for calculation of daily solar radiation to have the integrated
daily extraterrestrial radiation on a horizontal surface, Ho. This is obtained by integrating
Equation 1.10.2 over the period from sunrise to sunset. If Gsc is in watts per square meter,
Ho in daily joules per square meter per day is

Ho = 24 × 3600Gsc

π

(
1 + 0.033 cos

360n

365

)

×
(
cos φ cos δ sin ωs + πωs

180
sin φ sin δ

)
(1.10.3)

where ωs is the sunset hour angle, in degrees, from Equation 1.6.10.
The monthly mean11 daily extraterrestrial radiation Ho is a useful quantity. For

latitudes in the range +60 to −60 it can be calculated with Equation 1.10.3 using n and
δ for the mean day of the month12 from Table 1.6.1. Mean radiation Ho is plotted as a
function of latitude for the northern and southern hemispheres in Figure 1.10.1. The curves
are for dates that give the mean radiation for the month and thus show Ho. Values of Ho

11An overbar is used throughout the book to indicate a monthly average quantity.
12The mean day is the day having Ho closest to Ho.



38 Solar Radiation

Figure 1.10.1 Extraterrestrial daily radiation on a horizontal surface. The curves are for the mean
days of the month from Table 1.6.1.
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for any day can be estimated by interpolation. Exact values ofHo for all latitudes are given
in Table 1.10.1.

Example 1.10.1

What is Ho, the day’s solar radiation on a horizontal surface in the absence of the
atmosphere, at latitude 43◦ N on April 15?

Table 1.10.1 Monthly Average Daily Extraterrestrial Radiation, MJ/m2

φ Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

90 0.0 0.0 1.2 19.3 37.2 44.8 41.2 26.5 5.4 0.0 0.0 0.0
85 0.0 0.0 2.2 19.2 37.0 44.7 41.0 26.4 6.4 0.0 0.0 0.0
80 0.0 0.0 4.7 19.6 36.6 44.2 40.5 26.1 9.0 0.6 0.0 0.0
75 0.0 0.7 7.8 21.0 35.9 43.3 39.8 26.3 11.9 2.2 0.0 0.0
70 0.1 2.7 10.9 23.1 35.3 42.1 38.7 27.5 14.8 4.9 0.3 0.0
65 1.2 5.4 13.9 25.4 35.7 41.0 38.3 29.2 17.7 7.8 2.0 0.4
60 3.5 8.3 16.9 27.6 36.6 41.0 38.8 30.9 20.5 10.8 4.5 2.3
55 6.2 11.3 19.8 29.6 37.6 41.3 39.4 32.6 23.1 13.8 7.3 4.8
50 9.1 14.4 22.5 31.5 38.5 41.5 40.0 34.1 25.5 16.7 10.3 7.7
45 12.2 17.4 25.1 33.2 39.2 41.7 40.4 35.3 27.8 19.6 13.3 10.7
40 15.3 20.3 27.4 34.6 39.7 41.7 40.6 36.4 29.8 22.4 16.4 13.7
35 18.3 23.1 29.6 35.8 40.0 41.5 40.6 37.3 31.7 25.0 19.3 16.8
30 21.3 25.7 31.5 36.8 40.0 41.1 40.4 37.8 33.2 27.4 22.2 19.9
25 24.2 28.2 33.2 37.5 39.8 40.4 40.0 38.2 34.6 29.6 25.0 22.9
20 27.0 30.5 34.7 37.9 39.3 39.5 39.3 38.2 35.6 31.6 27.7 25.8
15 29.6 32.6 35.9 38.0 38.5 38.4 38.3 38.0 36.4 33.4 30.1 28.5
10 32.0 34.4 36.8 37.9 37.5 37.0 37.1 37.5 37.0 35.0 32.4 31.1
5 34.2 36.0 37.5 37.4 36.3 35.3 35.6 36.7 37.2 36.3 34.5 33.5
0 36.2 37.4 37.8 36.7 34.8 33.5 34.0 35.7 37.2 37.3 36.3 35.7

−5 38.0 38.5 37.9 35.8 33.0 31.4 32.1 34.4 36.9 38.0 37.9 37.6
−10 39.5 39.3 37.7 34.5 31.1 29.2 29.9 32.9 36.3 38.5 39.3 39.4
−15 40.8 39.8 37.2 33.0 28.9 26.8 27.6 31.1 35.4 38.7 40.4 40.9
−20 41.8 40.0 36.4 31.3 26.6 24.2 25.2 29.1 34.3 38.6 41.2 42.1
−25 42.5 40.0 35.4 29.3 24.1 21.5 22.6 27.0 32.9 38.2 41.7 43.1
−30 43.0 39.7 34.0 27.2 21.4 18.7 19.9 24.6 31.2 37.6 42.0 43.8
−35 43.2 39.1 32.5 24.8 18.6 15.8 17.0 22.1 29.3 36.6 42.0 44.2
−40 43.1 38.2 30.6 22.3 15.8 12.9 14.2 19.4 27.2 35.5 41.7 44.5
−45 42.8 37.1 28.6 19.6 12.9 10.0 11.3 16.6 24.9 34.0 41.2 44.5
−50 42.3 35.7 26.3 16.8 10.0 7.2 8.4 13.8 22.4 32.4 40.5 44.3
−55 41.7 34.1 23.9 13.9 7.2 4.5 5.7 10.9 19.8 30.5 39.6 44.0
−60 41.0 32.4 21.2 10.9 4.5 2.2 3.1 8.0 17.0 28.4 38.7 43.7
−65 40.5 30.6 18.5 7.9 2.1 0.3 1.0 5.2 14.1 26.2 37.8 43.7
−70 40.8 28.8 15.6 5.0 0.4 0.0 0.0 2.6 11.1 24.0 37.4 44.9
−75 41.9 27.6 12.6 2.4 0.0 0.0 0.0 0.8 8.0 21.9 38.1 46.2
−80 42.7 27.4 9.7 0.6 0.0 0.0 0.0 0.0 5.0 20.6 38.8 47.1
−85 43.2 27.7 7.2 0.0 0.0 0.0 0.0 0.0 2.4 20.3 39.3 47.6
−90 43.3 27.8 6.2 0.0 0.0 0.0 0.0 0.0 1.4 20.4 39.4 47.8
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Solution

For these circumstances, n = 105 (from Table 1.6.1), δ = 9.4◦ (from Equation 1.6.1), and
φ = 43◦. From Equation 1.6.10

cos ωs = − tan 43 tan 9.4 and ωs = 98.9◦

Then from Equation 1.10.3, with Gsc = 1367 W/m2,

Ho = 24 × 3600 × 1367

π

(
1 + 0.033 cos

360 × 105

365

)

×
(
cos 43 cos 9.4 sin 98.9 + π × 98.9

180
sin 43 sin 9.4

)

= 33.8MJ/m2

From Figure 1.10.1(a), for the curve for April, we read Ho = 34.0MJ/m2, and from
Table 1.10.1 we obtain Ho = 33.8MJ/m2 by interpolation. �

It is also of interest to calculate the extraterrestrial radiation on a horizontal surface
for an hour period. Integrating Equation 1.10.2 for a period between hour angles ω1 and
ω2 which define an hour (where ω2 is the larger),

Io = 12 × 3600

π
Gsc

(
1 + 0.033 cos

360n

365

)

×
[
cos φ cos δ

(
sin ω2 − sin ω1

) + π(ω2 − ω1)

180
sin φ sin δ

]
(1.10.4)

(The limits ω1 and ω2 may define a time other than an hour.)

Example 1.10.2

What is the solar radiation on a horizontal surface in the absence of the atmosphere at
latitude 43◦ N on April 15 between the hours of 10 and 11?

Solution

The declination is 9.4◦ (from the previous example). For April 15, n = 105. Using
Equation 1.10.4 with ω1 = −30◦ and ω2 = −15◦,

Io = 12 × 3600 × 1367

π

(
1 + 0.033 cos

360 × 105

365

)

×
(
cos 43 cos 9.4 [sin (−15) − sin(−30)] + π [−15 − (−30)]

180
sin 43 sin 9.4

)

= 3.79 MJ/m2 �
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The hourly extraterrestrial radiation can also be approximated by writing Equation
1.10.2 in terms of I, evaluating ω at the midpoint of the hour. For the circumstances of
Example 1.10.2, the hour’s radiation so estimated is 3.80 MJ/m2. Differences between the
hourly radiation calculated by these twomethods will be slightly larger at times near sunrise
and sunset but are still small. For larger time spans, the differences become larger. For
example, for the same circumstances as in Example 1.10.2 but for the 2-h span from 7:00
to 9:00, the use of Equation 1.10.4 gives 4.58 MJ/m2, and Equation 1.10.2 for 8:00 gives
4.61 MJ/m2.

1.11 SUMMARY

In this chapter we have outlined the basic characteristics of the sun and the radiation it
emits, noting that the solar constant, the mean radiation flux density outside of the earth’s
atmosphere, is 1367 W/m2 (within ±1%), with most of the radiation in a wavelength
range of 0.3 to 3 µm. This radiation has directional characteristics that are defined by a
set of angles that determine the angle of incidence of the radiation on a surface. We have
included in this chapter those topics that are based on extraterrestrial radiation and the
geometry of the earth and sun. This is background information for Chapter 2, which is
concerned with effects of the atmosphere, radiation measurements, and data manipulation.

REFERENCES

American Society for Testing and Materials. E490-00a (2006). ‘‘Standard Solar Constant and Zero
Air Mass Solar Spectral Irradiance Tables.’’

Anderson, E. E., Fundamentals of Solar Energy Conversion, Addison-Wesley, Reading, MA (1982).
Benford, F. and J. E. Bock, Trans. Am. Illumin. Eng. Soc., 34, 200 (1939). ‘‘A Time Analysis of

Sunshine.’’
Braun, J. E. and J. C. Mitchell, Solar Energy, 31, 439 (1983). ‘‘Solar Geometry for Fixed and

Tracking Surfaces.’’
Cooper, P. I., Solar Energy, 12, 3 (1969). ‘‘The Absorption of Solar Radiation in Solar Stills.’’
Coulson, K. L., Solar and Terrestrial Radiation, Academic, New York (1975).
Duncan, C. H., R. C. Willson, J. M. Kendall, R. G. Harrison, and J. R. Hickey, Solar Energy, 28,

385 (1982). ‘‘Latest Rocket Measurements of the Solar Constant.’’
Eibling, J. A., R. E. Thomas, and B. A. Landry, Report to the Office of SalineWater, U.S. Department

of the Interior (1953). ‘‘An Investigation of Multiple-Effect Evaporation of Saline Waters by
Steam from Solar Radiation.’’

Frohlich, C., in The Solar Output and Its Variation (O. R.White, ed.), ColoradoAssociatedUniversity
Press, Boulder (1977). ‘‘Contemporary Measures of the Solar Constant.’’

Garg, H. P., Treatise on Solar Energy, Vol. I, Wiley-Interscience, Chichester (1982).
Hickey, J. R., B. M. Alton, F. J. Griffin, H. Jacobowitz, P. Pelligrino, R. H. Maschhoff, E. A.

Smith, and T. H. Vonder Haar, Solar Energy, 28, 443 (1982). ‘‘Extraterrestrial Solar Irradiance
Variability: Two and One-Half Years of Measurements from Nimbus 7.’’

Hottel, H. C. and B. B. Woertz, Trans. ASME, 64, 91 (1942). ‘‘Performance of Flat-Plate Solar Heat
Collectors.’’

Iqbal, M., An Introduction to Solar Radiation, Academic, Toronto (1983).
Johnson, F. S., J. Meteorol., 11, 431 (1954). ‘‘The Solar Constant.’’
Jones, R. E., Solar Energy, 24, 305 (1980). ‘‘Effects of Overhang Shading of Windows Having

Arbitrary Azimuth.’’



42 Solar Radiation

Kasten, F., and A. Young, Appl. Opt., 28, 4735 (1989). ‘‘Revised Optical Air Mass Tables and
Approximation Formula.’’

Klein, S. A., Solar Energy, 19, 325 (1977). ‘‘Calculation of Monthly Average Insolation on Tilted
Surfaces.’’

Kondratyev, K. Y., Radiation in the Atmosphere, Academic, New York (1969).
Mazria, E., The Passive Solar Energy Book, Rondale, Emmaus, PA (1979).
NASA SP-8055, National Aeronautics and Space Administration, May (1971). ‘‘Solar Electromag-

netic Radiation.’’
Robinson, N. (ed.), Solar Radiation, Elsevier, Amsterdam (1966).
Spencer, J. W., Search, 2 (5), 172 (1971). ‘‘Fourier Series Representation of the Position of the

Sun.’’
Sun Angle Calculator, Libby-Owens-Ford Glass Company (1951).
Thekaekara, M. P., Solar Energy, 18, 309 (1976). ‘‘Solar Radiation Measurement: Techniques and

Instrumentation.’’
Thekaekara, M. P. and A. J. Drummond, Natl. Phys. Sci., 229, 6 (1971). ‘‘Standard Values for the

Solar Constant and Its Spectral Components.’’
Thomas, R. N., in Transactions of the Conference on Use of Solar Energy (E. F. Carpenter, ed.),

Vol. 1, University of Arizona Press, Tucson, p. 1 (1958). ‘‘Features of the Solar Spectrum as
Imposed by the Physics of the Sun.’’

U.S. Hydrographic Office Publication No. 214 (1940). ‘‘Tables of Computed Altitude and Azimuth.’’
Whillier, A., Solar Energy, 9, 164 (1965). ‘‘Solar Radiation Graphs.’’
Whillier, A., Personal communications (1975 and 1979).
Willson, R. C., S. Gulkis, M. Janssen, H. S. Hudson, and G. A. Chapman, Science, 211, 700 (1981).

‘‘Observations of Solar Irradiance Variability.’’



2

Available Solar Radiation

In this chapter we describe instruments for solar radiation measurements, the solar radiation
data that are available, and the calculation of needed information from the available data. It
is generally not practical to base predictions or calculations of solar radiation on attenuation
of the extraterrestrial radiation by the atmosphere, as adequate meteorological information
is seldom available. Instead, to predict the performance of a solar process in the future,
we use past measurements of solar radiation at the location in question or from a nearby
similar location.

Solar radiation data are used in several forms and for a variety of purposes. The most
detailed information available is beam and diffuse solar radiation on a horizontal surface,
by hours, which is useful in simulations of solar processes. (A few measurements are
available on inclined surfaces and for shorter time intervals.) Daily data are often available
and hourly radiation can be estimated from daily data. Monthly total solar radiation on
a horizontal surface can be used in some process design methods. However, as process
performance is generally not linear with solar radiation, the use of averages may lead to
serious errors if nonlinearities are not taken into account. It is also possible to reduce
radiation data to more manageable forms by statistical methods.

2.1 DEFINITIONS

Figure 2.1.1 shows the primary radiation fluxes on a surface at or near the ground that are
important in connection with solar thermal processes. It is convenient to consider radiation
in two wavelength ranges.1

Solar or short-wave radiation is radiation originating from the sun, in the wavelength
range of 0.3 to 3 µm. In the terminology used throughout this book, solar radiation includes
both beam and diffuse components unless otherwise specified.

Long-wave radiation is radiation originating from sources at temperatures near
ordinary ambient temperatures and thus substantially all at wavelengths greater than 3 µm.
Long-wave radiation is emitted by the atmosphere, by a collector, or by any other body
at ordinary temperatures. (This radiation, if originating from the ground, is referred to in
some literature as ‘‘terrestrial’’ radiation.)

1We will see in Chapters 3, 4, and 6 that the wavelength ranges of incoming solar radiation and emitted radiation
from flat-plate solar collectors overlap to a negligible extent, and for many purposes the distinction noted here is
very useful. For collectors operating at high enough temperatures there is significant overlap and more precise
distinctions are needed.

43Solar Engineering of Thermal Processes,  Fourth Edition.   John A. Duffie and William A. Beckman
© 2013 John Wiley & Sons, Inc. Published 2013 by John Wiley & Sons, Inc.
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Figure 2.1.1 The radiant energy fluxes of
importance in solar thermal processes. Short-
wave solar radiation is shown by→. Longwave
radiation is shown by .

Instruments for measuring solar radiation are of two basic types:

A pyrheliometer is an instrument using a collimated detector for measuring solar
radiation from the sun and from a small portion of the sky around the sun (i.e., beam
radiation) at normal incidence.

A pyranometer is an instrument for measuring total hemispherical solar (beam plus
diffuse) radiation, usually on a horizontal surface. If shaded from the beam radiation
by a shade ring or disc, a pyranometer measures diffuse radiation.

In addition, the terms solarimeter and actinometer are encountered; a solarimeter can
generally be interpreted to mean the same as a pyranometer, and an actinometer usually
refers to a pyrheliometer.

In the following sections we discuss briefly the two basic radiation instruments
and the pyrheliometric scales that are used in solar radiometry. More detailed discus-
sions of instruments, their use, and the associated terminology are found in Robinson
(1966), World Meteorological Organization (WMO, 1969), Kondratyev (1969), Coulson
(1975), Thekaekara (1976), Yellott (1977), and Iqbal (1983). Stewart et al. (1985) review
characteristics of pyranometers and pyrheliometers.

2.2 PYRHELIOMETERS AND PYRHELIOMETRIC SCALES

Standard and secondary standard solar radiation instruments are pyrheliometers. The water
flow pyrheliometer, designed by Abbot in 1905, was an early standard instrument. This
instrument uses a cylindrical blackbody cavity to absorb radiation that is admitted through
a collimating tube. Water flows around and over the absorbing cavity, and measurements
of its temperature and flow rate provide the means for determining the absorbed energy.
The design was modified by Abbot in 1932 to include the use of two thermally identical
chambers, dividing the cooling water between them and heating one chamber electrically
while the other is heated by solar radiation; when the instrument is adjusted so as to make
the heat produced in the two chambers identical, the electrical power input is a measure of
the solar energy absorbed.

Standard pyrheliometers are not easy to use, and secondary standard instruments
have been devised that are calibrated against the standard instruments. The secondary
standards in turn are used to calibrate field instruments. Robinson (1966) and Coulson
(1975) provide detailed discussion and bibliography on this topic. Two of these secondary
standard instruments are of importance.
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The Abbot silver disc pyrheliometer, first built by Abbot in 1902 and modified in
1909 and 1927, uses a silver disc 38mm in diameter and 7mm thick as the radiation
receiver. The side exposed to radiation is blackened, and the bulb of a precision mercury
thermometer is inserted in a hole in the side of the disc and is in good thermal contact with
the disc. The silver disc is suspended on wires at the end of a collimating tube, which in
later models has dimensions such that 0.0013 of the hemisphere is ‘‘seen’’ by the detector.
Thus any point on the detector sees an aperture angle of 5.7◦. The disc is mounted in a
copper cylinder, which in turn is in a cylindrical wood box that insulates the copper and the
disc from the surroundings. A shutter alternately admits radiation and shades the detector at
regular intervals; the corresponding changes in disc temperature are measured and provide
the means to calculate the absorbed radiation. A section drawing of the pyrheliometer is
shown is Figure 2.2.1.

The other secondary standard of particular importance is the Ångström compensa-
tion pyrheliometer, first constructed by K. Ångström in 1893 and modified in several
developments since then. In this instrument two identical blackened manganin strips are
arranged so that either one can be exposed to radiation at the base of collimating tubes by
moving a reversible shutter. Each strip can be electrically heated, and each is fitted with a
thermocouple. With one strip shaded and one strip exposed to radiation, a current is passed
through the shaded strip to heat it to the same temperature as the exposed strip. When there
is no difference in temperature, the electrical energy to the shaded strip must equal the
solar radiation absorbed by the exposed strip. Solar radiation is determined by equating
the electrical energy to the product of incident solar radiation, strip area, and absorptance.
After a determination is made, the position of the shutter is reversed to interchange the
electrical and radiation heating, and a second determination is made. Alternating the shade
and the functions of the two strips compensates for minor differences in the strips such as
edge effects and lack of uniformity of electrical heating.

Figure 2.2.1 Schematic section of the Abbot silver disc pyrheliometer.
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The Ångström instrument serves, in principle, as an absolute or primary standard.
However, there are difficulties in applying correction factors in its use, and in practice there
are several primary standard Ångström instruments to which those in use as secondary
standards are compared.

The Abbot and Ångström instruments are used as secondary standards for calibration
of other instruments, and there is a pyrheliometric scale associated with each of them.
The first scale, based on measurements with the Ångström instrument, was established in
1905 (the Ångström scale of 1905, or AS05). The second, based on the Abbot silver disc
pyrheliometer (which was in turn calibrated with a standard water flow pyrheliometer) was
established in 1913 (the Smithsonian scale of 1913, or SS13).

Reviews of the accuracy of these instruments and intercomparisons of them led
to the conclusions that measurements made on SS13 were 3.5% higher than those on
AS05, that SS13 was 2% too high, and that AS05 was 1.5% too low. As a result,
the International Pyrheliometric Scale 1956 (IPS56) was adopted, reflecting these
differences. Measurements made before 1956 on the scale AS05 were increased by 1.5%,
and those of SS13 were decreased by 2% to correct them to IPS56.

Beginning with the 1956 International Pyrheliometer Comparisons (IPC), which
resulted in IPS56, new comparisons have been made at approximately five-year intervals,
under WMO auspices, at Davos, Switzerland. As a result of the 1975 comparisons, a new
pyrheliometric scale, the World Radiometric Reference (WRR) (also referred to as the
Solar Constant Reference Scale, SCRS) was established; it is 2.2% higher than the IPS56
scale. (SS13 is very close to WRR.)

Operational or field instruments are calibrated against secondary standards and are
the source of most of the data on which solar process engineering designs must be based.
Brief descriptions of two of these, the Eppley normal-incidence pyrheliometer (NIP) and
the Kipp & Zonen actinometer, are included here. The Eppley NIP is the instrument in
most common use in the United States for measuring beam solar radiation, and the Kipp &
Zonen instrument is in wide use in Europe. A cross section of a recent model of the Eppley
is shown in Figure 2.2.2. The instrument mounted on a tracking mechanism is shown in

Figure 2.2.2 Cross section of the Eppley NIP. Courtesy of The Eppley Laboratory.
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Figure 2.2.3 An Eppley NIP on an altaz-
imuth tracking mount. Courtesy of The Eppley
Laboratory.

Figure 2.2.3. The detector is at the end of the collimating tube, which contains several
diaphragms and is blackened on the inside. The detector is a multijunction thermopile
coated with Parson’s optical black. Temperature compensation to minimize sensitivity to
variations in ambient temperature is provided. The aperture angle of the instrument is 5.7◦,
so the detector receives radiation from the sun and from an area of the circumsolar sky two
orders of magnitude larger than that of the sun.

The Kipp & Zonen actinometer is based on the Linke-Feussner design and uses a
40-junction constantan-manganin thermopile with hot junctions heated by radiation and
cold junctions in good thermal contact with the case. In this instrument the assembly of
copper diaphragms and case has very large thermal capacity, orders of magnitude more
than the hot junctions. On exposure to solar radiation the hot junctions rise quickly to
temperatures above the cold junction; the difference in the temperatures provides a measure
of the radiation. Other pyrheliometers were designed by Moll-Gorczynski, Yanishevskiy,
and Michelson.

The dimensions of the collimating systems are such that the detectors are exposed to
radiation from the sun and from a portion of the sky around the sun. Since the detectors do
not distinguish between forward-scattered radiation, which comes from the circumsolar sky,
and beam radiation, the instruments are, in effect, defining beam radiation. An experimental
study by Jeys and Vant-Hull (1976) which utilized several lengths of collimating tubes
so that the aperture angles were reduced in step from 5.72◦ to 2.02◦ indicated that for
cloudless conditions this reduction in aperture angle resulted in insignificant changes in
the measurements of beam radiation. On a day of thin uniform cloud cover, however,
with solar altitude angle of less than 32◦, as much as 11% of the measured intensity was
received from the circumsolar sky between aperture angles of 5.72◦ and 2.02◦. It is difficult
to generalize from the few data available, but it appears that thin clouds or haze can affect
the angular distribution of radiation within the field of view of standard pyrheliometers.
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The WMO recommends that calibration of pyrheliometers only be undertaken on days in
which atmospheric clarity meets or exceeds a minimum value.

2.3 PYRANOMETERS

Instruments for measuring total (beam plus diffuse) radiation are referred to as pyranome-
ters, and it is from these instruments that most of the available data on solar radiation
are obtained. The detectors for these instruments must have a response independent of
wavelength of radiation over the solar energy spectrum. In addition, they should have a
response independent of the angle of incidence of the solar radiation. The detectors of most
pyranometers are covered with one or two hemispherical glass covers to protect them from
wind and other extraneous effects; the covers must be very uniform in thickness so as not
to cause uneven distribution of radiation on the detectors. These factors are discussed in
more detail by Coulson (1975).

Commonly used pyranometers in the United States are the Eppley and Spectrolab
instruments, in Europe the Moll-Gorczynski, in Russia the Yanishevskiy, and in Australia
the Trickett-Norris (Groiss) pyranometer.

The Eppley 180◦ pyranometer was the most common instrument in the United States.
It used a detector consisting of two concentric silver rings; the outer ring was coated with
magnesium oxide, which has a high reflectance for radiation in the solar energy spectrum,
and the inner ring was coated with Parson’s black, which has a very high absorptance
for solar radiation. The temperature difference between these rings was detected by a
thermopile and was a measure of absorbed solar radiation. The circular symmetry of the
detector minimized the effects of the surface azimuth angle on instrument response. The
detector assembly was placed in a nearly spherical glass bulb, which has a transmittance
greater than 0.90 over most of the solar radiation spectrum, and the instrument response
was nearly independent of wavelength except at the extremes of the spectrum. The response
of this Eppley was dependent on ambient temperature, with sensitivity decreasing by 0.05
to 0.15%/◦C (Coulson, 1975); much of the published data taken with these instruments was
not corrected for temperature variations. It is possible to add temperature compensation
to the external circuit and remove this source of error. It is estimated that carefully used
Eppleys of this type could produce data with less than 5% errors but that errors of twice
this could be expected from poorly maintained instruments. The theory of this instrument
has been carefully studied by MacDonald (1951).

The Eppley 180◦ pyranometer is no longer manufactured and has been replaced by
other instruments. The Eppley black-and-white pyranometer utilizes Parson’s-black- and
barium-sulfate-coated hot and cold thermopile junctions and has better angular (cosine)
response. It uses an optically ground glass envelope and temperature compensation to
maintain calibration within ±1.5% over a temperature range of −20 to +40◦C. It is shown
in Figure 2.3.1.

The Eppley precision spectral pyranometer (PSP) utilizes a thermopile detector,
two concentric hemispherical optically ground covers, and temperature compensation
that results in temperature dependence of 0.5% from −20 to +40◦C. [Measurements of
irradiance in spectral bands can be made by use of bandpass filters; the PSP can be fitted
with hemispherical domes of filter glass for this purpose. See Stewart et al. (1985) for
information and references.] It is shown in Figure 2.3.2.
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Figure 2.3.1 The Eppley black-and-white pyranometer. Courtesy of The Eppley Laboratory.

Figure 2.3.2 The Eppley PSP. Courtesy of The Eppley Laboratory.

The Moll-Gorczynski pyranometer uses a Moll thermopile to measure the temperature
difference of the black detector surface and the housing of the instrument. The thermopile
assembly is covered with two concentric glass hemispherical domes to protect it from
weather and is rectangular in configuration with the thermocouples aligned in a row (which
results in some sensitivity to the azimuth angle of the radiation).

Pyranometers are usually calibrated against standard pyrheliometers. A standard
method has been set forth in the Annals of the International Geophysical Year (IGY,
1958), which requires that readings be taken at times of clear skies, with the pyranometer
shaded and unshaded at the same time as readings are taken with the pyrheliometer. It
is recommended that shading be accomplished by means of a disc held 1m from the
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pyranometer with the disc just large enough to shade the glass envelope. The calibration
constant is then the ratio of the difference in the output of the shaded and unshaded
pyranometer to the output of the pyrheliometer multiplied by the calibration constant of
the pyrheliometer and cos θz, the angle of incidence of beam radiation on the horizontal
pyranometer. Care and precision are required in these calibrations.

It is also possible, as described by Norris (1973), to calibrate pyranometers against a
secondary standard pyranometer such as the Eppley precision pyranometer. This secondary
standard pyranometer is thought to be good to ±1% when calibrated against a standard
pyrheliometer. Direct comparison of the precision Eppley and field instruments can be
made to determine the calibration constant of the field instruments.

A pyranometer (or pyrheliometer) produces a voltage from the thermopile detectors
that is a function of the incident radiation. It is necessary to use a potentiometer to detect
and record this output. Radiation data usually must be integrated over some period of
time, such as an hour or a day. Integration can be done by means of planimetry or by
electronic integrators. It has been estimated that with careful use and reasonably frequent
pyranometer calibration, radiation measurements should be good within ±5%; integration
errors would increase this number. Much of the available radiation data prior to 1975 is
probably not this good, largely because of infrequent calibration and in some instances
because of inadequate integration procedures.

Another class of pyranometers, originally designed by Robitzsch, utilizes detectors
that are bimetallic elements heated by solar radiation; mechanical motion of the element
is transferred by a linkage to an indicator or recorder pen. These instruments have the
advantage of being entirely spring driven and thus require no electrical energy. Variations
of the basic design are manufactured by several European firms (Fuess, Casella, and SIAP).
They are widely used in isolated stations and are a major source of the solar radiation data
that are available for locations outside of Europe, Australia, Japan, and North America.
Data from these instruments are generally not as accurate as that from thermopile-type
pyranometers.

Another type of pyranometer is based on photovoltaic (solar cell) detectors. Examples
are the LI-COR LI-200SA pyranometer and the Yellott solarimeter. They are less precise
instruments than the thermopile instruments and have some limitations on their use. They
are also less expensive than thermopile instruments and are easy to use.

The main disadvantage of photovoltaic detectors is their spectrally selective response.
Figure 2.3.3 shows a typical terrestrial solar spectrum and the spectral response of a silicon
solar cell. If the spectral distribution of incident radiation was fixed, a calibration could
be established that would remain constant; however, there are some variations in spectral
distribution2 with clouds and atmospheric water vapor. LI-COR estimates that the error
introduced because of spectral response is±5%maximum under most conditions of natural
daylight and is ±3% under typical conditions.

Photovoltaic detectors have additional characteristics of interest. Their response to
changing radiation levels is essentially instantaneous and is linear with radiation. The
temperature dependence is ±0.15%/◦C maximum. The LI-COR instrument is fitted with
an acrylic diffuser that substantially removes the dependence of response on the angle of
incidence of the radiation. The response of the detectors is independent of its orientation,

2This will be discussed in Section 2.6.
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Figure 2.3.3 Spectral distribution of extraterrestrial solar radiation and spectral response of a
silicon solar cell. From Coulson (1975).

but reflected radiation from the ground or other surroundings will in general have a
different spectral distribution than global horizontal radiation, and measurements on
surfaces receiving significant amounts of reflected radiation will be subject to additional
errors.

The preceding discussion dealt entirely with measurements of total radiation on a
horizontal surface. Two additional kinds of measurements are made with pyranometers:
measurements of diffuse radiation on horizontal surfaces and measurements of solar
radiation on inclined surfaces.

Measurements of diffuse radiation can be made with pyranometers by shading the
instrument from beam radiation. This is usually done by means of a shading ring, as shown
in Figure 2.3.4. The ring is used to allow continuous recording of diffuse radiation without
the necessity of continuous positioning of smaller shading devices; adjustments need to
be made for changing declination only and can be made every few days. The ring shades
the pyranometer from part of the diffuse radiation, and a correction for this shading must
be estimated and applied to the observed diffuse radiation (Drummond, 1956, 1964; IGY,
1958; Coulson, 1975). The corrections are based on assumptions of the distribution of
diffuse radiation over the sky and typically are factors of 1.05 to 1.2. An example of shade
ring correction factors, to illustrate their trends and magnitudes, is shown in Figure 2.3.5.

Measurements of solar radiation on inclined planes are important in determining the
input to solar collectors. There is evidence that the calibration of pyranometers changes if
the instrument is inclined to the horizontal. The reason for this appears to be changes in
the convection patterns inside the glass dome, which changes the manner in which heat is
transferred from the hot junctions of the thermopiles to the cover and other parts of the
instrument. The Eppley 180◦ pyranometer has been variously reported to show a decrease
in sensitivity on inversion from 5.5% to no decrease. Norris (1974) measured the response
at various inclinations of four pyranometers when subject to radiation from an incandescent
lamp source and found correction factors at inclinations of 90◦ in the range of 1.04 to 1.10.
Stewart et al. (1985) plot two sets of data of Latimer (1980) which show smaller correction
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Figure 2.3.4 Pyranometer with shading ring to eliminate beam radiation. Courtesy of The Eppley
Laboratory.

Figure 2.3.5 Typical shade ring correction factors to account for shading of the detector from
diffuse radiation. Adapted from Coulson (1975).

factors. Figure 2.3.6 shows the set with the greater factors, with the Eppley PSP showing
maximum positive effects at β = 90◦ of 2.5% and smaller corrections for Kipp & Zonen
instruments. There are thus disagreements of the magnitude of the corrections, but for the
instruments shown, the corrections are of the order of 1 or 2%.

It is evident from these data and other published results that the calibration of
pyranometers is to some degree dependent on inclination and that experimental information
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Figure 2.3.6 Effects of inclination of pyranometers on calibration. The instruments are the Eppley
PSP, the Eppley 8–48, and the Kipp & Zonen CM6. Adapted from Stewart et al. (1985).

is needed on a particular pyranometer in any orientation to adequately interpret information
from it.

The Bellani spherical distillation pyranometer is based on a different principle. It uses
a spherical container of alcohol that absorbs solar radiation. The sphere is connected to
a calibrated condenser receiver tube. The quantity of alcohol condensed is a measure of
integrated solar energy on the spherical receiver. Data on the total energy received by a
body, as represented by the sphere, are of interest in some biological processes.

2.4 MEASUREMENT OF DURATION OF SUNSHINE

The hours of bright sunshine, that is, the time in which the solar disc is visible, is of
some use in estimating long-term averages of solar radiation.3 Two instruments have been
or are widely used. The Campbell-Stokes sunshine recorder uses a solid glass sphere of
approximately 10 cm diameter as a lens that produces an image of the sun on the opposite
surface of the sphere. A strip of standard treated paper is mounted around the appropriate
part of the sphere, and the solar image burns a mark on the paper whenever the beam
radiation is above a critical level. The lengths of the burned portions of the paper provide an
index of the duration of ‘‘bright sunshine.’’ These measurements are uncertain on several
counts: The interpretation of what constitutes a burned portion is uncertain, the instrument
does not respond to low levels of radiation early and late in the day, and the condition of
the paper may be dependent on humidity.

A photoelectric sunshine recorder, the Foster sunshine switch (Foster and Foskett,
1953), is now in use by the U.S.Weather Service. It incorporates two selenium photovoltaic
cells, one of which is shaded from beam radiation and one exposed to it. In the absence of
beam radiation, the two detectors indicate (nearly) the same radiation level. When beam
radiation is incident on the unshaded cell, the output of that cell is higher than that of the
shaded cell. The duration of a critical radiation difference detected by the two cells is a
measure of the duration of bright sunshine.

3The relationship between sunshine hours and solar radiation is discussed in Section 2.7.
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2.5 SOLAR RADIATION DATA

Solar radiation data are available in several forms. The following information about
radiation data is important in their understanding and use: whether they are instantaneous
measurements (irradiance) or values integrated over some period of time (irradiation)
(usually hour or day); the time or time period of the measurements; whether the measure-
ments are of beam, diffuse, or total radiation; the instruments used; the receiving surface
orientation (usually horizontal, sometimes inclined at a fixed slope, or normal to the
beam radiation); and, if averaged, the period over which they are averaged (e.g., monthly
averages of daily radiation).

Most radiation data available are for horizontal surfaces, include both direct and diffuse
radiation, and were measured with thermopile pyranometers (or in some cases Robitzsch-
type instruments). Most of these instruments provide radiation records as a function of time
and do not themselves provide a means of integrating the records. The data were usually
recorded in a form similar to that shown in Figure 2.5.1 by recording potentiometers and
were integrated graphically. Uncertainties in integration add to uncertainties in pyranometer
response; electronic integration is now common.

Two types of solar radiation data are widely available. The first is monthly average
daily total radiation on a horizontal surface, H . The second is hourly total radiation on
a horizontal surface, I , for each hour for extended periods such as one or more years.
The H data are widely available and are given for many stations in Appendix D. The

Figure 2.5.1 Total (beam and diffuse) solar radiation on a horizontal surface versus time for clear
and largely cloudy day, latitude 43◦, for days near equinox.
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traditional units have been calories per square centimeter; the data in Appendix D are in the
more useful megajoules per square meter. These data are available from weather services
(e.g., NSRDB, 1991–2005) and the literature [e.g., from the Commission of the European
Communities (CEC) European Solar Radiation Atlas (1984) and Löf et al. (1966a,1966b)].
TheWMO sponsors compilation of solar radiation data at theWorld Radiation Data Center;
these are published in Solar Radiation and Radiation Balance Data (The World Network),
an annual publication.

The accuracy of some of the earlier (pre-1970) data is generally less than desirable,
as standards of calibration and care in use of instruments and integration have not always
been adequate.4 Recent measurements and the averages based thereon are probably good
to ±5%. Most of the older average data are probably no better than ±10%, and for some
stations a better estimate may be ±20%. Substantial inconsistencies are found in data from
different sources for some locations.

A very extensive and carefully compiledmonthly average daily solar radiation database
is available for Europe and part of the Mediterranean basin. Volume 1 of the European
Solar Radiation Atlas (CEC, 1984), is based on pyranometric data from 139 stations in 29
countries. It includes solar radiation derived from sunshine hour data for 315 stations (with
114 of the stations reporting both) for a total of 340 stations. Ten years of data were used
for each station except for a few where data for shorter periods were available. The data
and the instruments used to obtain them were carefully evaluated, corrections were made
to compensate for instrumental errors, and all data are based on the WRR pyrheliometric
scale. The Atlas includes5 tables that show averages, maxima, minima, extraterrestrial
radiation, and sunshine hours. Appendix D includes some data from the Atlas.

Average daily solar radiation data are also available from maps that indicate general
trends. For example, a world map is shown in Figure 2.5.2 (Löf et al., 1966a,b).6 In some
geographical areas where climate does not change abruptly with distance (i.e., away from
major influences such as mountains or large industrial cities), maps can be used as a source
of average radiation if data are not available. However, large-scale maps must be used with
care because they do not show local physical or climatological conditions that may greatly
affect local solar energy availability.

For calculating the dynamic behavior of solar energy equipment and processes and for
simulations of long-term process operation, more detailed solar radiation data (and related
meteorological information) are needed. An example of this type of data (hourly integrated
radiation, ambient temperature, and wind speed) is shown in Table 2.5.1 for a January
week in Boulder, Colorado. Additional information may also be included in these records,
such as wet bulb temperature and wind direction.

In the United States there has been a network of stations recording solar radiation
on a horizontal surface and reporting it as daily values. Some of these stations also
reported hourly radiation. In the 1970s, the U.S. National Oceanic and Atmospheric
Administration (NOAA) undertook a program to upgrade the number and quality of the

4The SOLMET (1978) program of the U.S. Weather Service has addressed this problem by careful study of the
history of individual instruments and their calibrations and subsequent ‘‘rehabilitation’’ of the data to correct for
identifiable errors. The U.S. data in Appendix D have been processed in this way.
5Monthly average daily radiation on surfaces other than horizontal are in Volume II of the Atlas.
6Figure 2.5.2 is reproduced from deJong (1973), who redrew maps originally published by Löf et al. (1966a).
deJong has compiled maps and radiation data from many sources.
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Figure 2.5.2 Average daily radiation on horizontal surfaces for December. Data are in cal/cm2, the traditional units. Adapted from deJong (1973) and
Löf et al. (1966a).



2.5 Solar Radiation Data 57

Table 2.5.1 Hourly Radiation for Hour Ending at Indicated Time, Air Temperature, and Wind
Speed Data for January Week, Boulder, Colorado (Latitude = 40 ◦N, Longitude = 105 W)

Day Hour
I

(kJ/m2
Ta
(◦C)

V
(m/s) Day Hour

I
(kJ/m2

Ta
(◦C)

V
(m/s)

8 1 0 −1.7 3.1 8 13 1105 2.8 8.0
8 2 0 −3.3 3.1 8 14 1252 3.8 9.8
8 3 0 −2.8 3.1 8 15 641 3.3 9.8
8 4 0 −2.2 3.1 8 16 167 2.2 7.2
8 5 0 −2.8 4.0 8 17 46 0.6 7.6
8 6 0 −2.8 3.6 8 18 0 −0.6 7.2
8 7 0 −2.2 3.6 8 19 0 −1.1 8.0
8 8 17 −2.2 4.0 8 20 0 −1.7 5.8
8 9 134 −1.1 1.8 8 21 0 −1.7 5.8
8 10 331 1.1 3.6 8 22 0 −2.2 7.2
8 11 636 2.2 1.3 8 23 0 −2.2 6.3
8 12 758 2.8 2.2 8 24 0 −2.2 5.8

9 1 0 −2.8 7.2 9 13 1185 −2.2 2.2
9 2 0 −3.3 7.2 9 14 1009 −1.3 1.7
9 3 0 −3.3 6.3 9 15 796 −0.6 1.3
9 4 0 −3.3 5.8 9 16 389 −0.6 1.3
9 5 0 −3.9 4.0 9 17 134 −2.2 4.0
9 6 0 −3.9 4.5 9 18 0 −2.8 4.0
9 7 0 −3.9 1.8 9 19 0 −3.3 4.5
9 8 4 −3.9 2.2 9 20 0 −5.6 5.8
9 9 71 −3.9 2.2 9 21 0 −6.7 5.4
9 10 155 −3.3 4.0 9 22 0 −7.8 5.8
9 11 343 −2.8 4.0 9 23 0 −8.3 4.5
9 12 402 −2.2 4.0 9 24 0 −8.3 6.3

10 1 0 −9.4 5.8 10 13 1872 2.2 7.6
10 2 0 −10.0 6.3 10 14 1733 4.4 6.7
10 3 0 −8.9 5.8 10 15 1352 6.1 6.3
10 4 0 −10.6 6.3 10 16 775 6.7 4.0
10 5 0 −8.3 4.9 10 17 205 6.1 2.2
10 6 0 −8.3 7.2 10 18 4 3.3 4.5
10 7 0 −10.0 5.8 10 19 0 0.6 4.0
10 8 33 −8.9 5.8 10 20 0 0.6 3.1
10 9 419 −7.2 6.7 10 21 0 0.0 2.7
10 10 1047 −5.0 9.4 10 22 0 0.6 2.2
10 11 1570 −2.2 8.5 10 23 0 1.7 3.6
10 12 1805 −1.1 8.0 10 24 0 0.6 2.7

11 1 0 −1.7 8.9 11 13 138 −5.0 6.7
11 2 0 −2.2 4.9 11 14 96 −3.9 6.7
11 3 0 −2.2 4.5 11 15 84 −4.4 7.6
11 4 0 −2.8 5.8 11 16 42 −3.9 6.3
11 5 0 −4.4 5.4 11 17 4 −5.0 6.3

(Continued)
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Table 2.5.1 (Continued)

Day Hour
I

(kJ/m2
Ta
(◦C)

V
(m/s) Day Hour

I
(kJ/m2

Ta
(◦C)

V
(m/s)

11 6 0 −5.0 4.5 11 18 0 −5.6 4.5
11 7 0 −5.6 3.6 11 19 0 −6.7 4.5
11 8 4 −6.1 5.8 11 20 0 −7.8 3.1
11 9 42 −5.6 5.4 11 21 0 −9.4 2.7
11 10 92 −5.6 5.4 11 22 0 −8.9 3.6
11 11 138 −5.6 9.4 11 23 0 −9.4 4.0
11 12 163 −5.6 8.0 11 24 0 −11.1 3.1

12 1 0 −11.7 4.0 12 13 389 −2.2 5.8
12 2 0 −12.8 3.1 12 14 477 −0.6 4.0
12 3 0 −15.6 7.2 12 15 532 2.8 2.2
12 4 0 −16.7 6.7 12 16 461 −0.6 2.2
12 5 0 −16.7 6.3 12 17 33 −1.7 3.1
12 6 0 −16.1 6.3 12 18 0 −4.4 1.3
12 7 0 −17.2 3.6 12 19 0 −7.8 2.7
12 8 17 −17.8 2.7 12 20 0 −7.8 4.0
12 9 71 −13.3 8.0 12 21 0 −8.9 4.9
12 10 180 −11.1 8.9 12 22 0 −10.6 4.9
12 11 247 −7.8 8.5 12 23 0 −12.8 4.9
12 12 331 −5.6 7.6 12 24 0 −11.7 5.4

13 1 0 −10.6 4.0 13 13 1926 5.6 5.4
13 2 0 −10.6 5.4 13 14 1750 7.2 4.5
13 3 0 −10.0 4.5 13 15 1340 8.3 4.9
13 4 0 −11.1 3.1 13 16 703 8.9 4.5
13 5 0 −10.6 3.6 13 17 59 6.7 5.4
13 6 0 −9.4 3.1 13 18 0 4.4 3.6
13 7 0 −7.2 3.6 13 19 0 1.1 3.6
13 8 17 −10.6 4.0 13 20 0 0.0 3.1
13 9 314 −8.3 5.8 13 21 0 −2.2 6.7
13 10 724 −1.7 6.7 13 22 0 2.8 7.2
13 11 1809 1.7 5.4 13 23 0 1.7 8.0
13 12 2299 3.3 6.3 13 24 0 1.7 5.8

14 1 0 −0.6 7.2 14 13 1968 6.7 1.8
14 2 0 −1.1 7.6 14 14 1733 6.7 2.7
14 3 0 −0.6 6.3 14 15 1331 7.2 3.1
14 4 0 −3.9 2.7 14 16 837 6.7 3.1
14 5 0 −1.7 4.9 14 17 96 7.2 2.7
14 6 0 −2.8 5.8 14 18 4 3.3 2.7
14 7 0 −2.8 4.0 14 19 0 0.0 3.6
14 8 38 −5.0 3.1 14 20 0 3.9 5.4
14 9 452 −5.0 4.9 14 21 0 −3.9 3.6
14 10 1110 −1.7 4.5 14 22 0 −3.9 5.8
14 11 1608 2.8 3.1 14 23 0 −6.1 5.4
14 12 1884 3.8 3.6 14 24 0 −6.7 6.3
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radiation measuring stations, to rehabilitate past data (to account for sensor deterioration,
calibration errors, and changes in pyrheliometric scales), and to make these data available
(with related meteorological data) on magnetic tapes. In 1978, corrected data tapes of
hourly meteorological information (including solar radiation on a horizontal surface based
on the SCRC) for 26 stations over a period of 23 years became available. These tapes
are referred to as the SOLMET tapes and are described in detail in the SOLMET Manual
(1978).

In the late 1970s, the U.S. federal government funded the development and operation
of a national solar radiation network (SOLRAD). Measurements of hourly total horizontal
and direct normal radiation were made at the 38 stations that were part of the network.
Eleven of the stations also measured diffuse radiation. Data for 1977 to 1980 were checked
for quality and are available from the National Climatic Data Center. Funding for much of
the program was reduced in 1981, and by 1985 the network was shut down. Since then,
some additional funding has become available to upgrade the instrumentation at many of
the stations to automate data acquisition and recalibrate pyranometers.

Many national weather services have produced typical meteorological year (TMY)
data sets for specific locations that represent the average weather conditions over time
periods such as 30 years. These data sets typically contain hourly values of solar radiation,
ambient temperature, humidity, wind speed, wind direction, and other weather data. The
data are intended to be used in the prediction of the long-term performance of solar
systems. The data should not be used to predict performance under extreme conditions or
the performance of wind systems. The monthly average data for the U.S. stations shown
in Appendix D are derived from TMY2 data, a data set that was developed from weather
data for the period 1961 to 1990 and is available from the National Renewable Energy
Laboratory (NREL) website. TMY3 data for the period 1991 to 2005 is also available from
the NREL website.

The time recorded for hourly weather data is not consistent among various databases.
For example, the original TMY data set from the United States uses local solar time.
Most new data sets, including TMY2 data, use local standard clock time (i.e., it does not
account for daylight savings time). Consequently, in an office building energy simulation
the occupancy schedule must be shifted by 1 h at the start and end of daylight savings
time. Some computer programs do this shift automatically. Equation 1.5.2 can be used to
convert between the recorded time and local solar time.

2.6 ATMOSPHERIC ATTENUATION OF SOLAR RADIATION

Solar radiation at normal incidence received at the surface of the earth is subject to
variations due to change in the extraterrestrial radiation as noted in Chapter 1 and to two
additional and more significant phenomena: (1) atmospheric scattering by air molecules,
water, and dust and (2) atmospheric absorption by O3, H2O, and CO2. Iqbal (1983) reviews
these matters in considerable detail.

Scattering of radiation as it passes through the atmosphere is caused by interaction
of the radiation with air molecules, water (vapor and droplets), and dust. The degree to
which scattering occurs is a function of the number of particles through which the radiation
must pass and the size of the particles relative to λ, the wavelength of the radiation. The
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pathlength of the radiation through air molecules is described by the air mass. The particles
of water and dust encountered by the radiation depend on air mass and on the time- and
location-dependent quantities of dust and moisture present in the atmosphere.

Air molecules are very small relative to the wavelength of the solar radiation, and
scattering occurs in accordance with the theory of Rayleigh (i.e., the scattering coefficient
varies with λ−4). Rayleigh scattering is significant only at short wavelengths; above
λ = 0.6 µm it has little effect on atmospheric transmittance.

Dust and water in the atmosphere tend to be in larger particle sizes due to aggregation
of water molecules and condensation of water on dust particles of various sizes. These
effects are more difficult to treat than the effects of Rayleigh scattering by air molecules, as
the nature and extent of dust and moisture particles in the atmosphere are highly variable
with location and time. Two approaches have been used to treat this problem. Moon
(1940) developed a transmission coefficient for precipitable water [the amount of water
(vapor plus liquid) in the air column above the observer] that is a function of λ−2 and a
coefficient for dust that is a function of λ−0.75. Thus these transmittances are less sensitive
to wavelength than is the Rayleigh scattering. The overall transmittance due to scattering
is the product of three transmittances, which are three different functions of λ.

The second approach to estimation of effects of scattering by dust and water is by
use of Ångström’s turbidity equation. An equation for atmospheric transmittance due to
aerosols, based on this equation, can be written as

τa,λ = exp(−βλ−αm) (2.6.1)

where β is the Ångström turbidity coefficient, α is a single lumped wavelength exponent,
λ is the wavelength in micrometers, and m is the air mass along the path of interest.
Thus there are two parameters, β and α, that describe the atmospheric turbidity and its
wavelength dependence; β varies from 0 to 0.4 for very clean to very turbid atmospheres,
α depends on the size distribution of the aerosols (a value of 1.3 is commonly used). Both
β and α vary with time as atmospheric conditions change.

More detailed discussions of scattering are provided by Fritz (1958), who included
effects of clouds, by Thekaekara (1974) in a review, and by Iqbal (1983).

Absorption of radiation in the atmosphere in the solar energy spectrum is due
largely to ozone in the ultraviolet and to water vapor and carbon dioxide in bands in
the infrared. There is almost complete absorption of short-wave radiation by ozone in
the upper atmosphere at wavelengths below 0.29 µm. Ozone absorption decreases as λ

increases above 0.29 µm, until at 0.35 µm there is no absorption. There is also a weak
ozone absorption band near λ = 0.6 µm.

Water vapor absorbs strongly in bands in the infrared part of the solar spectrum, with
strong absorption bands centered at 1.0, 1.4, and 1.8 µm. Beyond 2.5 µm, the transmission
of the atmosphere is very low due to absorption by H2O and CO2. The energy in the
extraterrestrial spectrum at λ > 2.5 µm is less than 5% of the total solar spectrum, and
energy received at the ground at λ > 2.5 µm is very small.

The effects of Rayleigh scattering by air molecules and absorption by O3, H2O,
and CO2 on the spectral distribution of beam irradiance are shown in Figure 2.6.1 for
an atmosphere with β = 0 and 2 cm of precipitable water, w. The WRC extraterrestrial
distribution is shown as a reference. The Rayleigh scattering is represented by the difference



2.6 Atmospheric Attenuation of Solar Radiation 61

Figure 2.6.1 An example of the effects of Raleigh scattering and atmospheric absorption on the
spectral distribution of beam irradiance. Adapted from Iqbal (1983).

Figure 2.6.2 An example of spectral distribution of beam irradiance for air masses of 0, 1, 2, and
5. Adapted from Iqbal (1983).

between the extraterrestrial curve and the curve at the top of the shaded areas; its effect
becomes small at wavelengths greater than about 0.7 µm. The several absorption bands
are shown by the shaded areas.

The effect of air mass is illustrated in Figure 2.6.2, which shows the spectral
distribution of beam irradiance for air masses of 0 (the extraterrestrial curve), 1, 2, and 5
for an atmosphere of low turbidity.7

7The broadband (i.e., all wavelengths) transmittance of the atmosphere for beam normal radiation can be estimated
by the method presented in Section 2.8.
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Figure 2.6.3 Relative energy distribution of total and diffuse radiation for a clear sky. Data from
SMARTS.

Figure 2.6.4 An example of calculated total, beam, and diffuse spectral irradiances on a horizontal
surface for typical clear atmosphere. Adapted from Iqbal (1983).

The spectral distribution of total radiation depends also on the spectral distribution
of the diffuse radiation. Some measurements are available in the ultraviolet and visible
portions of the spectrum (Robinson, 1966; Kondratyev, 1969), which has led to the
conclusion that in the wavelength range 0.35 to 0.80 µm the distribution of the diffuse
radiation is similar to that of the total beam radiation.8 Figure 2.6.3 shows relative data on
spectral distribution of total and diffuse radiation for a clear sky. The diffuse component has
a distribution similar to the total but shifted toward the short-wave end of the spectrum; this
is consistent with scattering theory, which indicates more scatter at shorter wavelengths.
Fritz (1958) suggests that the spectrum of an overcast sky is similar to that for a clear sky.
Iqbal (1983) uses calculated spectral distributions like that of Figure 2.6.4 to show that
for typical atmospheric conditions most of the radiation at wavelengths longer than 1 µm

8Scattering theory predicts that shorter wavelengths are scattered most, and hence diffuse radiation tends to be at
shorter wavelengths. Thus, clear skies are blue.
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is beam, that scattering is more important at shorter wavelengths, and that the spectral
distribution of diffuse is dependent on atmospheric conditions.

For most practical engineering purposes, the spectral distribution of solar radiation
can be considered as approximately the same for the beam and diffuse components. It may
also be observed that there is no practical alternative; data on atmospheric conditions on
which to base any other model are seldom available.

For purposes of calculating properties of materials (absorptance, reflectance, and
transmittance) that depend on the spectral distribution of solar radiation, it is convenient
to have a representative distribution of terrestrial solar radiation in tabular form. Wiebelt
and Henderson (1979) have prepared such tables for several air masses (zenith angles)
and atmospheric conditions based on the National Aeronautics and Space Administration
(NASA) spectral distribution curves and a solar constant of 1353 W/m2. These can be
used with little error for most engineering calculations with the more recent value of Gsc
of 1367 W/m2. Programs such as SMARTS (Gueymard, 2005) are available to calculate
the spectral energy arriving at the earth’s surface for various atmospheric conditions.
Table 2.6.1 shows the terrestrial spectrum divided into 20 equal increments of energy, with
a mean wavelength for each increment that divides that increment into two equal parts.
This table is for a relatively clear atmosphere with air mass 1.5. It can be used as a typical
distribution of terrestrial solar radiation.

Table 2.6.1 ASTM G173-03 Air Mass 1.5 Reference Terrestrial Spectral Distribution of Beam
Normal Plus Circumsolar Diffuse Radiation in Equal Increments of Energya

Energy Band
(%)

Wavelength Range
(Nanometers)

Midpoint Wavelength
(Nanometers)

0–5 280–416 385
5–10 416–458 439
10–15 458–492 475
15–20 492–525 508
20–25 525–559 542
25–30 559–592 575
30–35 592–627 609
35–40 627–662 644
40–45 662–700 680
45–50 700–741 719
50–55 741–786 764
55–60 786–835 808
60–65 835–885 859
65–70 885–970 917
70–75 970–1038 100
75–80 1038–1140 107
80–85 1140–1257 120
85–90 1257–1541 131
90–95 1541–1750 163
95–100 1750–4000 219

aDerived from SMARTS v 2.9.2.
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In summary, the normal solar radiation incident on the earth’s atmosphere has a spectral
distribution indicated by Figure 1.3.1. The x-rays and other very short wave radiation of
the solar spectrum are absorbed high in the ionosphere by nitrogen, oxygen, and other
atmospheric components. Most of the ultraviolet is absorbed by ozone. At wavelengths
longer than 2.5 µm, a combination of low extraterrestrial radiation and strong absorption
by CO2 means that very little energy reaches the ground. Thus, from the viewpoint of
terrestrial applications of solar energy, only radiation of wavelengths between 0.29 and
2.5 µm need be considered.

2.7 ESTIMATION OF AVERAGE SOLAR RADIATION

Radiation data are the best source of information for estimating average incident radiation.
Lacking these or data from nearby locations of similar climate, it is possible to use empirical
relationships to estimate radiation from hours of sunshine or cloudiness. Data on average
hours of sunshine or average percentage of possible sunshine hours are widely available
from many hundreds of stations in many countries and are usually based on data taken with
Campbell-Stokes instruments. Examples are shown in Table 2.7.1. Cloud cover data (i.e.,
cloudiness) are also widely available but are based on visual estimates and are probably
less useful than hours of sunshine data.

The original Ångström-type regression equation related monthly average daily radi-
ation to clear-day radiation at the location in question and average fraction of possible
sunshine hours:

H

Hc

= a′ + b′ n

N
(2.7.1)

Table 2.7.1 Examples of Monthly Average Hours per Day of Sunshine by Latitude and Altitude

Location
Latitude
Altitude,
m

Hong Kong,
22◦ N,

Sea Level

Paris,
France,
48◦ N,
50m

Bombay,
India,
19◦ N,

Sea Level

Sokoto,
Nigeria,
13◦ N,
107m

Perth,
Australia,
32◦ S,
20m

Madison,
Wisconsin,
43◦ N,
270m

January 4.7 2.1 9.0 9.9 10.4 4.5
February 3.5 2.8 9.3 9.6 9.8 5.7
March 3.1 4.9 9.0 8.8 8.8 6.9
April 3.8 7.4 9.1 8.9 7.5 7.5
May 5.0 7.1 9.3 8.4 5.7 9.1
June 5.3 7.6 5.0 9.5 4.8 10.1
July 6.7 8.0 3.1 7.0 5.4 9.8
August 6.4 6.8 2.5 6.0 6.0 10.0
September 6.6 5.6 5.4 7.9 7.2 8.6
October 6.8 4.5 7.7 9.6 8.1 7.2
November 6.4 2.3 9.7 10.0 9.6 4.2
December 5.6 1.6 9.6 9.8 10.4 3.9
Annual 5.3 5.1 7.4 8.8 7.8 7.3
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where H = monthly average daily radiation on horizontal surface
Hc = average clear-sky daily radiation for location and month in question

a′, b′ = empirical constants
n = monthly average daily hours of bright sunshine
N = monthly average of maximum possible daily hours of bright sunshine

(i.e., day length of average day of month)

A basic difficulty with Equation 2.7.1 lies in the ambiguity of the terms n/N and
Hc. The former is an instrumental problem (records from sunshine recorders are open to
interpretation). The latter stems from uncertainty in the definition of a clear day. Page
(1964) and others have modified the method to base it on extraterrestrial radiation on a
horizontal surface rather than on clear-day radiation:

H

Ho

= a + b
n

N
(2.7.2)

where Ho is the extraterrestrial radiation for the location averaged over the time period
in question and a and b are constants depending on location. The ratio H/Ho is termed
the monthly average clearness index and will be used frequently in later sections and
chapters.

Values of Ho can be calculated from Equation 1.10.3 using day numbers from
Table 1.6.1 for the mean days of the month or it can be obtained from either Table 1.10.1 or
Figure 1.10.1. The average day length N can be calculated from Equation 1.6.11 or it can
be obtained from Figure 1.6.3 for the mean day of the month as indicated in Table 1.6.1.
Löf et al. (1966a) developed sets of constants a and b for various climate types and
locations based on radiation data then available. These are given in Table 2.7.2.

The following example is based on Madison data (although the procedure is not
recommended for a station where there are data) and includes comparisons of the estimated
radiation with TMY3 data and estimates for Madison based on the Blue Hill constants
(those which might have been used in the absence of constants for Madison)

Example 2.7.1

Estimate the monthly averages of total solar radiation on a horizontal surface for Madi-
son, Wisconsin, latitude 43◦, based on the average duration of sunshine hour data of
Table 2.7.1.

Solution

The estimates are based on Equation 2.7.2 using constants a = 0.30 and b = 0.34 from
Table 2.7.2. Values of Ho are obtained from either Table or Figure 1.10.1 and day
lengths from Equation 1.6.11, each for the mean days of the month. The desired estimates
are obtained in the following table, which shows daily H in MJ/m2. (For comparison,
TMY3 data for Madison are shown, and in the last column estimates of Madison radiation
determined by using constants a and b for Blue Hill.)
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Month
Ho

(MJ/m2)

N

(h) n/N

Estimated H

(MJ/m2)

Measured H a

(MJ/m2)

Estimated H b

(MJ/m2)

January 13.36 9.2 0.49 6.3 6.9 6.2
February 18.80 10.3 0.55 9.2 9.7 9.3
March 26.01 11.7 0.59 13.0 13.1 13.4
April 33.75 13.2 0.57 16.6 16.9 17.0
May 39.39 14.5 0.63 20.2 21.0 21.0
June 41.74 15.2 0.67 22.0 23.4 23.1
July 40.52 14.0 0.66 21.2 22.2 22.2
August 35.88 13.8 0.73 19.6 19.6 20.9
September 28.77 12.3 0.70 15.5 14.5 16.4
October 20.89 19.8 0.67 11.0 9.7 11.6
November 14.61 9.5 0.44 6.6 6.2 6.4
December 11.90 8.8 0.44 5.4 5.6 5.3

aFrom TMY3 data.
bUsing constants for Blue Hill.

The agreement between measured and calculated radiation is reasonably good, even
though the constants a and b for Madison were derived from a different database from
the measured data. If we did not have constants for Madison and had to choose a
climate close to that of Madison, Blue Hill would be a reasonable choice. The estimated
averages using the Blue Hill constants are shown in the last column. The trends are
shown, but the agreement is not as good. This is the more typical situation in the use of
Equation 2.7.2. �

Data are also available on mean monthly cloud cover C, expressed as tenths of the sky
obscured by clouds. Empirical relationships have been derived to relate monthly average
daily radiation H to monthly average cloud cover C. These are usually of the form

H

Ho

= a′′ + b′′C (2.7.3)

Norris (1968) reviewed several attempts to develop such a correlation. Bennett (1965)
compared correlations of H/Ho with C, with n/N , and with a combination of the two
variables and found the best correlation to be with n/N , that is, Equation 2.7.2. Cloud
cover data are estimated visually, and there is not necessarily a direct relationship between
the presence of partial cloud cover and solar radiation at any particular time. Thus there
may not be as good a statistical relationship between H/Ho and C as there is between
H/Ho and n/N . Many surveys of solar radiation data (e.g., Bennett, 1965; Löf et al.,
1966a,b) have been based on correlations of radiation with sunshine hour data. However,
Paltridge and Proctor 1976 used cloud cover data to modify clear-sky data for Australia
and derived from the data monthly averages of Ho which are in good agreement with
measured average data.
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Table 2.7.2 Climatic Constants for Use in Equation 2.7.2

Sunshine Hours in
Percentage of Possible

Location Climatea Vegetationb Range Average a b

Albuquerque, NM BS-BW E 68–85 78 0.41 0.37
Atlanta, GA Cf M 45–71 59 0.38 0.26
Blue Hill, MA Df D 42–60 52 0.22 0.50
Brownsville, TX BS GDsp 47–80 62 0.35 0.31
Buenos Aires, Argentina Cf G 47–68 59 0.26 0.50
Charleston, SC Cf E 60–75 67 0.48 0.09
Darien, Manchuria Dw D 55–81 67 0.36 0.23
El Paso, TX BW Dsi 78–88 84 0.54 0.20
Ely, NV BW Bzi 61–89 77 0.54 0.18
Hamburg, Germany Cf D 11–49 36 0.22 0.57
Honolulu, HI Af G 57–77 65 0.14 0.73
Madison, WI Df M 40–72 58 0.30 0.34
Malange, Angola Aw-BS GD 41–84 58 0.34 0.34
Miami, FL Aw E-GD 56–71 65 0.42 0.22
Nice, France Cs SE 49–76 61 0.17 0.63
Poona, India Am S 25–49 37 0.30 0.51
Monsoon Dry 65–89 81 0.41 0.34

Kisangani, Zaire Af B 34–56 48 0.28 0.39
Tamanrasset, Algeria BW Dsp 76–88 83 0.30 0.43

aClimatic classification based on Trewartha’s map (1954, 1961), where climate types are:
Af Tropical forest climate, constantly moist; rainfall throughout the year
Am Tropical forest climate, monsoon rain; short dry season, but total rainfall sufficient to support rain

forest
Aw Tropical forest climate, dry season in winter
BS Steppe or semiarid climate
BW Desert or arid climate
Cf Mesothermal forest climate; constantly moist; rainfall throughout the year
Cs Mesothermal forest climate; dry season in winter
Df Microthermal snow forest climate; constantly moist; rainfall throughout the year
Dw Microthermal snow forest climate; dry season in winter

bVegetation classification based on Küchler’s map, where vegetation types are:
B Broadleaf evergreen trees

Bzi Broadleaf evergreen, shrub form, minimum height 3 ft, growth singly or in groups or patches
D Broadleaf deciduous trees

Dsi Broadleaf deciduous, shrub form, minimum height 3 ft, plants sufficiently far apart that they frequently
do not touch

Dsp Broadleaf deciduous, shrub form, minimum height 3 ft, growth singly or in groups or patches
E Needleleaf evergreen trees
G Grass and other herbaceous plants

GD Grass and other herbaceous plants; broadleaf deciduous trees
GDsp Grass and other herbaceous plants; broadleaf deciduous, shrub forms, minimum height 3 ft, growth

singly or in groups or patches
M Mixed broadleaf deciduous and needleleaf evergreen trees
S Semideciduous: broadleaf evergreen and broadleaf deciduous trees

SE Semideciduous: broadleaf evergreen and broadleaf deciduous trees: needleleaf evergreen trees
Note: These constants are based on radiation data available before 1966 and do not reflect improvements in

data processing and interpretation made since then. The results of estimations for U.S. stations will be
at variance with TMY2 data. It is recommended that these correlations be used only when there are no
radiation data available.
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2.8 ESTIMATION OF CLEAR-SKY RADIATION

The effects of the atmosphere in scattering and absorbing radiation are variable with time
as atmospheric conditions and air mass change. It is useful to define a standard ‘‘clear’’
sky and calculate the hourly and daily radiation which would be received on a horizontal
surface under these standard conditions.

Hottel (1976) has presented a method for estimating the beam radiation transmitted
through clear atmospheres which takes into account zenith angle and altitude for a standard
atmosphere and for four climate types. The atmospheric transmittance for beam radiation
τb is Gbn/Gon (or GbT/GoT ) and is given in the form

τb = a0 + a1 exp

( −k

cos θz

)
(2.8.1a)

The constants a0, a1, and k for the standard atmosphere with 23 km visibility are found
from a∗

0 , a
∗
1, and k∗, which are given for altitudes less than 2.5 km by

a∗
0 = 0.4237 − 0.00821(6 − A)2 (2.8.1b)

a∗
1 = 0.5055 + 0.00595(6.5 − A)2 (2.8.1c)

k∗ = 0.2711 + 0.01858(2.5 − A)2 (2.8.1d)

where A is the altitude of the observer in kilometers. (Hottel also gives equations for a∗
0 ,

a∗
1, and k∗ for a standard atmosphere with 5 km visibility.)

Correction factors are applied to a∗
0 , a

∗
1, and k∗ to allow for changes in climate types.

The correction factors r0 = a0/a
∗
0 , r1 = a1/a

∗
1, and rk = k/k∗ are given in Table 2.8.1.

Thus, the transmittance of this standard atmosphere for beam radiation can be determined
for any zenith angle and any altitude up to 2.5 km. The clear-sky beam normal radiation is
then

Gcnb = Gonτb (2.8.2)

where Gon is obtained from Equation 1.4.1. The clear-sky horizontal beam radiation is

Gcb = Gonτb cos θz (2.8.3)

For periods of an hour, the clear-sky horizontal beam radiation is

Icb = Ionτb cos θz (2.8.4)

Table 2.8.1 Correction Factors for Climate Typesa

Climate Type r0 r1 rk

Tropical 0.95 0.98 1.02
Midlatitude summer 0.97 0.99 1.02
Subarctic summer 0.99 0.99 1.01
Midlatitude winter 1.03 1.01 1.00

aFrom Hottel (1976).
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Example 2.8.1

Calculate the transmittance for beam radiation of the standard clear atmosphere at Madison
(altitude 270m) on August 22 at 11:30 AM solar time. Estimate the intensity of beam
radiation at that time and its component on a horizontal surface.

Solution

On August 22, n = 234, the declination is 11.4◦, and from Equation 1.6.5 the cosine of the
zenith angle is 0.846.

The next step is to find the coefficients for Equation 2.8.1. First, the values for
the standard atmosphere are obtained from Equations 2.8.1b to 2.8.1d for an altitude of
0.27 km:

a∗
0 = 0.4237 − 0.00821(6 − 0.27)2 = 0.154

a∗
1 = 0.5055 + 0.00595(6.5 − 0.27)2 = 0.736

k∗ = 0.2711 + 0.01858(2.5 − 0.27)2 = 0.363

The climate-type correction factors are obtained from Table 2.8.1 for midlatitude summer.
Equation 2.8.1a becomes

τb = 0.154 × 0.97 + 0.736 × 0.99 exp

(
−0.363 × 1.02

0.846

)
= 0.62

The extraterrestrial radiation is 1339 W/m2 from Equation 1.4.1. The beam radiation is
then

Gcnb = 1339 × 0.62 = 830 W/m2

The component on a horizontal plane is

Gcb = 830 × 0.846 = 702 W/m2

�

It is also necessary to estimate the clear-sky diffuse radiation on a horizontal surface to
get the total radiation. Liu and Jordan (1960) developed an empirical relationship between
the transmission coefficients for beam and diffuse radiation for clear days:

τd = Gd

Go

= 0.271 − 0.294τb (2.8.5)

where τd is Gd/Go (or Id/Io), the ratio of diffuse radiation to the extraterrestrial (beam)
radiation on the horizontal plane. The equation is based on data for three stations. The
data used by Liu and Jordan predated that used by Hottel (1976) and may not be
entirely consistent with it; until better information becomes available, it is suggested that
Equation 2.8.5 be used to estimate diffuse clear-sky radiation, which can be added to
the beam radiation predicted by Hottel’s method to obtain a clear hour’s total. These
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calculations can be repeated for each hour of the day, based on the midpoints of the hours,
to obtain a standard clear day’s radiation Hc.

Example 2.8.2

Estimate the standard clear-day radiation on a horizontal surface for Madison on
August 22.

Solution

For each hour, based on the midpoints of the hour, the transmittances of the atmosphere for
beam and diffuse radiation are estimated. The calculation of τb is illustrated for the hour
11 to 12 (i.e., at 11:30) in Example 2.8.1, and the beam radiation for a horizontal surface
for the hour is 2.53 MJ/m2 (702 W/m2 for the hour).

The calculation of τd is based on Equation 2.8.5:

τd = 0.271 − 0.294(0.62) = 0.089

Next Gon, calculated by Equation 1.4.1, is 1339 W/m2. Then Go is Gon cos θz so that

Gcd = 1339 × 0.846 × 0.089 = 101 W/m2

Then the diffuse radiation for the hour is 0.36 MJ/m2. The total radiation on a horizontal
plane for the hour is 2.53 + 0.36 = 2.89 MJ/m2. These calculations are repeated for each
hour of the day. The result is shown in the tabulation, where energy quantities are in
megajoules per square meter. The beam for the day Hcb is twice the sum of column
4, giving 19.0 MJ/m2. The day’s total radiation Hc is twice the sum of column 7, or
22.8 MJ/m2.

Icb

Hours τb Normal Horizontal τd Icd Ic

11–12, 12–1 0.620 2.99 2.52 0.089 0.36 2.89
10–11, 1–2 0.607 2.93 2.33 0.092 0.35 2.69
9–10, 2–3 0.580 2.79 1.97 0.100 0.34 2.31
8–9, 3–4 0.530 2.56 1.46 0.115 0.32 1.78
7–8, 4–5 0.444 2.14 0.88 0.140 0.28 1.15
6–7, 5–6 0.293 1.41 0.32 0.185 0.20 0.53
5–6, 6–7 0.150 0.72 0.03 0.227 0.05 0.07

�

A simpler method for estimating clear-sky radiation by hours is to use data for the
ASHRAE standard atmosphere. Farber andMorrison (1977) provide tables of beam normal
radiation and total radiation on a horizontal surface as a function of zenith angle. These are
plotted in Figure 2.8.1. For a given day, hour-by-hour estimates of I can be made, based
on midpoints of the hours.
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Figure 2.8.1 Total horizontal radiation and beam
normal radiation for the ASHRAE standard atmo-
sphere. Data from Farber and Morrison (1977).

This method estimates the ‘‘clear-sky’’ day’s radiation as 10% greater than the Hottel
and Liu and Jordan ‘‘standard’’-day method. The difference lies in the definition of a
standard (clear) day. While the ASHRAE data are easier to use, the Hottel and Liu and
Jordan method provides a means of taking into account climate type and altitude.

2.9 DISTRIBUTION OF CLEAR AND CLOUDY DAYS AND HOURS

The frequency of occurrence of periods of various radiation levels, for example, of good
and bad days, is of interest in two contexts. First, information on the frequency distribution
is the link between two kinds of correlations, that of the daily fraction of diffuse with
daily radiation and that of the monthly average fraction of diffuse with monthly average
radiation. Second, later in this chapter the concept of utilizability is developed; it depends
on these frequency distributions.

The monthly average clearness index KT is the ratio9 of monthly average daily
radiation on a horizontal surface to the monthly average daily extraterrestrial radiation. In
equation form,

KT = H

Ho

(2.9.1)

We can also define a daily clearness index KT as the ratio of a particular day’s radiation to
the extraterrestrial radiation for that day. In equation form,

KT = H

Ho

(2.9.2)

9These ratios were originally referred to by Liu and Jordan (1960) as cloudiness indexes. As their values approach
unity with increasing atmospheric clearness, they are also referred to as clearness indexes, the terminology used
here.
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Figure 2.9.1 An example of the frequency of
occurrence of days with various clearness indexes
and cumulative frequency of occurrence of those
days.

An hourly clearness index kT can also be defined:

kT = I

Io

(2.9.3)

The data H , H , and I are from measurements of total solar radiation on a horizontal
surface, that is, the commonly available pyranometer measurements. Values of Ho, Ho,

and Io can be calculated by the methods of Section 1.10.
If for locations with a particular value of KT the frequency of occurrence of days

with various values of KT is plotted as a function of KT , the resulting distribution could
appear like the solid curve of Figure 2.9.1. The shape of this curve depends on the average
clearness index KT . For intermediate KT values, days with very low KT or very high KT

occur relatively infrequently, and most of the days have KT values intermediate between
the extremes. If KT is high, the distribution must be skewed toward high KT values, and
if it is low, the curve must be skewed toward low KT values. The distribution can be
bimodal, as shown by Ibáñez et al. (2003).

The data used to construct the frequency distribution curve of Figure 2.9.1 can also be
plotted as a cumulative distribution, that is, as the fraction f of the days that are less clear
than KT versus KT . In practice, following the precedent of Whillier (1956), the plots are
usually shown as KT versus f . The result is shown as the dashed line in Figure 2.9.1.

Liu and Jordan (1960) found that the cumulative distribution curves are very nearly
identical for locations having the same values of KT , even though the locations varied
widely in latitude and elevation. On the basis of this information, they developed a
set of generalized distribution curves of KT versus f which are functions of KT , the
monthly clearness index. These are shown in Figure 2.9.2. The coordinates of the curves
are given in Table 2.9.1. Thus if a location has a KT of 0.6, 19% of the days will
have KT ≤ 0.40.10

10Recent research indicates that there may be some seasonal dependence of these distributions in some
locations.
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Figure 2.9.2 Generalized distribution of days with various values of KT as a function of KT .

Table 2.9.1 Coordinates of Liu and Jordan Generalized Monthly KT Cumulative Distribution
Curves

Value of f (KT )

KT KT = 0.3 KT = 0.4 KT = 0.5 KT = 0.6 KT = 0.7

0.04 0.073 0.015 0.001 0.000 0.000
0.08 0.162 0.070 0.023 0.008 0.000
0.12 0.245 0.129 0.045 0.021 0.007
0.16 0.299 0.190 0.082 0.039 0.007
0.20 0.395 0.249 0.121 0.053 0.007
0.24 0.496 0.298 0.160 0.076 0.007
0.28 0.513 0.346 0.194 0.101 0.013
0.32 0.579 0.379 0.234 0.126 0.013
0.36 0.628 0.438 0.277 0.152 0.027
0.40 0.687 0.493 0.323 0.191 0.034
0.44 0.748 0.545 0.358 0.235 0.047
0.48 0.793 0.601 0.400 0.269 0.054
0.52 0.824 0.654 0.460 0.310 0.081
0.56 0.861 0.719 0.509 0.360 0.128
0.60 0.904 0.760 0.614 0.410 0.161
0.64 0.936 0.827 0.703 0.467 0.228
0.68 0.953 0.888 0.792 0.538 0.295
0.72 0.967 0.931 0.873 0.648 0.517
0.76 0.979 0.967 0.945 0.758 0.678
0.80 0.986 0.981 0.980 0.884 0.859
0.84 0.993 0.997 0.993 0.945 0.940
0.88 0.995 0.999 1.000 0.985 0.980
0.92 0.998 0.999 — 0.996 1.000
0.96 0.998 1.000 — 0.999 —
1.00 1.000 — — 1.000 —
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Bendt et al. (1981) have developed equations to represent the Liu and Jordan
(1960) distributions based on 20 years of data from 90 locations in the United States.
The correlation represents the Liu and Jordan curves very well for values of f (KT )

less than 0.9; above 0.9 the correlations overpredict the frequency for given values of the
clearness index. The Bendt et al. (1981) equations are

f (KT ) = exp(γKT,min) − exp(γKT )

exp(γKT,min) − exp(γKT,max)
(2.9.4)

where γ is determined from the equation

KT = (KT,min − 1/γ ) exp(γKT,min) − (KT,max − 1/γ ) exp(γKT,max)

exp(γKT,min) − exp(γKT,max)
(2.9.5)

Solving for γ in this equation is not convenient, and Herzog (1985) gives an explicit
equation for γ from a curve fit:

γ = −1.498 + 1.184ξ − 27.182 exp(−1.5ξ)

KT,max − KT,min
(2.9.6a)

and

ξ = KT,max − KT,min

KT,max − KT

(2.9.6b)

A value of KT,min of 0.05 was recommended by Bendt et al. (1981) and Hollands and
Huget (1983) recommend that KT,max be estimated from

KT,max = 0.6313 + 0.267KT − 11.9(KT − 0.75)8 (2.9.6c)

The universality of the Liu and Jordan (1960) distributions has been questioned,
particularly as applied to tropical climates. Saunier et al. (1987) propose an alternative
expression for the distributions for tropical climates. A brief review of papers on the
distributions is included in Knight et al. (1991).

Similar distribution functions have been developed for hourly radiation. Whillier
(1953) observed that when the hourly and daily curves for a location are plotted, the
curves are very similar. Thus the distribution curves of daily occurrences of KT can also
be applied to hourly clearness indexes. The ordinate in Figure 2.9.2 can be replaced by kT

and the curves will approximate the cumulative distribution of hourly clearness. Thus for
a climate with KT = 0.4, 0.493 of the hours will have kT ≤ 0.40.

2.10 BEAM AND DIFFUSE COMPONENTS OF HOURLY RADIATION

In this and the following two sections we review methods for estimation of the fractions
of total horizontal radiation that are diffuse and beam. The questions of the best methods
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Figure 2.10.1 A sample of diffuse fraction versus clearness index data from Cape Canaveral, FL.
Adapted from Reindl (1988).

for doing these calculations are not fully settled. A broader database and improved
understanding of the data will probably lead to improved methods. In each section we
review methods that have been published and then suggest one for use. The suggested
correlations are in substantial agreement with other correlations, and the set is mutually
consistent.

The split of total solar radiation on a horizontal surface into its diffuse and beam
components is of interest in two contexts. First, methods for calculating total radiation on
surfaces of other orientation from data on a horizontal surface require separate treatments
of beam and diffuse radiation (see Section 2.15). Second, estimates of the long-time
performance of most concentrating collectors must be based on estimates of availability of
beam radiation. The present methods for estimating the distribution are based on studies
of available measured data; they are adequate for the first purpose but less than adequate
for the second.

The usual approach is to correlate Id/I, the fraction of the hourly radiation on a
horizontal plane which is diffuse, with kT , the hourly clearness index. Figure 2.10.1
shows a plot of diffuse fraction Id/I versus kT for Cape Canaveral, Florida. In order
to obtain Id/I -versus-kT correlations, data from many locations similar to that shown in
Figure 2.10.1 are divided into ‘‘bins,’’ or ranges of values of kT , and the data in each bin
are averaged to obtain a point on the plot. A set of these points then is the basis of the
correlation. Within each of the bins there is a distribution of points; a kT of 0.5 may be
produced by skies with thin cloud cover, resulting in a high diffuse fraction, or by skies
that are clear for part of the hour and heavily clouded for part of the hour, leading to a low
diffuse fraction. Thus the correlation may not represent a particular hour very closely, but
over a large number of hours it adequately represents the diffuse fraction.

Orgill and Hollands (1977) have used data of this type from Canadian stations, Erbs
et al. (1982) have used data from four U.S. and one Australian station, and Reindl et al.
(1990a) have used an independent data set from the United States and Europe. The three
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Figure 2.10.2 The ratio Id/I as function of hourly clearness index kT showing the Orgill and
Hollands (1977), Erbs et al. (1982), and Reindl et al. (1990a) correlations.

Figure 2.10.3 The ratio Id/I as a function of hourly clearness index kT . From Erbs et al. (1982).

correlations are shown in Figure 2.10.2. They are essentially identical, although they were
derived from three separate databases. The Erbs et al. correlation (Figure 2.10.3) is11

Id

I
=



1.0 − 0.09kT for kT ≤ 0.22

0.9511 − 0.1604kT + 4.388k2T
−16.638k3T + 12.336k4T

for 0.22 < kT ≤ 0.80

0.165 for kT > 0.8

(2.10.1)

11The Orgill and Hollands correlation has been widely used, produces results that are for practical purposes the
same as those of Erbs et al., and is represented by the following equations:

Id

I
=



1.0 − 0.249kT for 0 ≤ kT ≤ 0.35

1.557 − 1.84kT for 0.35 < kT < 0.75

0.177 for kT > 0.75
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For values of kT greater than 0.8, there are very few data. Some of the data that are
available show increasing diffuse fraction as kT increases above 0.8. This apparent rise
in the diffuse fraction is probably due to reflection of radiation from clouds during times
when the sun is unobscured but when there are clouds near the path from the sun to the
observer. The use of a diffuse fraction of 0.165 is recommended in this region.

In a related approach described by Boes (1975), values of Id/I from correlations are
modified by a restricted random number that adds a statistical variation to the correlation.

2.11 BEAM AND DIFFUSE COMPONENTS OF DAILY RADIATION

Studies of available daily radiation data have shown that the average fraction which is
diffuse,Hd/H , is a function ofKT , the day’s clearness index. The original correlation of Liu
and Jordan (1960) is shown in Figure 2.11.1; the data were for Blue Hill, Massachusetts.
Also shown on the graph are plots of data for Israel from Stanhill (1966), for New
Delhi from Choudhury (1963), for Canadian stations from Ruth and Chant (1976) and
Tuller (1976), for Highett (Melbourne), Australia, from Bannister (1969), and for four
U.S. stations from Collares-Pereira and Rabl (1979a). There is some disagreement, with
differences probably due in part to instrumental difficulties such as shading ring corrections
and possibly in part due to air mass and/or seasonal effects. The correlation by Erbs (based
on the same data set as is Figure 2.10.2) is shown in Figure 2.11.2. A seasonal dependence
is shown; the spring, summer, and fall data are essentially the same, while the winter data
show somewhat lower diffuse fractions for high values of KT . The season is indicated by

Figure 2.11.1 Correlations of daily diffuse fraction with daily clearness index. Adapted from Klein
and Duffie (1978).



78 Available Solar Radiation

Figure 2.11.2 Suggested correlation of daily diffuse fraction with KT . From Erbs et al. (1982).

the sunset hour angle ωs . Equations representing this set of correlations are as follows12:
For ωs ≤ 81.4◦

Hd

H
=

{
1.0 − 0.2727KT + 2.4495K2

T − 11.9514K3
T + 9.3879K4

T for KT < 0.715

0.143 for KT ≥ 0.715
(2.11.1a)

and for ωs > 81.4◦

Hd

H
=

{
1.0 + 0.2832KT − 2.5557K2

T + 0.8448K3
T for KT < 0.722

0.175 for KT ≥ 0.722
(2.11.1b)

Example 2.11.1

The day’s total radiation on a horizontal surface for St. Louis, Missouri (latitude 38.6◦),
on September 3 is 23.0 MJ/m2. Estimate the fraction and amount that is diffuse.

Solution

For September 3, the declination is 7◦. From Equation 1.6.10, the sunset hour angle is
95.6◦. From Equation 1.10.3, the day’s extraterrestrial radiation is 33.3 MJ/m2. Then

KT = H

Ho

= 23.0

33.3
= 0.69

12The Collares-Pereira and Rabl correlation is

Hd

H
=




0.99

1.188 − 2.272KT + 9.473K2
T

−21.865K3
T + 14.648K4

T

−0.54KT + 0.632

0.2

for KT ≤ 0.17

for 0.17 < KT < 0.75

for 0.75 < KT < 0.80

for KT ≥ 0.80
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From Figure 2.11.2 or Equation 2.11.1b, Hd/H = 0.26, so an estimated 26% of the day’s
radiation is diffuse. The day’s diffuse energy is 0.26 × 23.0 = 6.0 MJ/m2. �

2.12 BEAM AND DIFFUSE COMPONENTS OF MONTHLY RADIATION

Charts similar to Figures 2.11.1 and 2.11.2 have been derived to show the distribution
of monthly average daily radiation into its beam and diffuse components. In this case,
the monthly fraction that is diffuse, Hd/H , is plotted as a function of monthly average
clearness index, KT (= H/Ho). The data for these plots can be obtained from daily data
in either of two ways. First, monthly data can be plotted by summing the daily diffuse
and total radiation data. Second, as shown by Liu and Jordan (1960), a generalized daily
Hd/H -versus-KT curve can be used with a knowledge of the distribution of good and bad
days (the cumulative distribution curves of Figure 2.9.2) to develop the monthly average
relationships.

Figure 2.12.1 shows several correlations of Hd/H versus KT . The curves of Page
(1964) and Collares-Pereira and Rabl (1979a) are based on summations of daily total and
diffuse radiation. The original curve of Liu and Jordan (modified to correct for a small error
in Hd/H at low KT ) and those labeled Highett, Stanhill, Choudhury, Ruth and Chant, and
Tuller are based on daily correlations by the various authors (as in Figure 2.11.1) and on
the distribution of days with various KT as shown in Figure 2.9.2. The Collares-Pereira
and Rabl curve in Figure 2.12.1 is for their all-year correlation; they found a seasonal
dependence of the relationship which they expressed in terms of the sunset hour angle of the
mean day of the month. There is significant disagreement among the various correlations

Figure 2.12.1 Correlations of average diffuse fractions with average clearness index. Adapted from
Klein and Duffie (1978).
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Figure 2.12.2 Suggested correlation of Hd/H versus KT and ωs . Adapted form Erbs et al. (1982).

of Figure 2.12.1. Instrumental problems and atmospheric variables (air mass, season, or
other) may contribute to the differences.

Erbs et al. (1982) developed monthly average diffuse fraction correlations from the
daily diffuse correlations of Figure 2.11.2. As with the daily correlations, there is a seasonal
dependence; the winter curve lies below the other, indicating lower moisture and dust in
the winter sky with resulting lower fractions of diffuse. The dependence of Hd/H on
KT is shown for winter and for the other seasons in Figure 2.12.2. Equations for these
correlations are as follows13: For ωs ≤ 81.4◦ and 0.3 ≤ KT ≤ 0.8

Hd

H
= 1.391 − 3.560KT + 4.189K

2
T − 2.137K

3
T (2.12.1a)

and for ωs > 81.4◦ and 0.3 ≤ KT ≤ 0.8

Hd

H
= 1.311 − 3.022KT + 3.427K

2
T − 1.821K

3
T (2.12.1b)

Example 2.12.1

Estimate the fraction of the average June radiation on a horizontal surface that is diffuse in
Madison, Wisconsin.

Solution

From Appendix D, the June average daily radiation H for Madison is 23.0 MJ/m2. From
Equation 1.10.3, for June 11 (the mean day of the month, n = 162, from Table 1.6.1),
when the declination is 23.1◦, Ho = 41.8 MJ/m2. Thus KT = 23.0/41.8 = 0.55. From
Equation 1.6.10, ωs = 113.4◦. Then, using either Equation 2.12.1b or the upper curve from
Figure 2.12.2, Hd/H = 0.38. �

13The Collares-Pereira and Rabl correlation, with ωs in degrees, is

Hd

H
= 0.775 + 0.00606 (ωS − 90) − [0.505 + 0.00455(ωS − 90)] cos(115KT − 103)
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2.13 ESTIMATION OF HOURLY RADIATION FROM DAILY DATA

When hour-by-hour (or other short-time base) performance calculations for a system
are to be done, it may be necessary to start with daily data and estimate hourly values
from daily numbers. As with the estimation of diffuse from total radiation, this is not
an exact process. For example, daily total radiation values in the middle range between
clear-day and completely cloudy day values can arise from various circumstances, such
as intermittent heavy clouds, continuous light clouds, or heavy cloud cover for part of the
day. There is no way to determine these circumstances from the daily totals. However, the
methods presented here work best for clear days, and those are the days that produce most
of the output of solar processes (particularly those processes that operate at temperatures
significantly above ambient). Also, these methods tend to produce conservative estimates
of long-time process performance.

Statistical studies of the time distribution of total radiation on horizontal surfaces
through the day using monthly average data for a number of stations have led to
generalized charts of rt , the ratio of hourly total to daily total radiation, as a function of
day length and the hour in question:

rt = I

H
(2.13.1)

Figure 2.13.1 shows such a chart, adapted from Liu and Jordan (1960) and based on
Whillier (1956, 1965) and Hottel and Whillier (1958). The hours are designated by the
time for the midpoint of the hour, and days are assumed to be symmetrical about solar
noon. A curve for the hour centered at noon is also shown. Day length can be calculated
from Equation 1.6.11 or it can be estimated from Figure 1.6.3. Thus, knowing day length (a
function of latitude φ and declination δ) and daily total radiation, the hourly total radiation
for symmetrical days can be estimated.

A study of New Zealand data by Benseman and Cook (1969) indicates that the curves
of Figure 2.13.1 represent the New Zealand data in a satisfactory way. Iqbal (1979) used
Canadian data to further substantiate these relationships. The figure is based on long-term
averages and is intended for use in determining averages of hourly radiation. Whillier
(1956) recommends that it be used for individual days only if they are clear days. Benseman
and Cook (1969) suggest that it is adequate for individual days, with best results for clear
days and increasingly uncertain results as daily total radiation decreases.

The curves of Figure 2.13.1 are represented by the following equation from Collares-
Pereira and Rabl (1979a):

rt = π

24
(a + b cosω)

cosω − cosωs

sinωs − πωs

180
cosωs

(2.13.2a)

The coefficients a and b are given by

a = 0.409 + 0.5016 sin(ωs − 60) (2.13.2b)

b = 0.6609 − 0.4767 sin(ωs − 60) (2.13.2c)

In these equations ω is the hour angle in degrees for the time in question (i.e., the
midpoint of the hour for which the calculation is made) and ωs is the sunset hour angle.
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Figure 2.13.1 Relationship between hourly and daily total radiation on a horizontal surface as a
function of day length. Adapted form Liu and Jordan (1960).

Example 2.13.1

What is the fraction of the average January daily radiation that is received at Melbourne,
Australia, in the hour between 8:00 and 9:00?

Solution

For Melbourne, φ = −38◦. From Table 1.6.1 the mean day for January is the 17th. From
Equation 1.6.1 the declination is −20.9◦. From Equation 1.6.11 the day length is 14.3 h.
From Figure 2.13.1, using the curve for 3.5 h from solar noon, at a day length of 14.3 h,
approximately 7.8% of the day’s radiation will be in that hour. Or Equation 2.13.2 can be
used; with ωs = 107◦ and ω = −52.5◦, the result is rt = 0.076. �
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Example 2.13.2

The total radiation for Madison on August 23 was 31.4 MJ/m2. Estimate the radiation
received between 1 and 2 PM.

Solution

For August 23, δ = 11◦ and φ for Madison is 43◦. From Figure 1.6.3, sunset is at
6:45 PM and day length is 13.4 h. Then from Figure 2.13.1, at day length of 13.4 h and mean
of 1.5 h from solar noon, the ratio hourly total to daily total rt = 0.118. The estimated
radiation in the hour from 1 to 2 PM is then 3.7 MJ/m2. (The measured value for that hour
was 3.47 MJ/m2.) �

Figure 2.13.2 shows a related set of curves for rd , the ratio of hourly diffuse to daily
diffuse radiation, as a function of time and day length. In conjunction with Figure 2.11.2,
it can be used to estimate hourly averages of diffuse radiation if the average daily total
radiation is known:

rd = Id

Hd

(2.13.3)

These curves are based on the assumption that Id/Hd is the same as Io/Ho and are
represented by the following equation from Liu and Jordan (1960):

rd = π

24

cosω − cosωs

sinωs − πωs

180
cosωs

(2.13.4)

Example 2.13.3

From Appendix D, the average daily June total radiation on a horizontal plane in Madison
is 23.0 MJ/m2. Estimate the average diffuse, the average beam, and the average total
radiation for the hours 10 to 11 and 1 to 2.

Solution

The mean daily extraterrestrial radiation Ho for June for Madison is 41.7 MJ/m2 (from
Table 1.10.1 or Equation 1.10.3 with n = 162), ωs = 113◦, and the day length is 15.1 h
(from Equation 1.6.11). Then (as in Example 2.12.1), KT = 0.55. From Equation 2.12.1,
Hd/H = 0.38, and the average daily diffuse radiation is 0.38 × 23.0 = 8.74 MJ/m2.
Entering Figure 2.13.2 for an average day length of 15.1 h and for 1.5 h from solar noon, we
find rd = 0.102. (Or Equation 2.13.4 can be used with ω = 22.5◦ and ωs = 113◦ to obtain
rd = 0.102.) Thus the average diffuse for those hours is 0.102 × 8.74 = 0.89 MJ/m2.

From Figure 2.13.1 (or from Equations 2.13.1 and 2.13.2) from the curve for 1.5 h
from solar noon, for an average day length of 15.1 h, rt = 0.108 and average hourly total
radiation is 0.108 × 23.0 = 2.48 MJ/m2. The average beam radiation is the difference
between the total and diffuse, or 2.48 − 0.89 = 1.59 MJ/m2. �
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Figure 2.13.2 Relationship between hourly diffuse and daily diffuse radiation on a horizontal
surface as a function of day length. Adapted from Liu and Jordan (1960).

2.14 RADIATION ON SLOPED SURFACES

We turn next to the general problem of calculation of radiation on tilted surfaces when
only the total radiation on a horizontal surface is known. For this we need the directions
from which the beam and diffuse components reach the surface in question. Section 1.8
dealt with the geometric problem of the direction of beam radiation. The direction from
which diffuse radiation is received, that is, its distribution over the sky dome, is a function
of conditions of cloudiness and atmospheric clarity, which are highly variable. Some data
are available, for example, from Kondratyev (1969) and Coulson (1975). Figure 2.14.1,
from Coulson, shows profiles of diffuse radiation across the sky as a function of angular
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Figure 2.14.1 Relative intensity of solar radiation (at λ = 0.365 µm) as a function of elevation
angle in the principal plane that includes the sun, for Los Angeles, for clear sky and for smog.
Adapted from Coulson (1975).

elevation from the horizon in a plane that includes the sun. The data are for clear-sky and
smog conditions.

Clear-day data such as that in Figure 2.14.1 suggest a diffuse radiation model as being
composed of three parts. The first is an isotropic part, received uniformly from the entire
sky dome. The second is circumsolar diffuse, resulting from forward scattering of solar
radiation and concentrated in the part of the sky around the sun. The third, referred to as
horizon brightening, is concentrated near the horizon and is most pronounced in clear
skies. Figure 2.14.2 shows schematically these three parts of the diffuse radiation.

The angular distribution of diffuse is to some degree a function of the reflectance ρg

(the albedo) of the ground. A high reflectance (such as that of fresh snow, with ρg ∼ 0.7)
results in reflection of solar radiation back to the sky, which in turn may be scattered to
account for horizon brightening.

Sky models, in the context used here, are mathematical representations of the diffuse
radiation. When beam and reflected radiation are added, they provide the means of
calculating radiation on a tilted surface from measurements on the horizontal. Many sky
models have been devised. A review of some of them is provided by Hay and McKay
(1985). Since 1985, others have been developed. For purposes of this book, three of the
most useful of these models are presented: the isotropic model in Section 2.15 and two
anisotropic models in Section 2.16. The differences among them are in the way they treat
the three parts of the diffuse radiation.
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Figure 2.14.2 Schematic of the distribution of diffuse radiation over the sky dome showing the
circumsolar and horizon brightening components added to the isotropic component. Adapted from
Perez et al. (1988).

It is necessary to know or to be able to estimate the solar radiation incident on tilted
surfaces such as solar collectors, windows, or other passive system receivers. The incident
solar radiation is the sum of a set of radiation streams including beam radiation, the three
components of diffuse radiation from the sky, and radiation reflected from the various
surfaces ‘‘seen’’ by the tilted surface. The total incident radiation on this surface can be
written as14

IT = IT ,b + IT ,d,iso + IT ,d,cs + IT ,d,hz + IT ,refl (2.14.1)

where the subscripts iso, cs, hz, and refl refer to the isotropic, circumsolar, horizon, and
reflected radiation streams.

For a surface (a collector) of area Ac, the total incident radiation can be expressed in
terms of the beam and diffuse radiation on the horizontal surface and the total radiation on
the surfaces that reflect to the tilted surface. The terms in Equation 2.14.1 become

AcIT = IbRbAc + Id,isoAsFs−c + Id,csRbAc + Id,hzAhzFhz−c

+
∑

i

IiρiAiFi−c (2.14.2)

The first term is the beam contribution. The second is the isotropic diffuse term, which
includes the product of sky area As (an undefined area) and the radiation view factor from
the sky to the collector Fs−c. The third is the circumsolar diffuse, which is treated as
coming from the same direction as the beam. The fourth term is the contribution of the
diffuse from the horizon from a band with another undefined area Ahz. The fifth term is the
set of reflected radiation streams from the buildings, fields, and so on, to which the tilted
surface is exposed. The symbol i refers to each of the reflected streams: Ii is the solar
radiation incident on the ith surface, ρi is the diffuse reflectance of that surface, and Fi−c

is the view factor from the ith surface to the tilted surface. It is assumed that the reflecting
surfaces are diffuse reflectors; specular reflectors require a different treatment.

14This and following equations are written in terms of I for an hour. They could also be written in terms of G,
the irradiance.
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In general, it is not possible to calculate the reflected energy term in detail, to account
for buildings, trees, and so on, the changing solar radiation incident on them, and their
changing reflectances. Standard practice is to assume that there is one surface, a horizontal,
diffusely reflecting ground, large in extent, contributing to this term. In this case, Ii is
simply I and ρi becomes ρg , a composite ‘‘ground’’ reflectance.

Equation 2.14.2 can be rewritten in a useful form by interchanging areas and view
factors (since the view factor reciprocity relation requires that, e.g., AsFs−c = AcFc−s).
This eliminates the undefined areas As and Ahz. The area Ac appears in each term in the
equation and cancels. The result is an equation that gives IT in terms of parameters that
can be determined either theoretically or empirically:

IT = IbRb + Id,isoFc−s + Id,csRb + Id,hzFc−hz + IρgFc−g (2.14.3)

This equation, with variations, is the basis for methods of calculating IT that are presented
in the following sections.

When IT has been determined, the ratio of total radiation on the tilted surface to that
on the horizontal surface can be determined. By definition,

R = total radiation on tilted surfaced

total radiation on horizontal surface
= IT

I
(2.14.4)

Many models have been developed, of varying complexity, as the basis for calculating
IT . The differences are largely in the way that the diffuse terms are treated. The simplest
model is based on the assumptions that the beam radiation predominates (when it matters)
and that the diffuse (and ground-reflected radiation) is effectively concentrated in the area
of the sun. Then R = Rb and all radiation is treated as beam. This leads to substantial
overestimation of IT , and the procedure is not recommended. Preferred methods are given
in the following two sections and are based on various assumptions about the directional
distribution of the diffuse radiation incident on the tilted surface.

For most hours the calculation of Rb in Equation 2.14.3 is straightforward, as shown
in Section 1.8. However, problems can arise in calculating radiation on a tilted surface at
times near sunrise and sunset. For example, solar radiation data may be recorded before
sunrise or after sunset due to reflection from clouds and/or by refraction of the atmosphere.
The usual practice is to either discard such measurements or treat the radiation as all diffuse
as the impact on solar system performance is negligible. The time scale of most detailed
radiation data is hourly where the reported value is the integrated energy over the previous
hour; that is, the radiation for the hour 4 PM is the integrated radiation from 3 PM to 4 PM.
Estimates of tilted surface radiation typically use the midpoint of the previous hour for
all calculations. However, this practice can cause problems if the hour contains the actual
sunrise or sunset.15

Consider the case when sunrise (or sunset) occurs at the midpoint of the hour; the
cosine of the zenith angle is zero and Rb (Equation 1.8.1) evaluated at the midpoint of

15Sunrise or sunset on a surface that does not correspond to actual sunrise or sunset does not cause problems
because the zenith angle is not 90◦ and therefore Rb does not approach infinity. And, since the incidence angles
are large during this hour, ignoring the self-shading during part of the hour will not result in significant errors.
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the hour is infinite. Under these circumstances the recorded radiation is not zero so the
estimated beam radiation on the tilted surface can be very large. Arbitrarily limiting Rb to
some value may not be the best general approach as large values of Rb do occur even at
midday at high-latitude regions during the winter. The best approach is to extend Equation
1.8.1 from an instantaneous equation to one integrated over a time period ω1 to ω2. The
instantaneous beam radiation incident on a tilted surface is τbGoRb and the instantaneous
beam radiation on a horizontal surface is τbGo. These expressions cannot be integrated due
to the unknown dependence of τb on ω, but if τb is assumed to be a constant (a reasonable
assumption), the average Rb is given by

Rb,ave =

∫ ω2

ω1

τbGoRb dω∫ ω2

ω1

τbGo dω
≈

∫ ω2

ω1

GoRb dω∫ ω2

ω1

Go dω
=

∫ ω2

ω1

cos θ dω∫ ω2

ω1

cos θz dω
(2.14.5)

It is clear that when ω1 and ω2 represent two adjacent hours in a day away from sunrise or
sunset Rb,ave ≈ Rb. However, when either ω1 or ω2 represent sunrise or sunset Rb changes
rapidly and integration is needed:

Rb,ave = a

b
(2.14.6)

where

a = (sin δ sinφ cosβ − sin δ cosφ sinβ cos γ ) × 1
180 (ω2 − ω1)π

+ (cos δ cosφ cosβ + cos δ sinφ sinβ cos γ ) × (sinω2 − sinω1)

− (cos δ sinβ sin γ ) × (cosω2 − cosω1)

and

b = (cosφ cos δ) × (sinω2 − sinω1) + (sinφ sin δ) × 1
180 (ω2 − ω1)π.

Example 2.14.1

On March 4 at a latitude of 45◦ and a surface slope of 60◦ determine Rb at 6:30 AM and
Rb,ave for the hour 6 to 7 AM.

Solution

From Equation 1.6.1 the declination is −7.15◦. The cosine of the incidence angle at 6:30
AM is found from Equation 1.6.7a with ω = −82.5◦,

cos θ = cos(45 − 60) cos(−7.15) cos(−82.5) + sin(45 − 60) sin(−7.15) = 0.157

and the cosine of the zenith angle is found from Equation 1.6.5,

cos θz = cos(45) cos(−7.15) cos(82.5) + sin(45) sin(−7.15) = 0.004
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so that Rb = cos θ/ cos θz = 0.157/0.004 = 39.3, a value that is much too high. If there
is any significant beam radiation (measured or estimated), then multiplying it by 39.3 will
probably produce a value that exceeds the solar constant. Clearly this is a situation to be
avoided.

From Equation 1.6.10 sunrise occurs at −82.79◦/15 deg/h = 5.52 h before noon, or
6:29 AM. Consequently ω1 = −82.79◦ and ω2 − 75.0◦ for use in Equation 2.14.6:

a = [sin(−7.15) sin 45 cos 60 − sin(−7.15) cos 45 sin 60 cos 0]

× 1
180 [(−75) − (−82.79)]π

+ [cos(−7.15) cos 45 cos 60 + cos(−7.15) sin 45 sin 60 cos 0]

× [sin(−75) − sin(−82.79)]

− {cos(−7.15) sin 60 sin 0) × [cos(−75) − cos(−82.79)} = 0.0295

b = [cos 45 cos(−7.15)] × [sin(−75) − sin(−82.79)]

+ [sin 45 sin(−7.15)] × 1
180 [(−75) − (−82.79)]π = 0.00639

Therefore Rb,ave = 0.0295/0.00639 = 4.62, a much more reasonable value. An alternative
is to neglect the hours that contain sunrise or sunset. �

2.15 RADIATION ON SLOPED SURFACES: ISOTROPIC SKY

It can be assumed [as suggested by Hottel and Woertz (1942)] that the combination of
diffuse and ground-reflected radiation is isotropic. With this assumption, the sum of the
diffuse from the sky and the ground-reflected radiation on the tilted surface is the same
regardless of orientation, and the total radiation on the tilted surface is the sum of the beam
contribution calculated as IbRb and the diffuse on a horizontal surface, Id . This represents
an improvement over the assumption that all radiation can be treated as beam, but better
methods are available.

An improvement on this model, the isotropic diffuse model, was derived by Liu
and Jordan (1963). The radiation on the tilted surface was considered to include three
components: beam, isotropic diffuse, and solar radiation diffusely reflected from the
ground. The third and fourth terms in Equation 2.14.3 are taken as zero as all diffuse
radiation is assumed to be isotropic. A surface tilted at slope β from the horizontal has a
view factor to the sky Fc−s = (1 + cosβ)/2. (If the diffuse radiation is isotropic, this is
alsoRd , the ratio of diffuse on the tilted surface to that on the horizontal surface.) The tilted
surface has a view factor to the ground Fc−g = (1 − cosβ)/2, and if the surroundings
have a diffuse reflectance of ρg for the total solar radiation, the reflected radiation from the
surroundings on the surface will be Iρg(1 − cosβ)/2. Thus Equation 2.14.3 is modified
to give the total solar radiation on the tilted surface for an hour as the sum of three terms:

IT = IbRb + Id

(
1 + cosβ

2

)
+ Iρg

(
1 − cosβ

2

)
(2.15.1)
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and by the definition of R,

R = Ib

I
Rb + Id

I

(
1 + cosβ

2

)
+ ρg

(
1 − cosβ

2

)
(2.15.2)

Example 2.15.1

Using the isotropic diffuse model, estimate the beam, diffuse, and ground-reflected
components of solar radiation and the total radiation on a surface sloped 60◦ toward the
south at a latitude of 40◦ N for the hour 9 to 10 AM on February 20. Here I = 1.04 MJ/m2

and ρg = 0.60.

Solution

For this hour, Io = 2.34 MJ/m2, so kT = 1.04/2.34 = 0.445. From the Erbs correlation
(Equation 2.10.1) Id/I = 0.766. Thus

Id = 0.766 × 1.04 = 0.796 MJ/m2

Ib = 0.234 × 1.04 = 0.244 MJ/m2

The hour angle ω for the midpoint of the hour is −37.5◦. The declination δ = −11.6◦.
Then for this south-facing surface

Rb = cos(40 − 60) cos(−11.6) cos(−37.5) + sin(40 − 60) sin(−11.6)

cos(40) cos(−11.6) cos(−37.5) + sin(40) sin(−11.6)

= 0.799

0.466
= 1.71

Equation 2.15.1 gives the three radiation streams and the total:

IT = 0.244 × 1.71 + 0.796

(
1 + cos 60

2

)
+ 1.04 × 0.60

(
1 − cos 60

2

)

= 0.417 + 0.597 + 0.156 = 1.17 MJ/m2

Thus the beam contribution is 0.417 MJ/m2, the diffuse is 0.597 MJ/m2, and the ground
reflected is 0.156 MJ/m2. The total radiation on the surface for the hour is 1.17 MJ/m2.
There are uncertainties in these numbers, and while they are carried to 0.001 MJ in
intermediate steps for purposes of comparing sky models, they are certainly no better than
0.01. �

This example is for a surface with a surface azimuth angle of zero. The model (Equation
2.5.1) is applicable for surfaces of any orientation, provided the correct relationship for Rb

is used.
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2.16 RADIATION ON SLOPED SURFACES: ANISOTROPIC SKY

The isotropic diffuse model (Equation 2.15.1) is easy to understand, is conservative
(i.e., it tends to underestimate IT ), and makes calculation of radiation on tilted surfaces
easy. However, improved models have been developed which take into account the
circumsolar diffuse and/or horizon- brightening components on a tilted surface that are
shown schematically in Figure 2.16.1. Hay and Davies (1980) estimate the fraction of
the diffuse that is circumsolar and consider it to be all from the same direction as the
beam radiation; they do not treat horizon brightening. Reindl et al. (1990b) add a horizon-
brightening term to the Hay and Davies model, as proposed by Klucher (1979), giving a
model to be referred to as the HDKR model. Skartveit and Olseth (1986, 1987) and Olseth
and Skartiveiz (1987) develop methods for estimating the beam and diffuse distribution
and radiation on sloped surfaces starting with monthly average radiation. Perez et al. (1987,
1988, 1990) treat both circumsolar diffuse and horizon brightening in some detail in a
series of models. Neumann et al. (2002) propose a model for circumsolar radiation that
is of particular importance in predicting the performance of concentrating systems where
the angular distribution of energy near the sun’s disc is important. The circumsolar ratio
(CSR; defined as the ratio of the energy in the solar aureole to the energy in the solar disc
plus the solar aureole) is used as a parameter to describe different atmospheric conditions.

The Hay-and-Davies model is based on the assumption that all of the diffuse can be
represented by two parts, the isotropic and the circumsolar. Thus all but the fourth term in
Equation 2.14.3 are used. The diffuse radiation on a tilted collector is written as

Id,T = IT ,d,iso + IT ,d,cs (2.16.1)

and

Id,T = Id

[(
1 − Ai

) (
1 + cosβ

2

)
+ AiRb

]
(2.16.2)

Figure 2.16.1 Beam, diffuse, and ground-reflected radiation on a tilted surface.
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whereAi is an anisotropy indexwhich is a function of the transmittance of the atmosphere
for beam radiation,

Ai = Ibn

Ion
= Ib

Io

(2.16.3)

The anisotropy index determines a portion of the horizontal diffuse which is to be
treated as forward scattered; it is considered to be incident at the same angle as the beam
radiation. The balance of the diffuse is assumed to be isotropic. Under clear conditions,
the Ai will be high, and most of the diffuse will be assumed to be forward scattered. When
there is no beam, Ai will be zero, the calculated diffuse is completely isotropic, and the
model becomes the same as Equation 2.15.1.

The total radiation on a tilted surface is then

IT = (Ib + IdAi)Rb + Id (1 − Ai)

(
1 + cosβ

2

)
+ Iρg

(
1 − cosβ

2

)
(2.16.4)

The Hay-and-Davies method for calculating IT is not much more complex than
the isotropic model and leads to slightly higher16 estimates of radiation on the tilted
surface. Reindl et al. (1990a) and others indicate that the results obtained with this
model are an improvement over the isotropic model. However, it does not account for
horizon brightening. Temps and Coulson (1977) account for horizon brightening on clear
days by applying a correction factor of 1 + sin3(β/2) to the isotropic diffuse. Klucher
(1979) modified this correction factor by a modulating factor f so that it has the form
1 + f sin3(β/2) to account for cloudiness.

Reindl et al. (1990b) have modified the Hay-and-Davies model by the addition of a
term like that of Klucher. The diffuse on the tilted surface is

Id,T = Id

{(
1 − Ai

) (
1 + cosβ

2

) [
1 + f sin3

(
β

2

)]
+ AiRb

}
(2.16.5)

where Ai is as defined by Equation 2.16.3 and

f =
√

Ib

I
(2.16.6)

When the beam and ground-reflected terms are added, the HDKR model (the Hay, Davies,
Klucher, Reindl model) results. The total radiation on the tilted surface is then

IT = (Ib + IdAi)Rb + Id (1 − Ai)

(
1 + cosβ

2

) [
1 + f sin3

(
β

2

)]

+ Iρg

(
1 − cosβ

2

)
(2.16.7)

16Recalculation of Example 2.15.1 with Equation 2.16.4 leads to IT = 1.26 MJ/m2, about 7% higher than the
isotropic assumption.
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Example 2.16.1

Do Example 2.15.1 using the HDKR model.

Solution

From Example 2.15.1, I = 1.04 MJ/m2, Ib = 0.224 MJ/m2, Id = 0.796 MJ/m2, Io =
2.34 MJ/m2, and Rb = 1.71. From Equation 2.16.3,

Ai = 0.244

2.34
= 0.104

The modulating factor f , from Equation 2.16.6, is

f =
√
0.244

1.04
= 0.484

Then from Equation 2.16.7,

IT = (0.244 + 0.796 × 0.104)1.71

+ 0.796 (1 − 0.104)

(
1 + cos 60

2

)
(1 + 0.484 sin330)

+ 1.04 × 0.60

(
1 − cos 60

2

)

= 0.559 + 0.567 + 0.156 = 1.28 MJ/m2

In this example, the correction factor to the diffuse to account for horizon brightening is
1.06, and the total estimated radiation on the tilted surface is 9% more than that estimated
by the isotropic model.17 �

The Perez et al. (1990) model is based on a more detailed analysis of the three diffuse
components. The diffuse on the tilted surface is given by

Id,T = Id

[(
1 − F1

) (
1 + cosβ

2

)
+ F1

a

b
+ F2 sinβ

]
(2.16.8)

where F1 and F2 are circumsolar and horizon brightness coefficients and a and b are terms
that account for the angles of incidence of the cone of circumsolar radiation (Figure 2.16.1)
on the tilted and horizontal surfaces. The circumsolar radiation is considered to be from a
point source at the sun. The terms a and b are given as

a = max(0, cos θ), b = max(cos 85, cos θz) (2.16.9)

17In Chapter 5 we will multiply each of the radiation streams by transmittance and absorptance factors which
are functions of the angle of incidence of those streams on collectors. Thus it is generally necessary to calculate
each stream independently. The differences among the various models may become more significant when these
factors are applied.
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With these definitions, a/b becomes Rb for most hours when collectors will have useful
outputs.

The brightness coefficients F1 and F2 are functions of three parameters that describe
the sky conditions, the zenith angle θz, a clearness ε, and a brightness �, where ε is a
function of the hour’s diffuse radiation Id and normal incidence beam radiation Ib,n. The
clearness parameter is given by

ε =
Id + Ib,n

Id

+ 5.535 × 10−6 θ3
z

1 + 5.535 × 10−6 θ3
z

(2.16.10)

where θz is in degrees and the brightness parameter is

� = m
Id

Ion
(2.16.11)

where m is the air mass (Equation 1.5.1) and Ion is the extraterrestrial normal-incidence
radiation (Equation 1.4.1), written in terms of I. Thus these parameters are all calculated
from data on total and diffuse radiation (i.e., the data that are used in the computation
of IT ).

The brightness coefficients F1 and F2 are functions of statistically derived coefficients
for ranges of values of ε; a recommended set of these coefficients is shown in Table 2.16.1.
The equations for calculating F1 and F2 are

F1 = max

[
0,

(
f11 + f12� + πθz

180
f13

)]
(2.16.12)

F2 =
(

f21 + f22� + πθz

180
f23

)
(2.16.13)

This set of equations allows calculation of the three diffuse components on the tilted
surface. It remains to add the beam and ground-reflected contributions. The total radiation
on the tilted surface includes five terms: the beam, the isotropic diffuse, the circumsolar

Table 2.16.1 Brightness Coefficients for Perez Anisotropic Skya

Range of ε f11 f12 f13 f21 f22 f23

1.000–1.065 −0.008 0.588 −0.062 −0.060 0.072 −0.022
1.065–1.230 0.130 0.683 −0.151 −0.019 0.066 −0.029
1.230–1.500 0.330 0.487 −0.221 0.055 −0.064 −0.026
1.500–1.950 0.568 0.187 −0.295 0.109 −0.152 0.014
1.950–2.800 0.873 −0.392 −0.362 0.226 −0.462 0.001
2.800–4.500 1.132 −1.237 −0.412 0.288 −0.823 0.056
4.500–6.200 1.060 −1.600 −0.359 0.264 −1.127 0.131
6.200–∞ 0.678 −0.327 −0.250 0.156 −1.377 0.251

aFrom Perez et al. (1990).



2.16 Radiation on Sloped Surfaces: Anisotropic Sky 95

diffuse, the diffuse from the horizon, and the ground-reflected term (which parallel the
terms in Equation 2.14.3):

IT = IbRb + Id (1 − F1)

(
1 + cosβ

2

)
+ IdF1

a

b

+ IdF2 sinβ + Iρg

(
1 − cosβ

2

)
(2.16.14)

Equations 2.16.8 through 2.16.14, with Table 2.16.1, constitute a working version of the
Perez model. Its use is illustrated in the following example.

Example 2.16.2

Do Example 2.15.1 using the Perez method.

Solution

From Example 2.15.1, Io = 2.34 MJ/m2, I = 1.04 MJ/m2, Ib = 0.244 MJ/m2, Id =
0.796 MJ/m2, cos θ = 0.799, θ = 37.0◦, cos θz = 0.466, θz = 62.2◦, and Rb = 1.71.

To use Equation 2.16.14, we need a, b, ε, and � in addition to the quantities already
calculated:

a = max[0, cos 37.0] = 0.799

b = max[cos 85, cos 62.2] = 0.466

a

b
= 0.799/0.466 = 1.71 (the same as Rb in Example 2.15.1)

Next calculate �. The air mass m, from Equation 1.5.1, is

m = 1

cos 62.2
= 1

0.466
= 2.144

We also need Ion. Use Equation 1.4.1 with n = 51,

Ion = 4.92(1 + 0.033 cos(360 × 51/365)) = 5.025

From the defining equation for � (Equation 2.16.11),

� = 0.796 × 2.144

5.025
= 0.340

We next calculate ε from Equation 2.16.10. Thus Ib,n = Ib/ cos θz = 0.244 cos 62.2 =
0.523 MJ/m2, and

ε =
0.787 + 0.523

0.787
+ 5.535 × 10−6(62.23)

1 + 5.535 × 10−6(62.23)
= 1.29
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With this we can go to the table of coefficients needed in the calculation of F1 and F2.
These are, for the third ε range,

f11 = 0.330, f12 = 0.487, f13 = −0.221

f21 = 0.055, f22 = −0.064, f23 = −0.026

So

F1 = max

[
0,

(
0.330 + 0.487 × 0.340 + 62.2π (−0.221)

180

)]

= 0.256

F2 = 0.055 + (−0.064) × 0.340 + 62.2π(−0.026)

180

= 0.005

We now have everything needed to use Equation 2.16.14 to get the total radiation on the
sloped surface:

IT = 0.244 × 1.71 + 0.796 (1 − 0.256)

(
1 + cos 60

2

)
+ 0.796 × 0.256 × 1.71

+ 0.005 × 0.796 sin 60 + 1.04 × 0.60

(
1 − cos 60

2

)

= 0.417 + 0.444 + 0.348 + 0.003 + 0.156

= 1.37 MJ/m2

This is about 6% higher than the result of the HDKR model and about 17% higher than the
isotropic model for this example. �

The next question is which of these models for total radiation on the tilted surface
should be used. The isotropic model is the simplest, gives the most conservative estimates
of radiation on the tilted surface, and has been widely used. The HDKR model is almost
as simple to use as the isotropic and produces results that are closer to measured values.
For surfaces sloped toward the equator, the HDKR model is suggested. The Perez model
is more complex to use and generally predicts slightly higher total radiation on the tilted
surface; it is thus the least conservative of the three methods. It agrees the best by a small
margin with measurements.18 For surfaces with γ far from 0◦ in the northern hemisphere
or 180◦ in the southern hemisphere, the Perez model is suggested. (In examples to be

18The HDKR method yields slightly better results than either the isotropic model or the Perez model in predicting
utilizable radiation when the critical radiation levels are significant. See Sections 2.20 to 2.22 for notes on
utilizable energy.
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shown in later chapters, the isotropic and HDKR methods will be used, as they are more
amenable to hand calculation.)

2.17 RADIATION AUGMENTATION

It is possible to increase the radiation incident on an absorber by use of planar reflectors.
In the models discussed in Sections 2.15 and 2.16, ground-reflected radiation was taken
into account in the last term, with the ground assumed to be a horizontal diffuse reflector
infinite in extent, and there was only one term in the summation in Equation 2.15.2. With
ground reflectance normally of the order of 0.2 and low collector slopes, the contributions
of ground-reflected radiation are small. However, with ground reflectances of 0.6 to 0.7
typical of snow and with high slopes,19 the contribution of reflected radiation of surfaces
may be substantial. In this section we show a more general case of the effects of diffuse
reflectors of finite size.

Consider the geometry sketched in Figure 2.17.1. Consider two intersecting planes,
the receiving surface c (i.e., a solar collector or passive absorber) and a diffuse reflector r .
The angle between the planes is ψ . The angle ψ = 180◦ −β if the reflector is horizontal,
but the analysis is not restricted to a horizontal reflector. The length of the assembly is m.
The other dimensions of the collector and reflector are n and p, as shown.

If the reflector is horizontal, Equation 2.14.3 becomes

IT = IbRb + IdFc−s + IrρrFc−r + IρgFc−g (2.17.1)

where Fc−s is again (1 + cosβ)/2. The view factor Fr−c is obtained from Figure 2.17.2,
Fc−r is obtained from the reciprocity relationship AcFc−r = ArFr−c, and Fc−g can be
obtained from the summation rule, Fc−s + Fc−r + Fc−g = 1. The view factor Fr−c is
shown in Figure 2.17.2 as a function of the ratios n/m and p/m for ψ of 90◦, 120◦,
and 150◦.

Figure 2.17.1 Geometric relationship of an
energy receiving surface c and reflecting sur-
face r .

19At a slope of 45◦, a flat surface sees 85% sky and 15% ground. At a slope of 90◦, it sees 50% sky and 50%
ground.
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Figure 2.17.2 View factor Fr−c as a function of the relative dimensions of the collecting and
reflecting surfaces. Adapted from Hamilton and Morgan (1952).
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Example 2.17.1

A vertical window receiver in a passive heating system is 3.0m high and 6.0m long. There
is deployed in front of it a horizontal, diffuse reflector of the same length extending out
2.4m. What is the view factor from the reflector to the window? What is the view factor
from the window to the reflector? What is the view factor from the window to the ground
beyond the reflector?

Solution

For the given dimensions, n/m = 3.0/6.0 = 0.5, p/m = 2.4/6.0 = 0.4, and from
Figure 2.17.2(a), the view factor Fr−c = 0.27.

The area of the window is 18.0 m2, and the area of the reflector is 14.4 m2. From the
reciprocity relationship, Fc−r = (14.4 × 0.27)/18.0 = 0.22.

The view factor from window to sky, Fc−s , is (1 + cos 90)/2, or 0.50. The view factor
from collector to ground is then 1 − (0.50 + 0.22) = 0.28. �

If the surfaces c and r are very long in extent (i.e., m is large relative to n and p, as
might be the case with long arrays of collectors for large-scale solar applications), Hottel’s
‘‘crossed-string’’ method gives the view factor as

Fr−c = n + p − s

2p
(2.17.2)

where s is the distance from the upper edge of the collector to the outer edge of the
reflector, measured in a plane perpendicular to planes c and r , as shown in Figure 2.17.3.
This can be determined from

s = (n2 + p2 − 2np cosψ)1/2 (2.17.3)

[For a collector array as in Example 2.17.1 but very long in extent, s = (3.02 + 2.42)0.5 =
3.84 m and Fr−c = (3 + 2.4 − 3.84)/4.8 = 0.33.]

It is necessary to know the incident radiation on the plane of the reflector. The beam
component is calculated by use of Rbr for the orientation of the reflector surface. The
diffuse component must be estimated from the view factor Fr−s . For any orientation of the
surface r ,

Fr−s + Fr−c + Fr−g = 1 (2.17.4)

Figure 2.17.3 Section of reflector and collector
surfaces.
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where the view factors are from surface r to sky, to surface c, and to ground. The view
factor Fr−c is determined as noted above and Fr−g will be zero for a horizontal reflector
and will be small for collectors that are long in extent. Thus as a first approximation,
Fr−s = 1 − Fr−c for many practical cases (where there are no other obstructions).

There remains the question of the angle of incidence of radiation reflected from surface
r on surface c. As an approximation, an average angle of incidence can be taken as that
of the radiation from the midpoint of surface r to the midpoint of surface c, as shown in
Figure 2.17.3.20 The average angle of incidence θr is given by

θr = sin−1
(

p sinψ

s

)
(2.17.5)

The total radiation reflected from surface r with area Ar to surface c with area Ac if r has
a diffuse reflectance of ρr is

AcIr→c = [IbRbr + (1 − Fr−c)Id ]ρrArFr−c (2.17.6)

Example 2.17.2

A south-facing vertical surface is 4.5m high and 12m long. It has in front of it a horizontal
diffuse reflector of the same length which extends out 4m. The reflectance is 0.85. At
solar noon, the total irradiance on a horizontal surface is 800 W/m2 of which 200 is
diffuse. The zenith angle of the sun is 50◦. Estimate the total radiation on the vertical
surface and the angle of incidence on that part of the total that is reflected from the diffuse
reflector.

Solution

Here we have irradiance, the instantaneous radiation, instead of the hourly values of the
examples in Section 2.15, so the solution will be in terms of G rather than I .

First estimate Fr−c from Figure 2.17.2. At n/m = 4.5/12 = 0.38 and p/m = 4/12 =
0.33, Fr−c = 0.28. The total radiation on the reflector is the beam component, 600 W/m2,
plus the diffuse component, which is GdFr−s or Gd(1 − Fr−c). The radiation reflected
from the reflector that is incident on the vertical surface is estimated by Equation 2.17.6:

Gr→c = [600 + 200 (1 − 0.28)]
0.85 × 48 × 0.28

4.5 × 12
= 160 W/m2

The beam component on the vertical surface is obtained withRb, which is cos 40/ cos 50 =
1.19. Then GbT = 600 × 1.19 = 715 W/m2. The diffuse component from the sky on the
vertical surface is estimated as

GdT = 200
1 + cos 90

2
= 100 W/m2

20As the reflector area becomes very large, the angle of incidence becomes that given by the ground reflectance
curve of Figure 5.4.1, where the angle ψ between the reflector and the collector is ψ , the abscissa on the
figure.
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The total radiation on the vertical surface (neglecting reflected radiation from ground areas
beyond the reflector) is the sum of the three terms:

GT = 160 + 715 + 100 = 975 W/m2

An average angle of incidence of the reflected radiation on the vertical surface is estimated
with Equation 2.17.5:

s = (4.02 + 4.52)0.5 = 6.02 m

and
θr = sin−1(4.5 sin 90/6.02) = 49◦

�

The contributions of diffuse reflectors may be significant, although they will not result
in large increments in incident radiation. In the preceding example, the contribution is
approximately 160 W/m2. If the horizontal surface in front of the vertical plane were
ground with ρg = 0.2, the contribution from ground-reflected radiation would have been
0.2 × 800(1 − cos 90)/2, or 80 W/m2.

It has been pointed out by McDaniels et al. (1975), Grassie and Sheridan (1977),
Chiam (1981, 1982), and others that a specular reflector can havemore effect in augmenting
radiation on a collector than a diffuse reflector.21 Hollands (1971) presents a method of
analysis of some reflector-collector geometries, and Bannerot and Howell (1979) show
effects of reflectors on average radiation on surfaces. The effects of reflectors that are partly
specular and partly diffuse are treated by Grimmer et al. (1978). The practical problem
is to maintain high specular reflectance, particularly on surfaces that are facing upward.
Such surfaces are difficult to protect against weathering and will accumulate snow in cold
climates.

2.18 BEAM RADIATION ON MOVING SURFACES

Sections 2.15 to 2.17 have dealt with estimation of total radiation on surfaces of fixed
orientation, such as flat-plate collectors or windows. It is also of interest to estimate the
radiation on surfaces that move in various prescribed ways. Most concentrating collectors
utilize beam radiation only and move to ‘‘track’’ the sun. This section is concerned with
the calculation of beam radiation on these planes, which move about one or two axes of
rotation. The tracking motions of interest are described in Section 1.7, and for each the
angle of incidence is given as a function of the latitude, declination, and hour angle.

At any time the beam radiation on a surface is a function of Gbn, the beam radiation
on a plane normal to the direction of propagation of the radiation:

GbT = Gbn cos θ (2.18.1)

where cos θ is given by equations in Section 1.7 for various modes of tracking of the
collector. If the data that are available are for beam normal radiation, this equation is the

21See Chapter 7 for a discussion of specular reflectors.
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correct one to use. Note that as with other calculations of this type, Equation 2.18.1 can be
written for an hour, in terms of I rather than G, and the angles calculated for the midpoint
of the hour.

Example 2.18.1

A concentrating collector is continuously rotated on a polar axis, that is, an axis that is
parallel to the earth’s axis of rotation. The declination is 17.5◦, and the beam normal solar
radiation for an hour is 2.69 MJ/m2. What is IbT , the beam radiation on the aperture of the
collector?

Solution

For a collector continuously tracking on a polar axis, cos θ = cos δ (Equation 1.7.5a). Thus

IbT = Ibn cos δ = 2.69 cos 17.5 = 2.57 MJ/m2
�

If radiation data on a horizontal surface are used, the Rb concept must be applied. If
the data are for hours (i.e., I ), the methods of Section 2.10 are used to estimate Ib, and
Rb is determined from its definition (Equation 1.8.1) using the appropriate equation for
cos θ . If daily data are available (i.e., H ), estimates of hourly beam must be made using
the methods of Sections 2.10, 2.11, and 2.13. This is illustrated in the next example.

Example 2.18.2

A cylindrical concentrating collector is to be oriented so that it rotates about a horizontal
east–west axis so as to constantly minimize the angle of incidence and thus maximize
the incident beam radiation. It is to be located at 35◦ N latitude. On April 13, the day’s
total radiation on a horizontal surface is 22.8 MJ/m2. Estimate the beam radiation on the
aperture (the moving plane) of this collector for the hour 1 to 2 PM.

Solution

For this date, δ = 8.67◦, ωs = 96.13◦, ω = 22.5◦, Ho = 35.1 MJ/m2, KT = 22.8/35.1 =
0.65, and from Figure 2.11.2, Hd/H is 0.34. Thus Hd = 7.75 MJ/m2. From Figure 2.13.1
or Equation 2.13.1, rt = 0.121, and from Figure 2.13.2 or Equation 2.13.2, rd = 0.115.
Thus

I = 22.8 × 0.121 = 2.76 MJ/m2

and
Id = 7.75 × 0.115 = 0.89 MJ/m2

and, by difference, Ib = 1.87 MJ/m2.
Next, calculate Rb from the ratio of Equations 1.7.2a and 1.6.5:

Rb = [1 − cos2(8.67) sin2(22.5)]1/2

cos 35 cos 8.67 cos 22.5 + sin 35 sin 8.67
= 0.926

0.835
= 1.11
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and
IbT = IbRb = 1.87 × 1.11 = 2.1 MJ/m2 �

The uncertainties in these estimations of beam radiation are greater than those
associated with estimations of total radiation, and the use of pyrheliometric data is
preferred if they are available.

2.19 AVERAGE RADIATION ON SLOPED SURFACES: ISOTROPIC SKY

In Section 2.15, the calculation of total radiation on sloped surfaces from measurements
on a horizontal surface was discussed. For use in solar process design procedures,22 we
also need the monthly average daily radiation on the tilted surface. The procedure for
calculating HT is parallel to that for IT , that is, by summing the contributions of the beam
radiation, the components of the diffuse radiation, and the radiation reflected from the
ground. The state of development of these calculation methods forHT is not as satisfactory
as that for IT .

The first method is that of Liu and Jordan (1962) as extended by Klein (1977), which
has been widely used. If the diffuse and ground-reflected radiation are each assumed to be
isotropic, then, in a manner analogous to Equation 2.15.1, the monthly mean solar radiation
on an unshaded tilted surface can be expressed as

HT = HbRb + Hd

(
1 + cosβ

2

)
+ Hρg

(
1 − cosβ

2

)
(2.19.1)

and

R = HT

H
=

(
1 − Hd

H

)
Rb + Hd

H

(
1 + cosβ

2

)
+ ρg

(
1 − cosβ

2

)
(2.19.2)

where Hd/H is a function of KT , as shown in Figure 2.12.2.
The ratio of the average daily beam radiation on the tilted surface to that on a horizontal

surface for the month is Rb, which is equal to H bT/Hb. It is a function of transmittance
of the atmosphere, but Liu and Jordan suggest that it can be estimated by assuming that it
has the value which would be obtained if there were no atmosphere. For surfaces that are
sloped toward the equator in the northern hemisphere, that is, for surfaces with γ = 0◦,

Rb = cos(φ − β) cos δ sinω′
s + (π/180) ω′

s sin(φ − β) sin δ

cosφ cos δ sinωs + (π/180) ωs sinφ sin δ
(2.19.3a)

where ω′
s is the sunset hour angle for the tilted surface for the mean day of the month,

which is given by

ω′
s = min

[
cos−1 (− tanφ tan δ)

cos−1(− tan(φ − β) tan δ)

]
(2.19.3b)

where ‘‘min’’ means the smaller of the two items in the brackets.

22See Part III.
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For surfaces in the southern hemisphere sloped toward the equator, with γ = 180◦,
the equations are

Rb = cos(φ + β) cos δ sinω′
s + (π/180) ω′

s sin(φ + β) sin δ

cosφ cos δ sinωs + (π/180) ωs sinφ sin δ
(2.19.4a)

and

ω′
s = min

[
cos−1 (− tanφ tan δ)

cos−1(− tan(φ + β) tan δ)

]
(2.19.4b)

The numerator of Equation 2.19.3a or 2.19.4a is the extraterrestrial radiation on the
tilted surface, and the denominator is that on the horizontal surface. Each of these is
obtained by integration of Equation 1.6.2 over the appropriate time period, from true
sunrise to sunset for the horizontal surface and from apparent sunrise to apparent sunset on
the tilted surface. For convenience, plots of Rb as a function of latitude for various slopes
for γ = 0◦ (or 180◦ in the southern hemisphere) are shown in Figure 2.19.1. A function
for Rb is available in the Engineering Equation Solver (EES) SETP library (available at
www.fchart.com).

Figure 2.19.1 Estimated Rb for surfaces facing the equator as a function of latitude for various (φ − β), by months.
(a) (φ − β) = 15◦; (b) (φ − β) = 0◦; (c) (φ − β) = −15◦; (d) β = 90◦. For the southern hemisphere, interchange
months as shown on Figure 1.8.2, and use the absolute value of latitude. From Beckman et al. (1977).
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Figure 2.19.1 (Continued)

The following example illustrates the kind of calculations thatwill be used in estimating
monthly radiation on collectors as part of heating system design procedures.

Example 2.19.1

A collector is to be installed in Madison, latitude 43◦, at a slope of 60◦ to the south.
Average daily radiation data are shown in Appendix D. The ground reflectance is 0.2 for
all months except December and March (ρg = 0.4) and January and February (ρg = 0.7).
Using the isotropic diffuse assumption, estimate the monthly average radiation incident on
the collector.

Solution

The calculation is detailed below for January, and the results for the year are indicated in a
table. The basic equation to be used is Equation 2.19.1. The first steps are to obtain Hd/H

and Rb. The ratio Hd/H is a function of KT and can be obtained from Equation 2.12.1 or
Figure 2.12.2.

For the mean January day, the 17th, from Table 1.6.1, n = 17, δ = −20.9◦. The
sunset hour angle is calculated from Equation 1.6.10 and is 69.1◦. With n = 17 and
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ωs = 69.1◦, from Equation 1.10.3 (or Figure 1.10.1 or Table 1.10.1), Ho = 13.36 MJ/m2.
Then KT = 6.44/13.36 = 0.48.

The Erbs correlation (Equation 2.12.1a) is used to calculate Hd/H from KT and ωs

gives Hd/H = 0.41. The calculation of Rb requires the sunset hour angle on the sloped
collector. From Equations 2.19.3

cos−1[− tan(43 − 60) tan(−20.8)] = 96.7◦

The angle ωs was calculated as 69.1◦ and is less than 96.7◦, so ω′
s = 69.1◦. Then

Rb = cos(−17) cos(−20.9) sin 69.1 + (π × 69.1/180) sin(−17) sin(−20.9)

cos 43 cos(−20.9) sin 69.1 + (π × 69.1/180) sin 43 sin(−20.9)

= 2.79

The equation for HT (Equation 2.19.1) can now be solved:

HT = 6.44 (1 − 0.41)2.79 + 6.44 × 0.41

(
1 + cos 60

2

)

+ 6.44 × 0.7

(
1 − cos 60

2

)

= 10.60 + 1.98 + 1.13 = 13.7 MJ/m2

The results for the 12 months are shown in the table below. Energy quantities are in
megajoules per square meter. The effects of sloping the receiving plane 60◦ to the south
on the average radiation (and thus on the total radiation through the winter season) are
large indeed. The HT values are shown to a tenth of a megajoule per square meter. The
last place is uncertain due to the combined uncertainties in the data and the correlations for
Hd/H and R. It is difficult to put limits of accuracy on them; they are probably no better
than ±10%.

Month H Ho KT Hd/H Rb ρs HT

January 6.44 13.37 0.48 0.41 2.79 0.7 13.7
February 9.89 18.81 0.53 0.37 2.04 0.7 17.2
March 12.86 26.03 0.49 0.43 1.42 0.4 15.8
April 16.05 33.78 0.48 0.45 0.96 0.2 14.7
May 21.36 39.42 0.54 0.39 0.71 0.2 16.6
June 23.04 41.78 0.55 0.38 0.62 0.2 16.5
July 22.58 40.56 0.56 0.38 0.66 0.2 16.8
August 20.33 35.92 0.57 0.37 0.84 0.2 17.5
September 14.59 28.80 0.51 0.42 1.21 0.2 15.6
October 10.48 20.90 0.50 0.39 1.81 0.2 15.2
November 6.37 14.62 0.44 0.46 2.56 0.2 11.4
December 5.74 11.91 0.48 0.41 3.06 0.4 12.7

�
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2.20 AVERAGE RADIATION ON SLOPED SURFACES: KT METHOD

An alternative approach to calculation of average radiation on sloped surfaces has been
developed by Klein and Theilacker (KT, 1981). It is a bit more cumbersome to use but
shows improved results over the isotropic method when compared with hourly calculations
based on many years of radiation data. The method is first outlined below in a form
restricted to surfaces facing the equator and then in a general form for surfaces of any
orientation. As with Equations 2.19.1 and 2.19.2, it is based on the assumption that both
diffuse and ground-reflected radiation streams are isotropic.

The long-term value of R can be calculated by integrating GT and G from sunrise to
sunset for all days over many years of data for a single month and summing (e.g., data for
all days in January for 10 years should represent the long-term average for January):

R =

∑N

day=1

∫ tss

tsr

GT dt

∑N

day=1

∫ tss

tsr

G dt
(2.20.1)

The denominator is NH . To evaluate the numerator, it is convenient to replace GT by
IT and exchange the order of the integration and summation. Using Equation 2.15.1, the
radiation at any time of the day (i.e., for any hour) for N days is

NIT = N

[(
I − I d

)
Rb + I d

(
1 + cosβ

2

)
+ I ρg

(
1 − cosβ

2

)]
(2.20.2)

where the I and I d are long-term averages of the total and the diffuse radiation, obtained
by summing the values of I and Id over N days for each particular hour and dividing by
N . Equation 2.20.1 then becomes23

R =

∫ tss

tsr

[(
I − I d

)
Rb + I d

(
1 + cosβ

2

)
+ I ρg

(
1 − cosβ

2

)]
dt

H
(2.20.3)

Equations 2.13.1 and 2.13.3 define the ratios of hourly to daily total and hourly to daily
diffuse radiation, and Equations 2.13.2 and 2.13.4 relate rt and rd to time ω and sunset
hour angle ωs . Combining these with Equation 2.20.3 leads, for the case of south-facing
surfaces in the northern hemisphere, to

R = cos(φ − β)

d cos

[(
a − Hd

H

) (
sinω′

s − πω′
s

180
cosω′′

s

)

+ b

2

(
πω′

s

180
+ sinω′

s

(
cosω′

s − 2 cosω′′
s

))]

+ Hd

H

(
1 + cosβ

2

)
+ ρg

(
1 − cosβ

2

)
(2.20.4a)

23The development of this equation assumes that the day length does not change during the month.
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where ω′
s is again given by

ω′
s = min

[
cos−1 (− tanφ tan δ)

cos−1(− tan(φ − β) tan δ)

]
(2.20.4b)

and
ω′′

s = cos−1[− tan(φ − β) tan δ] (2.20.4c)

Also, a and b are given by Equations 2.13.2b and 2.13.2c, and d is given by

d = sinωs − πωs

180
cosωs (2.20.4d)

Equations 2.20.4 can be used in the southern hemisphere for north-facing surfaces by
substituting φ + β for φ − β.

Example 2.20.1

Redo Example 2.19.1 for the month of January using the KT method.

Solution

For January, from Example 2.19.1, Ho = 13.37 MJ/m2, Hd/H = 0.41, and for the mean
day of the month (n = 17), ωs = ω′

s = 69.1◦. For the mean day,

a = 0.409 + 0.5016 sin(69.1 − 60) = 0.488

b = 0.6609 − 0.4767 sin(69.1 − 60) = 0.586

d = sin 69.1 − π × 69.1

180
cos 69.1 = 0.504

ω′′
s = cos−1[− tan(43 − 60) tan(−20.9)] = 96.7◦

Using Equation 2.20.4a,

R = cos(43 − 60)

0.504 cos 43

[
(0.488 − 0.41)

(
sin 69.1 − π × 69.1

180
cos 96.7

)

+ 0.586

2

(
π × 69.1

180
+ sin 69.1 (cos 69.1 − 2 cos 96.7)

)]

+ 0.41

(
1 + cos 60

2

)
+ 0.7

(
1 − cos 60

2

)

= 1.553 + 0.308 + 0.175 = 2.04

So the monthly average radiation on the collector would be

HT = HR = 6.44 × 2.04 = 13.2 MJ/m2
�
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Table 2.20.1 HT and R by Liu-Jordan and KT Methods from Examples 2.19.1 and 2.20.1
(Madison, β = 60◦ and γ = 0◦)

Month Liu and Jordan (1962) Klein and Theilacker (1981)

R HT , MJ/m2 R HT , MJ/m2

January 2.13 13.71 2.04 13.16
February 1.74 17.25 1.69 16.69
March 1.23 15.79 1.21 15.56
April 0.91 14.69 0.93 14.88
May 0.78 16.58 0.80 17.04
June 0.72 16.53 0.74 17.07
July 0.74 16.76 0.76 17.27
August 0.86 17.47 0.88 17.82
September 1.07 15.58 1.06 15.53
October 1.45 15.18 1.41 14.73
November 1.78 11.36 1.70 10.85
December 2.22 12.72 2.12 12.19

Table 2.20.1 shows a comparison of the results of the monthly calculations for
Examples 2.19.1 and 2.20.1. In the winter months, the Liu-and-Jordan method indicates
the higher radiation than the KT method. The situation is reversed in the summer
months.

Studies of calculation of average radiation on tilted surfaces have been done which
account for anisotropic diffuse by other methods. Herzog (1985) has developed a correction
factor to the KT method to account for anisotropic diffuse. Page (1986) presents a very
detailed discussion of the method used in compiling the tables of radiation on inclined
surface that are included in Volume II of the European Solar Radiation Atlas. These tables
show radiation on surfaces of nine orientations, including surfaces facing all compass
points; the tables and the method used to compute them are designed to provide useful
information for daylighting and other building applications beyond those of immediate
concern in this book.

Klein and Theilacker have also developed a more general form that is valid for any
surface azimuth angle γ . If γ 
= 0◦ (or 180◦), the times of sunrise and sunset on the sloped
surface will not be symmetrical about solar noon, and the limits of integration for the
numerator of Equations 2.20.1 and 2.20.3 will have different absolute values. The equation
for R is given as

R = D + Hd

H

(
1 + cosβ

2

)
+ ρg

(
1 − cosβ

2

)
(2.20.5a)

where

D =
{
max

(
0,G

(
ωss, ωsr

))
if ωss ≥ ωsr

max (0, [G(ωss,−ωs) + G(ωs, ωsr)]) if ωsr > ωss
(2.20.5b)
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G (ω1, ω2) = 1

2d
[

(
bA

2
− a′B

)
(ω1 − ω2)

π

180

+ (a′A − bB)(sinω1 − sinω2) − a′C(cosω1 − cosω2)

+
(
bA

2

)
(sinω1 cosω1 − sinω2 cosω2)

+
(
bC

2

)
(sin2ω1 − sin2ω2)] (2.20.5c)

a′ = a − Hd

H
(2.20.5d)

The integration of Equation 2.20.3 starts at sunrise on the sloped surface or a horizontal
plane, whichever is latest. The integration ends at sunset on the surface or the horizontal,
whichever is earliest. For some orientations the sun can rise and set on the surface twice
during a day, resulting in two terms in the second part of Equation 2.20.5b. The sunrise
and sunset hour angles for the surface are determined by letting θ = 90◦ in Equation 1.6.2.
This leads to a quadratic equation, giving two values of ω (which must be within ±ωs).
The signs on ωsr and ωss depend on the surface orientation:

|ωsr| = min

[
ωs, cos

−1AB+ C
√

A2 − B2 + C2

A2 + C2

]
(2.20.5e)

ωsr =
{

− ∣∣ωsr

∣∣ if (A > 0 and B > 0) or (A ≥ B)

+|ωsr| otherwise

|ωss| = min

[
ωs, cos

−1AB− C
√

A2 − B2 + C2

A2 + C2

]
(2.20.5f)

ωss =
{

+ ∣∣ωss

∣∣ if (A > 0 and B > 0) or (A ≥ B)

−|ωss| otherwise

where

A = cosβ + tanφ cos γ sinβ (2.20.5g)

B = cosωs cosβ + tan δ sinβ cos γ (2.20.5h)

C = sinβ sin γ

cosφ
(2.20.5i)

Calculating R by Equations 2.20.5 works for all surface orientations and all latitudes
(including negative latitudes for the southern hemisphere). It is valid whether the sun rises
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or sets on the surface twice each day (e.g., on north-facing surfaces when d is positive) or
not at all. Its use is illustrated in the next example.

Example 2.20.2

What is HT for the collector of Example 2.19.1, but with γ = 30◦, for the month of
January estimated by Equations 2.20.5?

Solution

A logical order of the calculation is to obtain A,B, and C, then ωsr and ωss, and then
G,D, R, and HT (i.e., work backward through Equations 2.20.5). Using data from the
previous examples,

A = cos 60 + tan 43 cos 30 sin 60 = 1.199

B = cos 69.1 cos 60 + tan(−20.9) sin 60 cos 30 = −0.108

C = sin 60 sin 30

cos 43
= 0.592

Next calculate ωsr, the sunrise hour angle with Equation 2.20.5e. It will be the minimum
of 69.1◦ and

cos−1 1.199(−0.108) + 0.592
√
1.1992 − (−0.108)2 + 0.5922

1.1992 + 0.5922
= 68.3◦

that is,
|ωsr| = min(69.1, 68.3) = 68.3◦

Since A > B, ωsr = −68.3◦.
The sunset hour angle is found next. From Equation 2.20.5f,

cos−1−0.129 − 0.789

1.788
= 120.9◦

Then
|ωss| = min(69, 120.9) = 69.1◦

Since A > B, ωss = 69.1◦.
We next calculate G. Since ωss > ωsr, D = max(0,G (ωss, ωsr)). From Equation

2.20.5d, with a = 0.488 (from Example 2.20.1),

a′ = 0.488 − 0.410 = 0.078
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From Equation 2.20.5c, with b = 0.586 and d = 0.504 and with ω1 = ωss = 69.1◦ and
ω2 = ωsr = −68.3◦,

G(ωss, ωsr) = 1

2 × 0.504

{(
0.586 × 1.199

2
− 0.038 (−0.108)

)
[69.1 − (−68.3)]

π

180

+ [0.078 × 1.199 − 0.586(−0.108)][sin 69.1 − sin(−68.3)]

− 0.078 × 0.592[cos 69.1 − cos(−68.3)]

+
(
0.586 × 1.199

2

)
[sin 69.1 cos 69.1 − sin(−68.3) cos(−68.3)]

+
(
0.586 × 0.592

2

)
[sin269.1 − sin2(−68.3)}

}
= 1.39

So D = max(0, 1.39) = 1.39 and, by Equation 2.20.5a,

R = 1.39 + 0.41

(
1 + cos 60

2

)
+ 0.7

(
1 − cos 60

2

)
= 1.94

HT = HR = 6.44 × 1.94 = 12.5 MJ/m2
�

The uncertainties in estimating radiation on surfaces sloped to the east or west of south
are greater than those for south-facing surfaces. Greater contributions to the daily radiation
totals occur early and late in the day when the air mass is large and the atmospheric
transmission is less certain and when instrumental errors in measurements made on a
horizontal plane may be larger than when the sun is nearer the zenith. For surfaces with
surface azimuth angles more than 15◦ from south (or north in the southern hemisphere),
the KT method illustrated in Example 2.20.2 is recommended.

The methods of Sections 2.19 and 2.20 are useful for calculating monthly average
radiation on a tilted surface in one step. Monthly average radiation on a tilted surface can
also be calculated by repeated use of the equations in Sections 2.14 to 2.16.

2.21 EFFECTS OF RECEIVING SURFACE ORIENTATION ON HT

The methods outlined in the previous sections for estimating average radiation on surfaces
of various orientations can be used to show the effects of slope and azimuth angle on total
energy received on a surface on a monthly, seasonal, or annual basis. (Optimization of
collector orientation for any solar process that meets seasonally varying energy demands,
such as space heating, must ultimately be done taking into account the time dependence
of these demands. The surface orientation leading to maximum output of a solar energy
system may be quite different from the orientation leading to maximum incident energy.)

To illustrate the effects of the receiving surface slope on monthly average daily
radiation, the methods of Section 2.19 have been used to estimate HT for surfaces of
several slopes for values of φ = 45◦, γ = 0◦, and ground reflectance 0.2. Here, HT is a
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Figure 2.21.1 Variation in estimated average daily radiation on surfaces of various slopes as a
function of time of year for a latitude of 45◦, KT of 0.50, surface azimuth angle of 0◦, and a ground
reflectance of 0.20.

function of Hd/H , which in turn is a function of the average clearness index KT . The
illustration is for KT = 0.50, constant through the year, a value typical of many temperate
climates. Figure 2.21.1 shows the variations of HT (and H ) through the year and shows
the marked differences in energy received by surfaces of various slopes in summer and
winter.

Figure 2.21.2(a) shows the total annual energy received as a function of slope and
indicates a maximum at approximately β = φ. The maximum is a broad one, and the
changes in total annual energy are less than 5% for slopes of 20◦ more or less than the
optimum. Figure 2.21.2(a) also shows total ‘‘winter’’ energy, taken as the total energy for
the months of December, January, February, and March, which would represent the time
of the year when most space heating loads would occur. The slope corresponding to the
maximum estimated total winter energy is approximately 60◦, or φ + 15◦. A 15◦ change
in the slope of the collector from the optimum means a reduction of approximately 5% in
the incident radiation. The dashed portion of the winter total curve is estimated assuming
that there is substantial snow cover in January and February that results in a mean ground
reflectance of 0.6 for those two months. Under this assumption, the total winter energy is
less sensitive to slope than with ρg = 0.2. The vertical surface receives 8% less energy
than does the 60◦ surface if ρg = 0.6 and 11% less if ρg = 0.2.

Calculations of total annual energy for φ = 45◦, KT = 0.50, and ρg = 0.20 for
surfaces of slopes 30◦ and 60◦ are shown as a function of surface azimuth angle in
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Figure 2.21.2 (a) Variation of total annual energy and total winter (December to March) energy as
a function of surface slope for a latitude of 45◦, KT of 0.50, and surface azimuth angle of 0◦. Ground
reflectance is 0.20 except for the dashed curve where it is taken as 0.60 for January and February.
(b) Variation of total annual energy with surface azimuth angle for slopes of 30◦ and 60◦, latitude of
45◦, KT of 0.50, and ground reflectance of 0.20.

Figure 2.21.2(b). Note the expanded scale. The reduction in annual energy is small for
these examples, and the generalization can be made that facing collectors 10◦ to 20◦ east
or west of south should make little difference in the annual energy received. (Not shown
by annual radiation figures is the effect of azimuth angle γ on the diurnal distribution of
radiation on the surface. Each shift of γ of 15◦ will shift the daily maximum of available
energy by roughly an hour toward morning if γ is negative and toward afternoon if γ

is positive. This could affect the performance of a system for which there are regular
diurnal variations in energy demands on the process.) Note that there is implicit in these
calculations the assumption that the days are symmetrical about solar noon.

Similar conclusions have been reached by others, for example, Morse and Czarnecki
(1958), who estimated the relative total annual beam radiation on surfaces of variable slope
and azimuth angle.

From studies of this kind, general ‘‘rules of thumb’’ can be stated. For maximum
annual energy availability, a surface slope equal to the latitude is best. For maximum
summer availability, slope should be approximately 10◦ to 15◦ less than the latitude. For
maximum winter energy availability, slope should be approximately 10◦ to 15◦ more than
the latitude. The slopes are not critical; deviations of 15◦ result in reduction of the order
of 5%. The expected presence of a reflective ground cover such as snow leads to higher
slopes for maximizing wintertime energy availability. The best surface azimuth angles for
maximum incident radiation are 0◦ in the northern hemisphere or 180◦ in the southern
hemisphere, that is, the surfaces should face the equator. Deviations in azimuth angles of
10◦ or 20◦ have small effect on total annual energy availability. (Note that selection of
surface orientation to maximize incident solar radiation may not lead to maximum solar
energy collection or to maximum delivery of solar energy to an application. This will be
treated in later chapters.)
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2.22 UTILIZABILITY

In this and the following two sections the concepts of utilizability are developed. The basis
is a simple one: If only radiation above a critical or threshold intensity is useful, then
we can define a radiation statistic, called utilizability, as the fraction of the total radiation
that is received at an intensity higher than the critical level. We can then multiply the
average radiation for the period by this fraction to find the total utilizable energy. In these
sections we define utilizability and show for any critical level how it can be calculated
from radiation data or estimated from KT .

In this section we present the concept of monthly average hourly utilizability (the φ

concept) as developed by Whillier (1953) and Hottel and Whillier (1958). Then in Section
2.23 we show how Liu and Jordan (1963) generalized Whillier’s φ curves. In Section 2.24
we show an extension of the hourly utilizability to monthly average daily utilizability (the
φ concept) by Klein (1978). Collares-Pereira and Rabl (1979a,b) independently extended
hourly utilizability to daily utilizability. Evans et al. (1982) have developed a modified and
somewhat simplified general method for calculating monthly average daily utilizability.

In Chapter 6 we develop in detail an energy balance equation to represent the
performance of a solar collector. The energy balance says, in essence, that the useful gain
at any time is the difference between the solar energy absorbed and the thermal losses from
the collector. The losses depend on the difference in temperature between the collector
plate and the ambient temperature and on a heat loss coefficient. Given a coefficient, a
collector temperature, and an ambient temperature (i.e., a loss per unit area), there is a
value of incident radiation that is just enough so that the absorbed radiation equals the
losses. This value of incident radiation is the critical radiation level, ITc for that collector
operating under those conditions.

If the incident radiation on the tilted surface of the collector, IT , is equal to ITc, all of
the absorbed energy will be lost and there will be no useful gain. If the incident radiation
exceeds ITc, there will be useful gain and the collector should be operated. If IT < ITc, no
useful gain is possible and the collector should not be operated. The utilizable energy for
any hour is thus (IT − ITc)

+, where the superscript + indicates that the utilizable energy
can be zero or positive but not negative.

The fraction of an hour’s total energy that is above the critical level is the utilizability
for that particular hour:

φh = (IT − ITc)
+

IT

(2.22.1)

where φh can have values from zero to unity. The hour’s utilizability is the ratio of the
shaded area (IT − ITc) to the total area (IT ) under the radiation curve for the hour as shown
in Figure 2.22.1. (Utilizability could be defined on the basis of rates, i.e., using GT and
GTc, but as a practical matter, radiation data are available on an hourly basis and that is the
basis in use.)

The utilizability for a single hour is not useful. However, utilizability for a particular
hour for a month of N days (e.g., 10 to 11 in January) in which the hour’s average radiation
IT is useful. It can be found from

φ = 1

N

N∑
1

(IT − ITc)
+

IT

(2.22.2)
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Figure 2.22.1 GT versus time for a day. For the hour
shown, IT is the area under the GT curve; ITc is the area
under the constant critical radiation level curve.

The month’s average utilizable energy for the hour is the product NIT φ. The
calculation can be done for individual hours (10 to 11, 11 to 12, etc.) for the month and
the result summed to get the month’s utilizable energy. If the application is such that the
conditions of critical radiation level and incident radiation are symmetrical about solar
noon, the calculations can be done for hour-pairs (e.g., 10 to 11 and 1 to 2 or 9 to 10 and 2
to 3) and the amount of calculations halved.

Given hourly average radiation data by months and a critical radiation level, the next
step is to determine φ. This is done by processing the hourly radiation data IT [as outlined
byWhillier (1953)] as follows: For a given location, hour, month, and collector orientation,
plot a cumulative distribution curve of IT /IT . An example for a vertical south-facing
surface at Blue Hill, Massachusetts, for January is shown in Figure 2.22.2 for the hour-pair
11 to 12 and 12 to 1. This provides a picture of the frequency of occurrence of clear,
partly cloudy, or cloudy skies in that hour for the month. For example, for the hour-pair of
Figure 2.22.2, for f = 0.20, 20% of the days have radiation that is less than 10% of the
average, and for f = 0.80, 20% of the days have radiation in that hour-pair that exceeds
200% of the average.

Figure 2.22.2 Cumulative distribution curve for hourly radiation on a south-facing vertical surface
in Blue Hill, MA. Adapted from Liu and Jordan (1963).
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A dimensionless critical radiation is defined as

Xc = ITc

IT

(2.22.3)

An example is shown as the horizontal line in Figure 2.22.2, where Xc = 0.75 and
fc = 0.49. The shaded area represents the monthly utilizability, that is, the fraction of
the monthly energy for the hour-pair that is above the critical level. Integrating hourly
utilizability over all values of fc gives f for that critical radiation level:

φ =
∫ 1

fc

φh df (2.22.4)

As the critical radiation level is varied, φc varies, and graphical integrations of the
curve give utilizability φ as a function of critical radiation ratio Xc. An example derived
from Figure 2.22.2 is shown in Figure 2.22.3.

Whillier (1953) and later Liu and Jordan (1963) have shown that in a particular
location for a one-month period φ is essentially the same for all hours. Thus, although the
curve of Figure 2.22.3 was derived for the hour-pair 11 to 12 and 12 to 1, it is useful for
all hour-pairs for the vertical surface at Blue Hill.

The line labeled ‘‘limiting curve of identical days’’ in Figure 2.22.3 would result
from a cumulative distribution curve that is a horizontal line at a value of the ordinate
of 1.0 in Figure 2.22.2. In other words, every day of the month looks like the average
day. The difference between the actual φ curve and this limiting case represents the

Figure 2.22.3 Utilizability curve derived by numerically integrating Figure 2.22.2. Adapted from
Liu and Jordan (1963).
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error in utilizable energy that would be made by using a single average day to represent
a whole month.

Example 2.22.1

Calculate the utilizable energy on a south-facing vertical solar collector in Blue Hill,
Massachusetts, for the month of January when the critical radiation level on the collector
is 1.07 MJ/m2. The averages of January solar radiation on a vertical surface are 1.52, 1.15,
and 0.68 MJ/m2 for the hour-pairs 0.5, 1.5, and 2.5 h from solar noon.

Solution

For the hour-pair 11 to 12 and 12 to 1, the dimensionless critical radiation ratio Xc is given
as

Xc = 1.07

1.52
= 0.70

and the utilizability, from Figure 2.22.3, is 0.54. The utilizable energy on the collector
during this hour is

IT φ = 1.52 × 0.54 = 0.82 MJ/m2

For the hour-pair 10 to 11 and 1 to 2, Xc = 0.93, φ = 0.43, and IT φ = 0.49. For the
hour-pair 9 to 10 and 2 to 3, Xc = 1.57, φ = 0.15, and IT φ = 0.10. The average utilizable
energy for the month of January is then

N
∑
hours

IT φ = 31 × 2 (0.82 + 0.49 + 0.10) = 87.5 MJ/m2

�

2.23 GENERALIZED UTILIZABILITY

We now have a way of calculating φ for specific locations and specific orientations. For
most locations the necessary data are not available, but it is possible to make use of the
observed statistical nature of solar radiation to develop generalized φ curves that depend
only on KT , latitude, and collector slope. As noted above, φ curves are nearly independent
of the time of day (i.e., the curves for all hour-pairs are essentially the same). It was
observed in early studies (e.g., Whillier, 1953) that φ curves based on daily totals of solar
radiation are also nearly identical to hourly φ curves. It is possible to generate φ curves
from average hourly values of radiation using the methods of Section 2.13 to break daily
total radiation into hourly radiation. However, it is easier to generate φ curves from daily
totals, and this is the procedure to be described here.

The radiation data most generally available are monthly average daily radiation on
horizontal surfaces. Thus, withKT and the long-term distribution of days having particular
values of KT from Figure 2.9.2, it is possible to generate sequences of days that represent
the long-term average distribution of daily total radiation. The order of occurrence of the
days is unknown, but for φ curves the order is irrelevant.
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For each of these days, the daily total radiation on an inclined collector can be
estimated by a procedure similar to that in Section 2.19 for monthly average radiation. For
a particular day, the radiation on a tilted surface, using the Liu-Jordan24 diffuse assumption,
can be written as25

HT = (H − Hd) Rb + Hd

(
1 + cosβ

2

)
+ H ρg

(
1 − cosβ

2

)
(2.23.1)

where the monthly average conversion of daily beam radiation on a horizontal surface
to daily beam radiation on an inclined surface, Rb, is used rather than the value for the
particular day since the exact date within the month is unknown. The value of Rb is
found from Equations 2.19.3a or its equivalent. If we divide by the monthly average
extraterrestrial daily radiation Ho and introduce K ′

T based on Ho (i.e., K ′
T = H/Ho),

Equation 2.23.1 becomes

HT

Ho

= K ′
T

[(
1 − Hd

H

)
Rb + Hd

H

(
1 + cosβ

2

)
+ ρg

(
1 − cosβ

2

)]
(2.23.2)

The ratioHd/H is the daily fraction of diffuse radiation and can be found fromFigure 2.11.2
(or Equation 2.11.1) as a function of K ′

T . Therefore, for each of the days selected from the
generalized distribution curve, Equation 2.23.2 can be used to estimate the radiation on a
tilted surface. The average of all the days yields the long-termmonthly average radiation on
the tilted surface. The ratio HT /HT can then be found for each day. The data for the whole
month can then be plotted in the form of a cumulative distribution curve, as illustrated in
Figure 2.22.2. The ordinate will be daily totals rather than hourly values, but as has been
pointed out, the shape of the two curves are nearly the same. Finally, integration of the
frequency distribution curve yields a utilizability curve as illustrated in Figure 2.22.3. The
process is illustrated in the following example.

Example 2.23.1

Calculate and plot utilizability as a function of the critical radiation ratio for a collector
tilted 40◦ to the south at a latitude of 40◦. The month is February and KT = 0.5.

Solution

Since the only radiation information available is KT , it will be necessary to gener-
ate a φ curve from the generalized KT frequency distribution curves. Twenty days,
each represented by a kT from Figure 2.9.2 at KT = 0.5, are given in the following
table. (Twenty days from the generalized distribution curves are sufficient to represent
a month.)

24Other assumptions for distribution of the diffuse could be used.
25Section 2.19 is concerned with monthly average daily radiation on a tilted surface. Here we want the average
radiation on an inclined surface for all days having a particular value of KT .
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Day
(1)

KT

(2)
Hd/H

(3)
HT /Ho

(4)
HT /HT

(5)

1 0.08 0.99 0.078 0.11
2 0.15 0.99 0.145 0.20
3 0.21 0.95 0.211 0.29
4 0.26 0.92 0.269 0.37
5 0.32 0.87 0.345 0.48
6 0.36 0.82 0.405 0.56
7 0.41 0.76 0.483 0.67
8 0.46 0.68 0.576 0.80
9 0.49 0.62 0.640 0.89
10 0.53 0.55 0.726 1.01
11 0.57 0.47 0.822 1.14
12 0.59 0.43 0.872 1.21
13 0.61 0.39 0.924 1.28
14 0.63 0.36 0.972 1.35
15 0.65 0.33 1.020 1.41
16 0.67 0.30 1.070 1.48
17 0.69 0.27 1.121 1.55
18 0.72 0.24 1.189 1.65
19 0.74 0.23 1.229 1.70
20 0.79 0.21 1.326 1.84

Average = 0.721

For any day with daily total horizontal radiation H and daily diffuse horizontal radiation
Hd , the ratio of daily radiation on a south-facing tilted surface to extraterrestrial horizontal
radiation is found from Equation 2.23.2. For the condition of this problem, Rb = 1.79
from Equation 2.19.3a. The view factors from the collector to the sky and ground are
(1 + cosβ)/2 = 0.88 and (1 − cosβ)/2 = 0.12, respectively. The ground will be assumed
to be covered with snow so that ρg = 0.7. Equation 2.23.2 reduces to

HT

Ho

= K ′
T

(
1.87 − 0.91

Hd

H

)

For each day in the table, Hd/H is found from Figure 2.11.1 (or Equation 2.11.1) using
the corresponding value of kT . The results of these calculations are given in columns 2
through 4. The average of column 4 is 0.721. Column 5, the ratio of daily total radiation
on a tilted surface HT to the monthly average value HT , is calculated by dividing each
value in column 4 by the average value. Column 5 is plotted in the first figure that follows
as a function of the day since the data are already in ascending order. The integration, as
indicated in this figure, is used to determine the utilizability φ. The area under the whole
curve is 1.0. The area above a particular value of HT /HT is the fraction of the month’s
radiation that is above this level. For HT /HT = 1.2, 13% of the radiation is above this
level. The utilizability is plotted in the second figure. Although daily totals were used to
generate this figure, the hourly φ curves will have nearly the same shape. Consequently, the
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curve can be used in hourly calculations to determine collector performance as illustrated
in Example 2.22.1.

�

In the preceding example, a φ curve was generated from knowledge of the monthly
average solar radiation and the known statistical behavior of solar radiation. For some
purposes it is necessary to know monthly average hourly utilizability. If this information
is needed, the method described in Section 2.13 and illustrated in Example 2.13.3 can be
used to determine monthly average hourly radiation from knowledge of monthly average
daily radiation (i.e., KT ).
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For each hour or hour-pair, the monthly average hourly radiation incident on the
collector is given by

IT = (Hrt − Hdrd) Rb + Hd

(
1 + cosβ

2

)
+ H ρgrt

(
1 − cosβ

2

)
(2.23.3)

or by dividing by H and introducing H = KT Ho,

IT = KT Ho

[(
rt − Hd

H
rd

)
Rb + Hd

H
rd

(
1 + cos β

2

)
+ ρgrt

(
1 − cos β

2

)]
(2.23.4)

The ratios rt and rd are found from Figures 2.13.1 and 2.13.2 for each hour-pair.

Example 2.23.2

Estimate the utilizability for the conditions of Example 2.23.1 for the hour-pair 11 to 12
and 12 to 1. The critical radiation level is 1.28 MJ/m2. Ground reflectance is 0.7.

Solution

At a latitude of 40◦ N in February the monthly average daily extraterrestrial radiation is
20.5 MJ/m2 and the declination for the average day of the month is −13.0◦. The sunset
hour angle and the day length of February 16, the mean day of the month, are 78.9◦ and
10.5 h, respectively. The monthly average ratio Hd/H = 0.39 from Figure 2.12.2 and
ω = 7.5◦. The ratios rt and rd from Figures 2.13.1 and 2.13.2 are 0.158 and 0.146. For the
mean day in February and from Equation 1.8.2, Rb = 1.62. Then from Equation 2.23.4

IT = 0.5 × 20.5[(0.158 − 0.39 × 0.146)1.62 + 0.39 × 0.146 × 0.88

+ 0.7 × 0.158 × 0.12] = 2.33 MJ/m2

The critical radiation rate for this hour-pair is

Xc = ITc

IT

= 1.28

2.33
= 0.55

From the figure of Example 2.23.1, φ = 0.50. The utilizable energy (UE) for the month
for this hour-pair is

UE = 2.33 × 0.50 × 2 × 28 = 65.2 MJ/m2
�

Liu and Jordan (1963) have generalized the calculations of Example 2.23.1. They
found that the shape of the φ curves was not strongly dependent on the ground reflectance
or the view factors from the collector to the sky and ground. Consequently, they were
able to construct a set of φ curves for a fixed value of KT . The effect of tilt was taken
into account by using the monthly average ratio of beam radiation on a tilted surface to
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monthly average beam radiation on a horizontal surfaceRb as a parameter. The generalized
φ curves are shown in Figures 2.23.1 for values of KT of 0.3, 0.4, 0.5, 0.6, and 0.7. The
method of constructing these curves is exactly like Example 2.23.1, except that the tilt
used in their calculations was 47◦ and the ground reflectance was 0.2. A comparison of the
φ curve from Example 2.23.1, in which the tilt was 40◦ and the ground reflectance was 0.7
with the generalized φ curve for KT = 0.5 and Rb = 1.79, shows that the two are nearly
identical.

Figure 2.23.1 Generalized φ curves for south-facing surfaces. Adapted fromLiu and Jordan (1963).
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Figure 2.23.1 (Continued)

With the generalized φ curves, it is possible to predict the utilizable energy at a
constant critical level by knowing only the long-term average radiation. This procedure
was illustrated (for one hour-pair) in Example 2.23.2. Rather than use the φ curve calculated
in Example 2.23.1, the generalized φ curve could have been used. The only additional
calculation is determining Rb so that the proper curve can be selected. In Example 2.23.2,
Xc = 0.55. From Equation 2.19.3a, Rb = 1.79. Figure 2.23.1(c) is used to obtain φ; it is
approximately 0.50.
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It is convenient for computations to have an analytical representation of the utiliz-
ability function. Clark et al. (1983) have developed a simple algorithm to represent the
generalized φ functions. Curves of φ versus Xc derived from long-term weather data are
represented by

φ =




0 if Xc ≥ Xm(
1 − Xc

Xm

)2
if Xm = 2∣∣∣∣∣|g| −

[
g2 + (1 + 2g)

(
1 − Xc

Xm

)2
]1/2

∣∣∣∣∣ otherwise

(2.23.5a)

where

g = Xm − 1

2 − Xm

(2.23.5b)

Xm = 1.85 + 0.169
Rh

k
2
T

− 0.0696
cos β

k
2
T

− 0.981
kT

cos2 δ
(2.23.5c)

The monthly average hourly clearness index kT is defined as

kT = I

I o

(2.23.6)

It can be estimated using Equations 2.13.2 and 2.13.4:

kT = I

I o

= rt

rd

H

Ho

= rt

rd

KT = (a + b cosω) KT (2.23.7)

where a and b are given by Equations 2.13.2b and 2.13.2c.
The remaining term in Equation 2.23.5 is Rh, the ratio of monthly average hourly

radiation on the tilted surface to that on a horizontal surface:

Rh = IT

I
= IT

rT H
(2.23.8)

Example 2.23.3

Repeat Example 2.23.2 using the Clark et al. (1983) equations.

Solution

The calculations to be made are Rh, kT ,Xm,Xc, g, and finally φ. Intermediate results
from Example 2.23.2 that are useful here are IT = 2.33 MJ/m2, rt = 0.158, ωs = 78.9◦,
ω = 7.5◦, Xc = 0.549:

Rh = IT

I
= IT

rtH
= 2.33

1.58 × 20.3 × 0.50
= 1.44
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To calculate kT , we need the constants a and b in Equation 2.23.7:

a = 0.409 + 0.5016 sin(78.9 − 60) = 0.571

b = 0.6609 − 0.4767 sin(78.9 − 60) = 0.506

Thus
kT = 0.50 (0.571 + 0.506 cos 7.5) = 0.536

Next calculate Xm with Equation 2.23.5c:

Xm = 1.85 + 0.169
1.44

0.5362
− 0.0696 × cos 40

0.5362
− 0.981 × 0.536

cos2(−13)

= 1.942

The last steps are to calculate g and φ with Equations 2.23.5b and 2.23.5a:

g = 1.942 − 1

2 − 1.942
= 16.24

Then

φ =
∣∣∣∣∣∣16.24 −

[
16.242 + (1 + 2 × 16.24)

(
1 − 0.549

1.942

)2
]1/2

∣∣∣∣∣∣ = 0.52

This is nearly the same φ as that from Example 2.23.2. �

The φ charts graphically illustrate why a single average day should not be used
to predict system performance under most conditions. The difference in utilizability as
indicated by the limiting curve of identical days and the appropriate φ curve is the error
that is incurred by basing performance on an average day. Only if KT is high or if the
critical level is very low do all φ curves approach the limiting curve. For many situations
the error in using one average day to predict performance is substantial.

The φ curves must be used hourly, even though a single φ curve applies for a
given collector orientation, critical level, and month. This means that three to six hourly
calculations must be made per month if hour-pairs are used. For surfaces facing the
equator, where hour-pairs can be used, the concept of monthly average daily utilizability
φ provides a more convenient way of calculating useful energy. However, for processes
that have critical radiation levels that vary in repeatable ways through the days of a month
and for surfaces that do not face the equator, the generalized φ curves must be used for
each hour.

2.24 DAILY UTILIZABILITY

The amount of calculations in the use of φ curves led Klein (1978) to develop the concept
of monthly average daily utilizability φ. This daily utilizability is defined as the sum for a
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month (over all hours and days) of the radiation on a tilted surface that is above a critical
level divided by the monthly radiation. In equation form,

φ =
∑

days

∑
hours

(IT − ITc)
+

HT N
(2.24.1)

where the critical level is similar to that used in the φ concept.26 The monthly utilizable
energy is then the product HT Nφ. The concept of daily utilizability is illustrated in
Figure 2.24.1. Considering either of the two sequences of days, φ is the ratio of the sum of
the shaded areas to the total areas under the curves.

The value of φ for a month depends on the distribution of hourly values of radiation in
the month. If it is assumed that all days are symmetrical about solar noon and that the hourly
distributions are as shown in Figures 2.13.1 and 2.13.2, then φ depends on the distribution
of daily total radiation, that is, on the relative frequency of occurrence of below-average,
average, and above-average daily radiation values.27 Figure 2.24.1 illustrates this point.
The days in the top sequence are all average days; for the low critical radiation level
represented by the solid horizontal line, the shaded areas show utilizable energy, whereas

Figure 2.24.1 Two sequences of days with the same average radiation levels on the plane of the
collector. From Klein (1978).

26The critical level for φ is based on monthly average ‘‘optical efficiency’’ and temperatures rather than on values
for particular hours. This will be discussed in Chapter 21.
27Klein assumed symmetrical days in his development of φ. It can be shown that departure from symmetry within
days (e.g., if afternoons are brighter than mornings) will lead to increases in φ; thus a φ calculated from the
correlations of this section is somewhat conservative.
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for the high critical level represented by the dotted line, there is no utilizable energy. The
bottom sequence shows three days of varying radiation with the same average as before;
utilizable energy for the low critical radiation level is nearly the same as for the first set,
but there is utilizable energy above the high critical level for the nonuniform set of days
and none for the uniform set. Thus the effect of increasing variability of days is to increase
φ, particularly at high critical radiation levels.

The monthly distribution of daily total radiation is a unique function of KT as shown
by Figure 2.9.2. Thus the effect of daily radiation distribution on φ is related to a single
variable, KT .

Klein has developed correlations for φ as a function of KT and two variables, a
geometric factorR/Rn and a dimensionless critical radiation levelXc. The symbol R is the
monthly ratio of radiation on a tilted surface to that on a horizontal surface, HT /H , and is
given by Equation 2.19.2, and Rn is the ratio for the hour centered at noon of radiation on
the tilted surface to that on a horizontal surface for an average day of the month. Equation
2.15.2 can be rewritten for the noon hour, in terms of rd,nHd and rt,nH , as

Rn =
(

IT

I

)
n

=
(
1 − rd,nHd

rt,nH

)
Rb,n +

(
rd,nHd

rt,nH

) (
1 + cosβ

2

)

+ ρg

(
1 − cosβ

2

)
(2.24.2)

where rd,n and rt,n are obtained from Figures. 2.13.1 and 2.13.2 using the curves for solar
noon or from Equations 2.13.2 and 2.13.4.

Note that Rn is calculated for a day that has the day’s total radiation equal to the
monthly average daily total radiation, that is, a day in whichH = H (Rn is not the monthly
average value of R at noon). The calculation of Rn is illustrated in Example 2.24.1.

A monthly average critical radiation level Xc is defined as the ratio of the critical
radiation level to the noon radiation level on a day of the month in which the day’s radiation
is the same as the monthly average. In equation form,

Xc = ITc

rt,nRnH
(2.24.3)

Klein obtained φ as a function of Xc for various values of R/Rn by the following
process. For a given KT , a set of days was established that had the correct long-term
average distribution of values ofKT (i.e., that match the distributions of Section 2.9). (This
is the process illustrated in Example 2.23.1.) The radiation in each of the days in a sequence
was divided into hours using the correlations of Section 2.13. These hourly values of beam
and diffuse radiation were used to find the total hourly radiation on a tilted surface, IT .
Critical radiation levels were then subtracted from these IT values and summed according
to Equation 2.24.1 to arrive at values of φ.

The φ curves calculated in this manner are shown in Figures 2.24.2(a–e) for KT

values of 0.3 to 0.7. These curves can be represented by the equation

φ = exp

{[
a + b

(
Rn

R

)]
[Xc + cX

2
c]

}
(2.24.4a)
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Figure 2.24.2 Monthly average daily utilizability as a function of Xc and R/Rn.
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Figure 2.24.2 (Continued)
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Figure 2.24.2 (Continued)

where
a = 2.943 − 9.271KT + 4.031K

2
T (2.24.4b)

b = −4.345 + 8.853KT − 3.602K
2
T (2.24.4c)

c = −0.170 − 0.306KT + 2.936K
2
T (2.24.4d)

Example 2.24.1

A surface in Madison, Wisconsin, has a slope of 60◦ and a surface azimuth angle of 0◦.
For the month of March, when KT = 0.49,H = 12.86 MJ/m2, ρg = 0.4, and the critical
radiation level is 145 W/m2, calculate φ and the utilizable energy.

Solution

For themean day ofMarchwithn = 75, the sunset hour angle is 87.7◦ fromEquation 1.6.10.
Then from Equations 2.13.2 and 2.13.4, rt,n = 0.146 and rd,n = 0.134. For KT = 0.49
(i.e., a day in which H = H ), Hd/H from Figure 2.11.2 is 0.62. From Equation 1.8.2,
Rb,n = 1.38. Then Rn can be calculated using Equation 2.24.2:

Rn =
(
1 − 0.134 × 0.62

0.146

)
1.38 + 0.134 × 0.62

0.146

(
1 + cos 60

2

)

+ 0.4

(
1 − cos 60

2

)
= 1.12



132 Available Solar Radiation

Equation 2.19.2 is used to calculate R. From Figure 2.19.1 Rb = 1.42. From Figure 2.12.2,
Hd/H = 0.43 at KT = 0.49. (See Example 2.19.1 for more details.) Then

R = (1 − 0.43)1.42 + 0.43

(
1 + cos 60

2

)
+ 0.4

(
1 − cos 60

2

)
= 1.23

and
Rn

R
= 1.12

1.23
= 0.91

From Equation 2.24.3 the dimensionless average critical radiation level is

Xc = 145 × 3600

0.146 × 1.12 × 12.86 × 106
= 0.25

We can now get the utilizability φ from Figure 2.24.2(c) or from Equations 2.24.4. With
KT = 0.49, a = −0.632, b = −0.872, c = 0.385, and φ = 0.64, the month’s utilizable
energy is thus

HT Nφ = H RNφ = 12.86 × 1.23 × 31 × 0.64 = 314 MJ/m2
�

The φ depend on R and Rn, which in turn depend on the division of total radiation into
beam and diffuse components. As noted in Section 2.11, there are substantial uncertainties
in determining this division. The correlation of Hd/H versus KT of Liu and Jordan
(1960) was used by Klein (1978) to generate the φ charts. The correlation of Ruth and
Chant (1976), which indicates significantly higher fractions of diffuse radiation, was also
used to generate φ charts, and the results were not significantly different from those of
Figure 2.24.2. A ground reflectance of 0.2 was used in generating the charts, but a value
of 0.7 was also used and it made no significant difference. Consequently, even if the
diffuse-to-total correlation is changed as a result of new experimental evidence, the φ

curves will remain valid. Of course, using different correlations will change the predictions
of radiation on a tilted surface, which will change the utilizable energy estimates.

Utilizability can be thought of as a radiation statistic that has built into it critical
radiation levels. The φ and φ concepts can be applied to a variety of design problems,
for heating systems, combined solar energy-heat pump systems, and many others. The
concept of utilizability has been extended to apply to passively heated buildings, where
the excess energy (unutilizable energy) that cannot be stored in a building structure can
be estimated. The unutilizability idea can also apply to photovoltaic systems with limited
storage capacity.

2.25 SUMMARY

In this chapter we have described the instruments (pyrheliometers and pyranometers) used
to measure solar radiation. Radiation data are available in several forms, with the most
widely available being pyranometer measurements of total (beam-plus-diffuse) radiation
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on horizontal surfaces. These data are available on an hourly basis from a limited number
of stations and on a daily basis for many stations.

Solar radiation information is needed in several different forms, depending on the
kinds of calculations that are to be done. These calculations fall into two major categories.
First (and most detailed), we may wish to calculate on an hour-by-hour basis the longtime
performance of a solar process system; for this we want hourly information of solar
radiation and other meteorological measurements. Second, monthly average solar radiation
is useful in estimating long-term performance of some kinds of solar processes. It is not
possible to predict what solar radiation will be in the future, and recourse is made to use of
past data to predict what solar processes will do.

We have presented methods (and commented on their limitations) for the estimation
of solar radiation information in the desired format from the data that are available. This
includes estimation of beam and diffuse radiation from total radiation, time distribution
of radiation in a day, and radiation on surfaces other than horizontal. We introduced the
concept of utilizability, a solar radiation statistic based on levels of radiation available
above critical levels. Determination of critical radiation levels for collectors will be treated
in Chapters 6 and 7, and the utilizability concepts will be the basis for most of Part III, on
design of solar energy processes.
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3

Selected Heat Transfer Topics

This chapter is intended to review those aspects of heat transfer that are important in the
design and analysis of solar collectors and systems. It begins with a review of radiation
heat transfer, which is often given cursory treatment in standard heat transfer courses.
The next sections review some convection correlations for internal flow and wind-induced
flow.

The role of convection and conduction heat transfer in the performance of solar
systems is obvious. Radiation heat transfer plays a role in bringing energy to the earth,
but not so obvious is the significant role radiation heat transfer plays in the operation of
solar collectors. In usual engineering practice radiation heat transfer is often negligible.
In a solar collector the energy flux is often two orders of magnitude smaller than in
conventional heat transfer equipment, and thermal radiation is a significant mode of heat
transfer.

3.1 THE ELECTROMAGNETIC SPECTRUM

Thermal radiation is electromagnetic energy that is propagated through space at the speed
of light. For most solar energy applications, only thermal radiation is important. Thermal
radiation is emitted by bodies by virtue of their temperature; the atoms, molecules, or
electrons are raised to excited states, return spontaneously to lower energy states, and in
doing so emit energy in the form of electromagnetic radiation. Because the emission results
from changes in electronic, rotational, and vibrational states of atoms and molecules, the
emitted radiation is usually distributed over a range of wavelengths.

The spectrum of electromagnetic radiation is divided into wavelength bands. These
bands and the wavelengths representing their approximate limits are shown in Figure 3.1.1.
The wavelength limits associated with the various names and the mechanism producing
the radiation are not sharply defined. There is no basic distinction between these ranges of
radiation other than the wavelength λ; they all travel with the speed of light C and have a
frequency v such that

C = Co

n
= λν (3.1.1)

where Co is the speed of light in a vacuum and n is the index of refraction.
The wavelengths of importance in solar energy and its applications are in the ultraviolet

to near-infrared range, that is, from 0.29 to approximately 25 µm. This includes the visible
spectrum, light being a particular portion of the electromagnetic spectrum to which the
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Figure 3.1.1 The spectrum of electromagnetic radiation.

human eye responds. Solar radiation outside the atmosphere has most of its energy in the
range of 0.25 to 3 µm, while solar energy received at the ground is substantially in the
range of 0.29 to 2.5 µm as noted in Chapters 1 and 2.

3.2 PHOTON RADIATION

For some purposes in solar energy applications, the classical electromagnetic wave view
of radiation does not explain the observed phenomena. In this connection, it is necessary to
consider the energy of a particle or photon, which can be thought of as an ‘‘energy unit’’
with zero mass and zero charge. The energy of the photon is given by

E = hv (3.2.1)

where h is Planck’s constant (6.6256 × 10−34 J s). It follows that as the frequency v
increases (i.e., as the wavelength λ decreases), the photon energy increases. This fact is
particularly significant where a minimum photon energy is needed to bring about a required
change (e.g., the creation of a hole–electron pair in a photovoltaic device). There is thus
an upper limit of wavelength of radiation that can cause the change.

3.3 THE BLACKBODY: PERFECT ABSORBER AND EMITTER

By definition, a blackbody is a perfect absorber of radiation. No matter what wavelengths
or directions describe the radiation incident on a blackbody, all incident radiation will
be absorbed. A blackbody is an ideal concept since all real substances will reflect some
radiation.

Even though a true blackbody does not exist in nature, some materials approach a
blackbody. For example, a thick layer of carbon black can absorb approximately 99% of
all incident thermal radiation. This absence of reflected radiation is the reason for the name
given to a blackbody. The eye would perceive a blackbody as being black. However, the
eye is not a good indicator of the ability of a material to absorb radiation, since the eye
is only sensitive to a small portion of the wavelength range of thermal radiation. White
paints are good reflectors of visible radiation, but most are good absorbers of infrared
radiation.
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A blackbody is also a perfect emitter of thermal radiation. In fact, the definition of
a blackbody could have been put in terms of a body that emits the maximum possible
radiation. A simple thought experiment can be used to show that if a body is a perfect
emitter of radiation, then it must also be a perfect absorber of radiation. Suppose a small
blackbody and small nonblackbody are placed in a large evacuated enclosure made from a
blackbody material. If the enclosure is isolated from the surroundings, then the blackbody,
the real body, and the enclosure will in time come to the same equilibrium temperature. The
blackbody must, by definition, absorb the entire radiation incident on it, and to maintain
a constant temperature, the blackbody must also emit an equal amount of energy. The
nonblackbody in the enclosure must absorb less radiation than the blackbody and will
consequently emit less radiation than the blackbody. Thus a blackbody both absorbs and
emits the maximum amount of radiation.

3.4 PLANCK’S LAW ANDWIEN’S DISPLACEMENT LAW

Radiation in the region of the electromagnetic spectrum from approximately 0.2 to
approximately 1000 µm is called thermal radiation and is emitted by all substances by
virtue of their temperature. The wavelength distribution of radiation emitted by a blackbody
is given by Planck’s law1 (Richtmyer and Kennard, 1947):

Eλb = 2πhC2
o

λ5[exp(hCo/λkT) − 1]
(3.4.1)

where h is Planck’s constant and k is Boltzmann’s constant. The groups 2πhC2
o and

hCo/k are often called Planck’s first and second radiation constants and given the symbols
C1 and C2, respectively.

2 Recommended values are C1 = 3.7405 × 108 W µm4/m2 and
C2 = 14, 387.8 µm K.

It is also of interest to know the wavelength corresponding to the maximum intensity
of blackbody radiation. By differentiating Planck’s distribution and equating to zero, the
wavelength corresponding to the maximum of the distribution can be derived. This leads
to Wien’s displacement law, which can be written as

λmaxT = 2897.8 µm K (3.4.2)

Planck’s law and Wien’s displacement law are illustrated in Figure 3.4.1, which
shows spectral radiation distribution for blackbody radiation from sources at 6000, 1000,
and 400 K. The shape of the distribution and the displacement of the wavelength of
maximum intensity are clearly shown. Note that 6000 K represents an approximation of
the surface temperature of the sun so the distribution shown for that temperature is an
approximation of the distribution of solar radiation outside the earth’s atmosphere. The other

1The symbol Eλb represents energy per unit area per unit time per unit wavelength interval at wavelength λ. The
subscript b represents blackbody.
2Sometimes the definition of C1 does not include the factor 2π.



3.5 Stefan-Boltzmann Equation 141

Figure 3.4.1 Spectral distribution of blackbody radiation.

two temperatures are representative of those encountered in low- and high-temperature
solar-heated surfaces.

The same information shown in Figure 3.4.1 has been replotted on a normalized linear
scale in Figure 3.4.2. The ordinate on this figure, which ranges from 0 to 1, is the ratio of
the spectral emissive power to the maximum value at the same temperature. This clearly
shows the wavelength division between a 6000 K source and lower temperature sources at
1000 and 400 K.

3.5 STEFAN-BOLTZMANN EQUATION

Planck’s law gives the spectral distribution of radiation from a blackbody, but in engineering
calculations the total energy is often of more interest. By integrating Planck’s law over all
wavelengths, the total energy emitted per unit area by a blackbody is found to be

Eb =
∫ ∞

0
Eλb dλ = σT 4 (3.5.1)

where σ is the Stefan-Boltzmann constant and is equal to 5.6697 × 10−8 W/m2 K4. This
constant appears in essentially all radiation equations.
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Figure 3.4.2 Normalized spectral distribution of blackbody radiation.

3.6 RADIATION TABLES

Starting with Planck’s law (Equation 3.4.1) of the spectral distribution of blackbody
radiation, Dunkle (1954) has presented a method for simplifying blackbody calculations.
Planck’s law can be written as

Eλb = C1

λ5[exp(C2/λT) − 1]
(3.6.1)

Equation 3.6.1 can be integrated to give the radiation between any wavelength limits. The
total emitted from zero to any wavelength λ is given by

E0−λb =
∫ λ

0
Eλb dλ (3.6.2)

Substituting Equation 3.6.1 into 3.6.2 and noting that by dividing by σT 4 the integral can
be made to be only a function of λT,

f0−λT = E0−λT

σT 4
=

∫ λT

0

C1 d(λT)

σ (λT)5[exp(C2/λT) − 1]
(3.6.3)

The value of this integral is the fraction of the blackbody energy between zero and λT.

Sargent (1972) has calculated values for convenient intervals and the results are given in
Tables 3.6.1a and b. (Note that when the upper limit of integration of Equation 3.6.3 is
infinity, the value of the integral is unity.)

For use in a computer, the following polynomial form of Equation 3.6.3 has been
given by Siegel and Howell (2002):

f0−λT = 15

π4

∞∑
n=1

[
e−nγ

n

(
γ 3 + 3γ 2

n
+ 6γ

n2
+ 6

n3

)]
(3.6.4)

where γ = C2/λT. In practice the summation to 10 terms is sufficient.
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Table 3.6.1a Fraction of Blackbody Radiant Energy between Zero and λT for Even Increments
of λT

λT, µm K f0−λT λT, µm K f0−λT λT, µm K f0−λT

1,000 0.0003 4,500 0.5643 8,000 0.8562
1,100 0.0009 4,600 0.5793 8,100 0.8601
1,200 0.0021 4,700 0.5937 8,200 0.8639
1,300 0.0043 4,800 0.6075 8,300 0.8676
1,400 0.0077 4,900 0.6209 8,400 0.8711
1,500 0.0128 5,000 0.6337 8,500 0.8745
1,600 0.0197 5,100 0.6461 8,600 0.8778
1,700 0.0285 5,200 0.6579 8,700 0.8810
1,800 0.0393 5,300 0.6693 8,800 0.8841
1,900 0.0521 5,400 0.6803 8,900 0.8871
2,000 0.0667 5,500 0.6909 9,000 0.8899
2,100 0.0830 5,600 0.7010 9,100 0.8927
2,200 0.1009 5,700 0.7107 9,200 0.8954
2,300 0.1200 5,800 0.7201 9,300 0.8980
2,400 0.1402 5,900 0.7291 9,400 0.9005
2,500 0.1613 6,000 0.7378 9,500 0.9030
2,600 0.1831 6,100 0.7461 9,600 0.9054
2,700 0.2053 6,200 0.7541 9,700 0.9076
2,800 0.2279 6,300 0.7618 9,800 0.9099
2,900 0.2506 6,400 0.7692 9,900 0.9120
3,000 0.2732 6,500 0.7763 10,000 0.9141
3,100 0.2958 6,600 0.7831 11,000 0.9318
3,200 0.3181 6,700 0.7897 12,000 0.9450
3,300 0.3401 6,800 0.7961 13,000 0.9550
3,400 0.3617 6,900 0.8022 14,000 0.9628
3,500 0.3829 7,000 0.8080 15,000 0.9689
3,600 0.4036 7,100 0.8137 16,000 0.9737
3,700 0.4238 7,200 0.8191 17,000 0.9776
3,800 0.4434 7,300 0.8244 18,000 0.9807
3,900 0.4624 7,400 0.8295 19,000 0.9833
4,000 0.4809 7,500 0.8343 20,000 0.9855
4,100 0.4987 7,600 0.8390 30,000 0.9952
4,200 0.5160 7,700 0.8436 40,000 0.9978
4,300 0.5327 7,800 0.8479 50,000 0.9988
4,400 0.5488 7,900 0.8521 ∞ 1.

Example 3.6.1

Assume that the sun is a blackbody at 5777 K.

a What is the wavelength at which the maximum monochromatic emissive power
occurs?

b What is the energy from this source that is in the visible part of the electromagnetic
spectrum (0.38 to 0.78 µm)?
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Table 3.6.1b Fraction of Blackbody Radiation Energy between Zero and λT for Even Fractional
Increments

f0−λT λT, µm K

λT at
Midpoint f0−λT λT, µm K

λT at
Midpoint

0.05 1,880 1,660 0.55 4,410 4,250
0.10 2,200 2,050 0.60 4,740 4,570
0.15 2,450 2,320 0.65 5,130 4,930
0.20 2,680 2,560 0.70 5,590 5,350
0.25 2,900 2,790 0.75 6,150 5,850
0.30 3,120 3,010 0.80 6,860 6,480
0.35 3,350 3,230 0.85 7,850 7,310
0.40 3,580 3,460 0.90 9,380 8,510
0.45 3,830 3,710 0.95 12,500 10,600
0.50 4,110 3,970 1.00 ∞ 16,300

Solution

a The value of λT at which the maximum monochromatic emissive power occurs is
2897.8 µm K, so the desired wavelength is 2897.8/5777, or 0.502 µm.

b From Table 3.6.1a the fraction of energy between zero and λT = 0.78 × 5777 =
4506 µm K is 56%, and the fraction of the energy between zero and λT = 0.38 × 5777 =
2195 µm K is 10%. The fraction of the energy in the visible is then 56% minus 10%, or
46%. These numbers are close to the values obtained from the actual distribution of energy
from the sun as calculated in Example 3.6.1. �

3.7 RADIATION INTENSITY AND FLUX

Thus far we have considered the radiation leaving a black surface in all directions; however,
it is often necessary to describe the directional characteristics of a general radiation field in
space. The radiation intensity is used for this purpose and is defined as the energy passing
through an imaginary plane per unit area per unit time and per unit solid angle whose
central direction is perpendicular to the imaginary plane. Thus, in Figure 3.7.1, if �E
represents the energy per unit time passing through �A and remaining within �ω, then
intensity is3

I = lim
�A→0
�ω→0

�E

�A �ω
(3.7.1)

The intensity I has both a magnitude and a direction and can be considered as a vector
quantity. For a given imaginary plane in space, we can consider two intensity vectors that are
in opposite directions. These two vectors are often distinguished by the symbols I+ and I−.

The radiation flux is closely related to the intensity and is defined as the energy passing
through an imaginary plane per unit area per unit time and in all directions on one side
of the imaginary plane. Note that the difference between intensity and flux is that the

3The symbol I is used for intensity when presenting basic radiation heat transfer ideas and for solar radiation
integrated over an hour period when presenting solar radiation ideas. The two will seldom be used together.
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Figure 3.7.1 Schematic of radiation intensity.

differential area for intensity is perpendicular to the direction of propagation, whereas the
differential area for flux lies in a plane that forms the base of a hemisphere through which
the radiation is passing.

The intensity can be used to determine the flux through any plane. Consider an
elemental area �A on an imaginary plane covered by a hemisphere of radius r as shown in
Figure 3.7.2. The energy per unit time passing through an area �A′ on the surface of the
hemisphere from the area �A is equal to

�Q = I �A(cos θ)
�A′

r2
(3.7.2)

Where �A′/r2 is the solid angle between �A and �A′ and �A cos θ is the area
perpendicular to the intensity vector. The energy flux per unit solid angle in the θ, φ

direction can then be defined as

�q = lim
�A→0

�Q

�A
= I (cos θ)

�A′

r2
(3.7.3)

The radiation flux is then found by integrating over the hemisphere. The sphere incremental
area can be expressed in terms of the angles θ and φ so that

q =
∫ 2π

0

∫ π/2

0
I cos θ sin θ dθ dφ (3.7.4)

It is convenient to define µ = cos θ so that

q =
∫ 2π

0

∫ 1

0
Iµ dµ dφ (3.7.5)

Figure 3.7.2 Schematic of radiation flux.



146 Selected Heat Transfer Topics

Two important points concerning the radiation flux must be remembered. First, the
radiation flux is, in general, a function of the orientation of the chosen imaginary plane.
Second, the radiation flux will have two values corresponding to each of the two possible
directions of the normal to the imaginary plane. When it is necessary to emphasize which
of the two possible values of the radiation flux is being considered, the superscript + or −
can be used along with a definition of the positive and negative directions.

Thus far, radiation flux and intensity have been defined at a general location in space.
When it is desired to find the heat transfer between surfaces in a vacuum, or at least in
radiative nonparticipating media, the most useful values of radiative flux and intensity
occur at the surfaces. For the special case of a surface that has intensity independent of
direction, the integration of Equation 3.7.5 yields

q = π I (3.7.6)

Surfaces that have the intensity equal to a constant are called either Lambertian or
diffuse surfaces. A blackbody emits in a diffuse manner, and therefore the blackbody
emissive power is related to the blackbody intensity by

Eb = πIb (3.7.7)

The foregoing equations were written for total radiation but apply equally well to
monochromatic radiation. For example, Equation 3.7.7 could be written in terms of a
particular wavelength λ:

Eλb = πIλb (3.7.8)

3.8 INFRARED RADIATION EXCHANGE BETWEEN GRAY SURFACES

The general case of infrared radiation heat transfer between many gray surfaces having
different temperatures is treated in a number of textbooks (e.g., Hottel and Sarofim, 1967;
Siegel and Howell, 2002). The various methods all make the same basic assumptions,
which for each surface can be summarized as follows:

1. The surface is gray. (Radiation properties are independent of wavelength.)

2. The surface is diffuse or specular diffuse (see Section 4.3).

3. The surface temperature is uniform.

4. The incident energy over the surface is uniform.

Beckman (1971) also utilized these basic assumptions and defined a total exchange
factor between pairs of surfaces of an N -surface enclosure such that the net heat transfer
to a typical surface i is4

Qi =
N∑

j=1

εiεjAiF̂ijσ(T 4
j − T 4

i ) (3.8.1)

4The emittance ε is defined by Equation 4.1.8.
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The factor F̂ij is the total exchange factor between surfaces i and j and is found from
the matrix equation

[F̂ij] = [δij − ρiEij]
−1[Eij] (3.8.2)

where Eij, the specular exchange factor, accounts for radiation going from surface i

to surface j directly and by all possible specular (mirrorlike) reflections and ρj is
the diffuse reflectance of surface j. Methods for calculating Eij are given in advanced
radiation texts. When the surfaces of the enclosure do not specularly reflect radiation, the
specular exchange factors of Equation 3.8.2 reduce to the usual view factor (configuration
factor) Fij.

The majority of heat transfer problems in solar energy applications involve radiation
between two surfaces. The solution of Equations 3.8.1 and 3.8.2 for diffuse surfaces with
N = 2 is

Q1 = −Q2 = σ(T 4
2 − T 4

1)

1 − ε1

εA1
+ 1

A1F12
+ 1 − ε2

ε2A2

(3.8.3)

Two special cases of Equation 3.8.3 are of particular interest. For radiation between two
infinite parallel plates (i.e., as in flat-plate collectors) the areas A1 and A2 are equal and
the view factor F12 is unity. Under these conditions Equation 3.8.3 becomes

Q

A
= σ(T 4

2 − T 4
1)

1

ε1
+ 1

ε2
− 1

(3.8.4)

The second special case is for a small convex object (surface 1) surrounded by a large
enclosure (surface 2). Under these conditions, the area ratio A1/A2 approaches zero, the
view factor F12 is unity, and Equation 3.8.3 becomes

Q1 = ε1A1σ(T 4
2 − T 4

1) (3.8.5)

This result is independent of the surface properties of the large enclosure since virtually
none of the radiation leaving the small object is reflected back from the large enclosure. In
other words, the large enclosure absorbs all radiation from the small object and acts like a
blackbody. Equation 3.8.5 also applies in the case of a flat plate radiating to the sky (i.e., a
collector cover radiating to the surroundings).

3.9 SKY RADIATION

To predict the performance of solar collectors, it will be necessary to evaluate the radiation
exchange between a surface and the sky. The sky can be considered as a blackbody at
some equivalent sky temperature Ts so that the actual net radiation between a horizontal
flat plate and the sky is given by Equation 3.8.5. The net radiation from a surface with
emittance ε and temperature T to the sky at Ts is

Q = εAσ(T 4 − T 4
s) (3.9.1)
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The equivalent blackbody sky temperature of Equation 3.9.1 accounts for the facts that
the atmosphere is not at a uniform temperature and the atmosphere radiates only in certain
wavelength bands. The atmosphere is essentially transparent in the wavelength region from
8 to 14 µm, but outside of this ‘‘window’’ the atmosphere has absorbing bands covering
much of the infrared spectrum. Several relations have been proposed to relate Ts for clear
skies to measured meteorological variables. Swinbank (1963) relates sky temperature to
the local air temperature, Brunt (1932) relates sky temperature to the water vapor pressure,
and Bliss (1961) relates sky temperature to the dew point temperature. Berdahl and Martin
(1984) used extensive data from the United States to relate the effective sky temperature
to the dew point temperature, dry bulb temperature, and hour from midnight t by the
following equation.

Ts = Ta[0.711 + 0.0056Tdp + 0.000073T 2
dp + 0.013 cos(15t)]1/4 (3.9.2)

where Ts and Ta are in degrees Kelvin and Tdp is the dew point temperature in degrees
Celsius. The experimental data covered a dew point range from −20◦C to 30◦C. The range
of the difference between sky and air temperatures is from 5◦C in a hot, moist climate to
30◦C in a cold, dry climate.

Clouds will tend to increase the sky temperature over that for a clear sky. It is
fortunate that the sky temperature does not make much difference in evaluating collector
performance. However, the sky temperature is critical in evaluating radiative cooling as a
passive cooling method.

3.10 RADIATION HEAT TRANSFER COEFFICIENT

To retain the simplicity of linear equations, it is convenient to define a radiation heat
transfer coefficient. The heat transfer by radiation between two arbitrary surfaces is found
from Equation 3.8.3. If we define a heat transfer coefficient so that the radiation between
the two surfaces is given by

Q = A1hr(T2 − T1) (3.10.1)

then it follows that

hr = σ(T 2
2 + T 2

1)(T2 + T1)

1 − ε1

ε1
+ 1

F12
+ (1 − ε2)A1

ε2A2

(3.10.2)

If the areas A1 and A2 are not equal, the numerical value of hr depends on whether it is to
be used with A1 or with A2.

When T1 and T2 are close together, the numerator of Equation 3.10.2 can be expressed

as 4σT
3
, where T is the average temperature:

T
3 = 1

4 (T
2
2 + T 2

1)(T2 + T1) (3.10.3)
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It is not difficult to estimate T without actually knowing both T1 and T2. Once T is
estimated, the equations of radiation heat transfer are reduced to linear equations that can
be easily solved along with the linear equations of conduction and convection. If more
accuracy is needed, a second or third iteration may be required. Most of the radiation
calculations in this book use the linearized radiation coefficient.

Example 3.10.1

The plate and cover of a flat-plate collector are large in extent, are parallel, and are spaced
25mm apart. The emittance of the plate is 0.15 and its temperature is 70◦C. The emittance
of the glass cover is 0.88 and its temperature is 50◦C. Calculate the radiation exchange
between the surfaces and a radiation heat transfer coefficient for this situation.

Solution

Exact and approximate solutions are possible for this problem. The exact solution is based
on Equations 3.8.4 and 3.10.1. The radiation exchange is given by Equation 3.8.4:

Q

A
= σ(3434 − 3234)

1

0.15
+ 1

0.88
− 1

= 24.6 W/m2

Then from the defining equation for the radiation coefficient (Equation 3.10.1),

hr = 24.6

70 − 50
= 1.232 W/m2 ◦C

(The use of Equation 3.10.2 produces the identical result.)
We can also get an approximate solution using the average of the two plate tempera-

tures, 60◦C or 333 K, in Equation 3.10.3: Then

hr = σ × 4 × 3333

1

0.15
+ 1

0.88
− 1

= 1.231 W/m2 ◦C

This result is essentially the same as that calculated by the defining equation. �

3.11 NATURAL CONVECTION BETWEEN FLAT PARALLEL PLATES
AND BETWEEN CONCENTRIC CYLINDERS

The rate of heat transfer between two plates inclined at some angle to the horizon is
of obvious importance in the performance of flat-plate collectors. Free-convection heat
transfer data are usually correlated in terms of two or three dimensionless parameters: the
Nusselt number Nu, the Rayleigh number Ra, and the Prandtl number Pr. Some authors
correlate data in terms of the Grashof number, which is the ratio of the Rayleigh number
to the Prandtl number.
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The Nusselt, Rayleigh, and Prandtl numbers are given by5

Nu = hL

k
(3.11.1)

Ra = gβ ′ �T L3

να
(3.11.2)

Pr = ν

α
(3.11.3)

Where h = heat transfer coefficient [W/m2 K]
L = plate spacing [m]
k = thermal conductivity [W/m K]
g = gravitational constant [m/s2]
β ′ = volumetric coefficient of expansion (for an ideal gas, β ′ = 1/T ) [1/K]

�T = temperature difference between plates [K]
ν = kinematic viscosity [m2/s]
α = thermal diffusivity [m2/s]

For parallel plates the Nusselt number is the ratio of a pure conduction resistance
to a convection resistance [i.e., Nu = (L/k)/(1/h)] so that a Nusselt number of unity
represents pure conduction.

Tabor (1958) examined the published results of a number of investigations and
concluded that the most reliable data for use in solar collector calculations as of 1958 were
contained in Report 32 published by the U.S. Home Finance Agency (1954).

In a more recent experimental study using air, Hollands et al. (1976) give the
relationship between the Nusselt number and Rayleigh number for tilt angles from 0 to 75◦

as

Nu = 1 + 1.44

[
1 − 1708(sin 1.8β)1.6

Ra cos β

] [
1 − 1708

Ra cos β

]+
+

[(
Ra cos β

5830

)1/3

− 1

]+

(3.11.4)
where the meaning of the + exponent is that only positive values of the terms in the square
brackets are to be used (i.e., use zero if the term is negative).

For horizontal surfaces, the results presented by Tabor compare favorably with the
correlation of Equation 3.11.4. For vertical surfaces the data from Tabor approximate the
75◦ tilt data of Hollands et al. (1976). Actual collector performance will always differ from
analysis, but a consistent set of data is necessary to predict the trends to be expected from
design changes. Since a common purpose of this type of data is to evaluate collector design
changes, the correlation of Hollands et al. (1976) is considered to be the most reliable.

Equation 3.11.4 is plotted in Figure 3.11.1. In addition to the Nusselt number, there is a
second scale on the ordinate giving the value of the heat transfer coefficient times the plate
spacing for a mean temperature of 10◦C. The scale of this ordinate is not dimensionless
but is mm W/m2 ◦C. For temperatures other than 10◦C, a factor F2, the ratio of the

5Fluid properties in the convection relationships of this chapter should be evaluated at the mean temperature.
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Figure 3.11.1 Nusselt number as a function of Rayleigh number for free-convection heat transfer
between parallel flat plates at various slopes.

Figure 3.11.2 Air property corrections F1 and F2 for use with Figure 3.11.1. From Tabor (1958).
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thermal conductivity of air at 10◦C to that at any other temperature, has been plotted as
a function of temperature in Figure 3.11.2. Thus to find hl at any temperature other than
10◦C, it is only necessary to divide F2hl as read from the chart by F2 at the appropriate
temperature.6

The abscissa also has an extra scale, F1 �T l3. To find �T l3 at temperatures other
than 10◦C, it is only necessary to divide F1 �T l3 by F1, where F1 is the ratio of
1/Tνα at the desired temperature to 1/Tνα at 10◦C. The ratio F1 is also plotted in
Figure 3.11.2.

Example 3.11.1

Find the convection heat transfer coefficient between two parallel plates separated by
25mm with a 45◦ tilt. The lower plate is at 70◦C and the upper plate is at 50◦C.

Solution

At the mean air temperature of 60◦C air properties are k = 0.029 W/m K, T = 333 K so
β ′ = 1/333, ν = 1.88 × 10−5 m2/s, and α = 2.69 × 10−5 m2/s. (Property data are from
EES; www.fchart.com.) The Rayleigh number is

Ra = 9.81 × 20 × (0.025)3

333 × 1.88 × 10−5 × 2.69 × 10−5
= 1.82 × 104

From Equation 3.11.4 or Figure 3.11.1 the Nusselt number is 2.4. The heat transfer
coefficient is found from

h = Nu
k

L
= 2.4 × 0.029

0.025
= 2.78 W/m2 K

As an alternative, the dimensional scales of Figure 3.11.1 can be used with the
property corrections from Figure 3.11.2. At 60◦C, F1 = 0.49 and F2 = 0.86. Therefore,
F1 �T l3 = 0.49 × 20 × 253 = 1.53 × 105 mm3 ◦C. From the 45◦ curve in Figure 3.11.1,
F2hl = 59. Finally, h = 59/(0.86 × 25) = 2.74 W/m2 K.

Even with the substantially reduced radiation heat transfer resulting from the low
emittance in Example 3.6.1, the radiation heat transfer is about one-half of the convection
heat transfer. �

It is recommended that the 75◦ correlation of Figure 3.11.1 be used for vertical
surfaces. The correlation given by Equation 3.11.1 does not cover the range from 75 to
90◦, but comparisons with other correlations suggest that the 75◦ represents the vertical
case adequately. Raithby et al. (1977) have examined vertical surface convection data from
a wide range of experimental investigations. They propose a correlation that includes the
influence of aspect ratio A, that is, the ratio of plate height to spacing. Their correlation
is plotted in Figure 3.11.3 for aspect ratios of 5, 60, and infinity. For comparison, other
correlations that do not show an aspect ratio effect are also plotted on this figure and
correspond approximately to the Raithby et al. correlation with an aspect ratio of between
10 and 20.

6The lowercase letter l is used as a reminder that the units are millimeters instead of meters.
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Figure 3.11.3 Nusselt number as a function of Rayleigh number for free-convection heat transfer
between vertical flat plates.

Most of the experiments utilize a guarded hot-plate technique that measures the heat
transfer only at the center of the test region. Consequently the end effects are largely
excluded. However, Randall et al. (1977) used an interferometric technique that allowed
determination of local heat transfer coefficients from which averages were determined;
they could not find an aspect ratio effect, although a range of aspect ratios from 9 to 36
was covered. The Raithby et al. (1977) correlation also includes an angular correction for
angles from 70 to 110◦ which shows a slight increase in Nusselt number over this range of
tilt angles consistent with the trends of Figure 3.11.1 (Randall et al., 1977).

It is unusual to find a collector sloped at angles between 75◦ and 90◦; if they are
to be that steep, they will probably be vertical. Windows and collector-storage walls are
essentially always vertical. For vertical surfaces the four correlations shown in Figure 3.11.3
[with A ∼= 15 for the Raithby et al. (1977) result] agree within approximately 15% with
the 75◦ correlation of Hollands et al. (1976) in Figure 3.11.1. Vertical solar collectors will
have an aspect ratio on the order of 60, but at this aspect ratio the Raithby et al. result falls
well below other correlations. Consequently, the 75◦ correlation of Figure 3.11.1 will give
reasonable or conservative predictions for vertical surfaces.

Heat transfer between horizontal concentric cylinders is important in linear concen-
trating collectors (see Section 7.3). Raithby and Hollands (1975) [as reported by Incropera
and DeWitt (2002)] propose the following correlation to account for the free convection:

keff

k
= max

[
1, 0.386

(
Pr × Ra∗

0.861 + Pr

)1/4
]

(3.11.5)
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where

Ra∗ = [ln(Do/Di)]
4

L3(D
−3/5
i + D

−3/5
o )5

RaL (3.11.6)

and the Rayleigh and Prandtl numbers are defined by Equations 3.11.1 and 3.11.2. The
characteristic length L is the distance between the inner and outer cylinders. The range
of validity of this correlation is Ra∗ ≤ 107. At Ra∗ ≤ 100 Equation 3.11.5 yields keff = k,
indicating the free convection is suppressed and the heat transfer is by conduction.

As the pressure in the annulus is reduced, the conduction heat transfer is unaffected
until the pressure is such that the mean free path of the molecules is on the order of the
characteristic dimension of the annulus. The following equation from Ratzel et al. (1979)
covers the range from pure conduction to free molecular heat transfer:

keff

k
=

[
1 + (2 − a) (9cp/cv − 5)λ

a(cp/cv + 1) ln(Do/Di)

(
1

Do

+ 1

Di

)]−1

(3.11.7)

where λ is the mean free path of the gas molecules given by

λ = kT√
2πPδ2

(3.11.8)

and where k is Boltzmann’s constant (1.381 × 10−23 J/K),P is the pressure in pascals, and
δ is the molecular diameter of the annulus gas (3.5 × 10−10 m for air and 2.4 × 10−10 m
for hydrogen). The parameter a is an accommodation coefficient that when set equal to 1
provides an upper bound on the free molecular heat transfer: The ratio of specific heats is
close to 1.4 for both air and hydrogen.

A general expression for the effective gas conductivity in an annulus is to take the
maximum value of either the part of Equation 3.11.5 that contains the Rayleigh number
or 3.11.7.

3.12 CONVECTION SUPPRESSION

One of the objectives in designing solar collectors is to reduce the heat loss through the
covers. This has led to studies of convection suppression by Hollands (1965), Edwards
(1969), Buchberg et al. (1976), Arnold et al. (1977, 1978), Meyer et al. (1978), and
others. In these studies the space between two plates, with one plate heated, is filled with
a transparent or specularly reflecting honeycomb to suppress the onset of fluid motion.
Without fluid motion the heat transfer between the plates is by conduction and radiation.
Care must be exercised since improper design can lead to increased rather than decreased
convection losses, as was first shown experimentally by Charters and Peterson (1972) and
later verified by others.

For slats, as shown in Figure 3.12.1, the results of Meyer et al. (1978) can be expressed
as the maximum of two numbers as

Nu = max[1.1C1C2 Ra
0.28
L , 1] (3.12.1)
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Figure 3.12.1 Slats for suppression of convection. From Meyer et al. (1978).

where C1 and C2 are given in Figure 3.12.2 and the subscript L indicates that the plate
spacing L is the characteristic length. Note that the coefficient C1 has a maximum near an
aspect ratio of 2.

To assess the magnitude of the convection suppression with slats, it is possible to
compare Equation 3.12.1 with the correlation of Randall et al. (1977) obtained from data
taken on the same equipment. Although the Randall correlation uses an exponent of 0.29
on the Rayleigh number, the correlation can be slightly modified to have an exponent of
0.28. The ratio of the two correlations is then

Nuslats
Nuno slats

= max[1.1C1C2 Ra
0.28
L , 1]

max[0.13 Ra0.28L [cos(β − 45)]0.58, 1]
(3.12.2)

As long as fluid motion is not suppressed (i.e., as long as Nu > 1), the ratio of the two
Nusselt numbers is independent of the Rayleigh number.

At a collector angle of 45◦, the addition of slats will reduce convection as long as
the aspect ratio is less than approximately 0.5 (i.e., C1 = 0.12, C2 = 1.0). At an aspect
ratio of 0.25, the slats reduce convection by one-third. At a Rayleigh number of 5800
and a tilt of 45◦, fluid movement is just beginning with an aspect ratio of 0.25, and
the Nusselt number is 1.0. From Randall’s correlation without slats and with a Rayleigh
number of 5800, the Nusselt number is 1.47, a nearly 50% reduction in convection heat
transfer.

Arnold et al. (1977, 1978) experimentally investigated cores with aspect ratios between
0.125 and 0.25 but with additional partitions that produced rectangular honeycombs having
horizontal aspect ratios (width-to-plate spacing) ranging from 0.25 to 6.25. The results of
these experiments, using silicone oil as the working fluid to suppress thermal radiation,
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Figure 3.12.2 Coefficients C1 and C1 for use in Equation 3.12.1. From Meyer et al. (1978).

can be correlated within ± 15% with the following equation:

Nu = 1 + 1.15

[
1 − Ra1

Ra cos β

]+
+ 1.25

[
1 − Ra2

Ra cos β

]+
(3.12.3)

for
0 ≤ β ≤ 60, Ra cos β ≤ Ra3, 4 ≤ L/H ≤ 8, 1 ≤ W/H ≤ 24

where

Rak = (ak + bk)
3

ak
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ak = ao + 1

2
bk, bk = (kπ + 0.85)2, k = 1, 2, 3

ao =
[

7

1 + L/ (7D)
+ 18

(
H

W

)2
] (

L

H

)2

For vertical orientation (β = 90◦
), the results can be correlated by

Nu = 1 + 10−4(H/L)4.65

1 + 5(H/W)4
Ra1/3 (3.12.4)

for the same L/H and W/H limits as given for Equation 3.12.3.
These equations show little effect on heat transfer of horizontal aspect ratios beyond

unity. Consequently, the results of Meyer et al. (1978) for slats should be directly
comparable. At an angle of 45◦ and a Rayleigh number of 4 × 104 both experiments give a
Nusselt number of approximately 1.7, but the slope of the data on a Nusselt-Rayleigh plot
from Arnold et al. (1977) is approximately 0.48 and the slope from Meyer et al. is 0.28.
Since the Rayleigh number range of the two experiments was not large, these two very
different correlations give similar Nusselt numbers, but extrapolation beyond the range of
test data (i.e., Ra > 105) could lead to large differences.

This discrepancy points out a problem in estimating the effect of collector design
options based on heat transfer data from two different experiments. It is the nature of heat
transfer work that sometimes significant differences are observed in carefully controlled
experiments using different equipment or techniques. Consequently, in evaluating an option
such as the addition of honeycombs, heat transfer data with and without honeycombs
measured in the same laboratory will probably be the most reliable.

The addition of a honeycomb in a solar collector will modify the collector’s radiative
characteristics. The honeycomb will certainly decrease the solar radiation reaching the
absorbing plate of the collector. Hollands et al. (1978) have analyzed the solar trans-
mittance7 of a square-celled honeycomb and compared the results with measurements
at normal incidence. For the particular polycarbonate plastic configuration tested, the
honeycomb transmittance at normal incidence was 0.98. Its transmittance decreased in a
nearly linear manner with incidence angle to approximately 0.90 at an angle of 70◦.

The infrared radiation characteristics will also be affected in a manner largely
dependent upon the honeycomb material. If the honeycomb is constructed of either
an infrared transparent material or an infrared specularly reflective material, then the
infrared radiative characteristics of the collector will not be significantly changed. If
the honeycomb material is constructed of a material that is opaque in the infrared, then
the radiative characteristics of the collector will approach that of a blackbody. As will be
shown in the next two chapters, this is undesirable.

Transparent aerogels can be used to eliminate convection heat transfer. Properly made
silica aerogels transmit most solar radiation. They consist of very fine silica particles
and micropores that are smaller than the mean free path of air molecules; convection is

7Transmittance of cover systems is discussed in Chapter 5.
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suppressed and conduction is less than that of still air. Thermal stability and weatherability
may be problems.

3.13 VEE-CORRUGATED ENCLOSURES

Vee-corrugated absorber plates with the corrugations running horizontally have been
proposed for solar collectors to improve the radiative characteristics of the absorber plate
(see Section 4.9). Also, this configuration approximates the shape of some concentrating
collectors (see Chapter 7). One problem with this configuration is that the improved
radiative properties are, at least in part, offset by increased convection losses. Elsherbiny
et al. (1977) state that free-convection losses from a vee-corrugated surface to a single
plane above is as much as 50% greater than for two plane surfaces at the same temperatures
and mean plate spacing.

Randall (1978) investigated vee-corrugated surfaces and correlated the data in terms
of the Nusselt and Rayleigh numbers in the form

Nu = max[(C Ran), 1] (3.13.1)

where the values of C and n are given in Table 3.13.1 as functions of the tilt angle β

and the vee aspect ratio A′, the ratio of mean plate spacing l to vee height h shown in
Figure 3.13.1.

Table 3.13.1 Constants for Use in Equation 3.13.1

β A′ C n

0 0.75 0.060 0.41
1 0.060 0.41
2 0.043 0.41

45 0.75 0.075 0.36
1 0.082 0.36
2 0.037 0.41

60 0.75 0.162 0.30
1 0.141 0.30
2 0.027 0.42

Figure 3.13.1 Section of vee-corrugated absorber and plane cover.
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3.14 HEAT TRANSFER RELATIONS FOR INTERNAL FLOW

Heat transfer coefficients for common geometries are given in many heat transfer books
(e.g., McAdams, 1954; Kays and Crawford, 1980; Incropera and DeWitt, 2002). For fully
developed turbulent liquid flow inside tubes (i.e., 2300 < Re = ρVDh/µ < 5 × 106 and
0.5 < Pr < 2000), Gnielinski, as reported in Kakaç et al. (1987), suggests

Nu = (f/8)(Re − 1000)Pr

1.07 + 12.7
√

f/8(Pr2/3 − 1)

(
µ

µw

)n

(3.14.1)

where n is 0.11 for heating and 0.25 for cooling and the Darcy friction factor f for smooth
pipes is given by

f = (0.79 ln Re − 1.64)−2 (3.14.2)

For gases, the viscosity ratio in Equation 3.14.1 should be replaced by (Tw/T )n. For
noncircular tubes the hydraulic diameter can be used for the characteristic length in the
preceding two equations. The hydraulic diameter is defined as

Dh = 4(flow area)

wetted perimeter
(3.14.3)

For short tubes with L/D > 1.0 and a sharp-edged entry, McAdams (1954) recommends
that the Nusselt number be calculated from

Nushort
Nulong

=
[
1 +

(
D

L

)0.7
]

(3.14.4)

For laminar flow in tubes the thermal boundary condition is important. With fully
developed hydrodynamic and thermal profiles, the Nusselt number is 3.7 for constant wall
temperature and 4.4 for constant heat flux. In a solar collector the thermal condition is
closely represented by a constant resistance between the flowing fluid and the constant-
temperature environment.8 If this resistance is large, the thermal boundary condition
approaches constant heat flux, and if this resistance is small, the thermal boundary
condition approaches constant temperature. Consequently, the theoretical performance
of a solar collector should lie between the results for constant heat flux and constant
temperature. Since a constant-wall-temperature assumption yields somewhat lower heat
transfer coefficients, this is the recommended assumption for conservative design.

For short tubes the developing thermal and hydrodynamic boundary layers will result
in a significant increase in the heat transfer coefficient near the entrance. Heaton et al.
(1964) present local Nusselt numbers for the case of constant heat rate. Their data are well
represented by an equation of the form

Nu = Nu∞ + a(Re Pr Dh/L)m

1 + b(Re Pr Dh/L)n
(3.14.5)

where the constants a, b, m, and n are given in Table 3.14.1.

8This will become apparent in Chapter 6.
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Table 3.14.1 Constants for Equation 3.14.5 for Calculation of
Local Nu for Circular Tubes with Constant Heat Rate

Prandtl Number a b m n

0.7 0.00398 0.0114 1.66 1.12
10 0.00236 0.00857 1.66 1.13
∞ 0.00172 0.00281 1.66 1.29

Nu∞ = 4.4

Goldberg (1958), as reported by Rohsenow and Choi (1961), presents average Nusselt
numbers for the case of constant wall temperature. The results for Prandtl numbers of 0.7,
5, and infinity are shown in Figure 3.14.1. The data of this figure can also be represented
by an equation of the form of Equation 3.14.5 but with values of a, b, m, n, and Nu∞
given in Table 3.14.2.

Figure 3.14.1 Average Nusselt numbers in short tubes for various Prandtl numbers.

Table 3.14.2 Constants for Equation 3.14.5 for Calculation of
Average Nu for Circular Tubes with Constant Wall Temperature

Prandtl Number a b m n

0.7 0.0791 0.0331 1.15 0.82
5 0.0534 0.0335 1.15 0.82
∞ 0.0461 0.0316 1.15 0.84

Nu∞ = 3.7
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Example 3.14.1

What is the heat transfer coefficient inside the tubes of a solar collector in which the tubes
are 10mm in diameter and separated by a distance of 100mm? The collector is 1.5m wide
and 3m long and has total flow rate of water of 0.075 kg/s. The water is at 80◦C.

Solution

The collector has 15 tubes so that the flow rate per tube is 0.005 kg/s. The Reynolds number
is

VD

ν
= 4ṁ

πDµ
= 4 × 0.005

π × 0.01 × 3.6 × 10−4 = 1800

which indicates laminar flow. The Prandtl number is 2.2 so that

Re Pr Dh

L
= 1800 × 2.2 × 0.01

3
= 13

From Figure 3.14.1 the average Nusselt number is 4.6 so the average heat transfer
coefficient is

h = Nu k

D
= 4.6 × 0.67

0.01
= 308 W/m2 ◦C �

In the study of solar air heaters and collector-storage walls it is necessary to know the
forced-convection heat transfer coefficient between two flat plates. For air the following
correlation can be derived from the data of Kays and Crawford (1980) for fully developed
turbulent flow with one side heated and the other side insulated:

Nu = 0.0158 Re0.8 (3.14.6)

where the characteristic length is the hydraulic diameter (twice the plate spacing). For flow
situations in which L/Dh is 10, Kays and Crawford indicates that the average Nusselt
number is approximately 16% higher than that given by Equation 3.14.6. At L/Dh = 30,
Equation 3.14.6 still underpredicts by 5%. At L/Dh = 100, the effect of the entrance
region has largely disappeared.

Tan and Charters (1970) have experimentally studied flow of air between parallel
plates with small aspect ratios for use in solar air heaters. Their results give higher heat
transfer coefficients by about 10% than those given by Kays and Crawford with an infinite
aspect ratio.

The local Nusselt number for laminar flow between two flat plates with one side
insulated and the other subjected to a constant heat flux has been obtained by Heaton et al.
(1964). The results have been correlated in the form of Equation 3.14.5 with the constants
given in Table 3.14.3.

For the case of parallel plates with constant temperature on one side and insulated
on the other side, Mercer et al. (1967) obtained the average Nusselt numbers shown
in Figure 3.14.2. They also correlated these data into the form of Equation 3.14.7 for
0.1 < Pr < 10:
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Table 3.14.3 Constants for Equation 3.14.5 for Calculation of
Local Nu for Infinite Flat Plates: One Side Insulated and Constant
Heat Flux on Other Side

Prandtl Number a b m n

0.7 0.00190 0.00563 1.71 1.17
10 0.00041 0.00156 2.12 1.59
∞ 0.00021 0.00060 2.24 1.77

Nu∞ = 5.4

Figure 3.14.2 Average Nusselt numbers in short ducts with one side insulated and one side at
constant wall temperature for various Prandtl numbers.

Nu = 4.9 + 0.0606(Re Pr Dh/L)1.2

1 + 0.0909(Re Pr Dh/L)0.7 Pr0.17
(3.14.7)

The results of Sparrow (1955) indicate that for Re Pr Dh/L < 1000 and for Pr = 10 the
Nusselt numbers are essentially the same as for the case when the hydrodynamic profile is
fully developed.

Example 3.14.2

a Determine the convective heat transfer coefficient for airflow in a channel 1m wide
by 2m long. The channel thickness is 15mm and the air flow rate is 0.03 kg/s. The average
air temperature is 35◦C.
b If the channel thickness is halved, what is the heat transfer coefficient?

c If the flow rate is halved, what is the heat transfer coefficient?
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Solution

a At a temperature of 35◦C the viscosity is 1.88 × 10−5 m2/s and the thermal conduc-
tivity is 0.0268W/m K. The hydraulic diameter Dh is twice the plate spacing t , and the
Reynolds number can be expressed in terms of the flow rate per unit width ṁ/W . The
Reynolds number is then

Re = ρVDh

µ
= ρV2tW

Wµ
= 2ṁ

Wµ
= 2 × 0.03

1 × 1.88 × 10−5
= 3200

so that the flow is turbulent. From Equation 3.14.6 the Nusselt number is

Nu = 0.0158(3200)0.8 = 10.1

and the heat transfer coefficient is h = Nu k/Dh = 9 W/m2 K. Since L/Dh <

100, 9 W/m2 ◦C is probably a few percent too low.

b If the channel thickness is halved, the Reynolds number remains the same but the heat
transfer coefficient will double to 18 W/m2 K.

c If the flow rate is halved, the Reynolds number will be 1600, indicating laminar
flow. Equation 3.14.7 or Figure 13.14.2 should be used. The value of Re Pr Dh/L is
1600 × 0.7 × 0.03/2 = 16.8 so the Nusselt number is 6.0 and the heat transfer coefficient
is 6.2 W/m2 K. �

3.15 WIND CONVECTION COEFFICIENTS

The heat loss from flat plates exposed to outside winds is important in the study of
solar collectors. Sparrow et al. (1979) did wind tunnel studies on rectangular plates at
various orientations and found the following correlation over the Reynolds number range
of 2 × 104 to 9 × 104:

Nu = 0.86 Re1/2 Pr1/3 (3.15.1)

where the characteristic length is four times the plate area divided by the plate perimeter.
For laminar flow (i.e., Re < 106, the critical Reynolds number for flow over a flat plate)
over a very wide flat plate at zero angle of attack, the analysis of Pohlhausen (Kays and
Crawford, 1980) yields a coefficient for Equation 3.15.1 of 0.94.9

This agreement at low Reynolds numbers suggests that Equation 3.15.1 may be
valid at Reynolds numbers up to 106 where direct experimental evidence is lacking. This
extrapolation is necessary since a solar collector array 2m× 5m has a characteristic length
of 2.9m and Reynolds number of 9.4 × 105 in a 5-m/s wind. From Equation 3.15.1, the
heat transfer coefficient under these conditions is approximately 7 W/m2 K.

McAdams (1954) reports the data of Jurges for a 0.5-m2 plate in which the convection
coefficient is given by the dimensional equation

h = 5.7 + 3.8V (3.15.2)

9To be consistent with Equation 3.15.1, the characteristic length in the Pohlhausen solution must be changed to
twice the plate length. This changes the familiar coefficient of 0.664 to 0.94.
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where V is the wind speed in m/s and h is in W/m2 K. It is probable that the effects of
free convection and radiation are included in this equation. For this reason Watmuff et al.
(1977) report that this equation should be

h = 2.8 + 3.0V (3.15.3)

For a 0.5-m2 plate, Equation 3.15.1 yields a heat transfer coefficient of 16 W/m2 K at
5m/s wind speed and a temperature of 25◦C. Equation 3.15.3 yields a value of 18 W/m2 K
at these conditions. Thus there is agreement between the two at a characteristic length
of 0.5m. It is not reasonable to assume that Equation 3.15.3 is valid at other plate
lengths.

The flow over a collector mounted on a house is not always well represented by
wind tunnel tests of isolated plates. The collectors will sometimes be exposed directly
to the wind and other times will be in the wake region. The roof itself will certainly
influence the flow patterns. Also, nearby trees and buildings will greatly affect local flow
conditions. Mitchell (1976) investigated the heat transfer from various shapes (actually
animal shapes) and showed that many shapes were well represented by a sphere when the
equivalent sphere diameter is the cube root of the volume. The heat transfer obtained in
this manner is an average that includes stagnation regions and wake regions. A similar
situation might be anticipated to occur in solar systems. Mitchell suggests that the wind
tunnel results of these animal tests should be increased by approximately 15% for outdoor
conditions. Thus, assuming a house to be a sphere, the Nusselt number can be expressed as

Nu = 0.42 Re0.6 (3.15.4)

where the characteristic length is the cube root of the house volume.
When the wind speed is very low, free-convection conditions may dominate. Free-

convection data for hot inclined flat plates facing upward are not available. However,
results are available for horizontal and vertical flat plates. For hot horizontal flat plates
with aspect ratios up to 7:1, Lloyd and Moran (1974) give the following equations:

Nu

0.76 Ra1/4 for 104 < Ra < 107

0.15 Ra1/3 for 107 Ra < 3 × 1010

(3.15.5)

(3.15.6)

where the characteristic length is four times the area divided by the perimeter. (The original
reference used A/P .) For vertical plates McAdams (1954) gives

Nu =
0.59 Ra1/4 for 104 < Ra < 109

0.13 Ra1/3 for 109 < Ra < 1012

(3.15.7)

(3.15.8)

where the characteristic length is the plate height.
For large Rayleigh numbers, as would be found in most solar collector systems,

Equations 3.15.6 and 3.15.8 apply and the characteristic length drops out of the calculation
of the heat transfer coefficient. The heat transfer coefficients from these two equations are
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nearly the same since the coefficient on the Rayleigh numbers differ only slightly. This
means that horizontal and vertical collectors have a minimum heat transfer coefficient (i.e.,
under free-convection conditions) of about 5W/m2 K for a 25◦C temperature difference
and a value of about 4 W/m2 K at a temperature difference of 10◦C.

From the preceding discussion it is apparent that the calculation of wind-induced heat
transfer coefficients is not well established. Until additional experimental evidence becomes
available, the following guidelines are recommended. When free and forced convection
occur simultaneously, McAdams (1954) recommends that both values be calculated and
the larger value used in calculations. Consequently, it appears that a minimum value of
approximately 5 W/m2 ◦C occurs in solar collectors under still-air conditions. For forced-
convection conditions over buildings the results of Mitchell (1976) can be expressed as

hw = 8.6V 0.6

L0.4
(3.15.9)

The heat transfer coefficient (in W/m2 K) for flush-mounted collectors can then be
expressed as

hw = max

[
5,

8.6V 0.6

L0.4

]
(3.15.10)

where V is wind speed in meters per second and L is the cube root of the house volume
in meters. At a wind speed of 5m/s (which is close to the world average wind speed)
and a characteristic length of 8m, Equation 3.15.10 yields a heat transfer coefficient of
10 W/m2 K.

For flow of air across a single tube in an outdoor environment the equations
recommended by McAdams (1954) have been modified to give10

Nu =


0.40 + 0.54 Re0.52 for 0.1 < Re < 1000

0.30 Re0.6 for 1000 < Re < 50,000

(3.15.11)

(3.15.12)

3.16 HEAT TRANSFER AND PRESSURE DROP IN PACKED BEDS
AND PERFORATED PLATES

In solar air heating systems the usual energy storage media is a packed bed of small rocks or
crushed gravel. The heat transfer and pressure drop characteristics of these storage devices
are of considerable interest and have been extensively reviewed by Shewen et al. (1978).
Although many correlations were found for both heat transfer coefficients and friction
factors in packed beds, none of the correlations were entirely satisfactory in predicting the
measured performance of their experimental packed bed. The following relationships are
based on the recommendations of Shewen et al.

10To account for outdoor conditions, the original coefficients have been increased by 25%.
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The physical characteristics of pebbles vary widely between samples. Three quantities
have been used to describe pebbles, the average particle diameter D, the void fraction ε,
and the surface area shape factor α. The void fraction can be determined by weighing
pebbles placed in a container of volume V before and after it is filled with water. The void
fraction is then equal to

ε = mw/ρw

V
(3.16.1)

where mw is the mass of water and ρw is the density of water. The density of the rock
material is then

ρr = m

V (1 − ε)
(3.16.2)

where m is the mass of the rocks alone. The average particle diameter is the diameter of a
spherical particle having the same volume and can be calculated from

D =
(

6m

πρrN

)1/3

(3.16.3)

where N is the number of pebbles in the sample. The surface area shape factor α is the
ratio of the surface area of the pebble to the surface area of the equivalent sphere and
is difficult to evaluate. For smooth river gravel α appears to be independent of pebble
size and approximately equal to 1.5. For crushed gravel α varies with the pebble size and
decreases linearly from approximately 2.5 at very small sizes to approximately 1.5 for
50-mm-diameter particles. However, large scatter is observed.

The three pebble bed parameters D, ε, and α do not fully take into account all the
observed behavior of packed-bed storage devices. However, exact predictions are not
needed since the performance of a solar system is not a strong function of the storage unit
design as long as certain criteria are met.11 When measurements of the void fraction ε and
the surface area shape factor α are available, the pressure drop relationship recommended
by Shewen et al. (1978) is that of McCorquodale et al. (1978):

�p = LG2
o

ρairD

(1 − ε)α

ε3/2

[
4.74 + 166

(1 − ε) α

ε3/2

µ

GoD

]
(3.16.4)

where Go is the mass velocity of the air (air mass flow rate divided by the bed frontal area)
and L is the length of the bed in the flow direction. When measurements of α and ε are not
available, Shewen et al. (1978) recommend the equation of Dunkle and Ellul (1972):

�p = LG2
o

ρairD

(
21 + 1750

µ

GoD

)
(3.16.5)

11See Table 13.2.1 and Section 8.5.
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For heat transfer Shewen et al. (1978) recommend the Löf and Hawley (1948) equation

hv = 650

(
Go

D

)0.7

(3.16.6)

where hv is the volumetric heat transfer coefficient in W/m3 K, Go is the mass velocity
in kg/m2 s, and D is the particle diameter in meters. The relationship between volumetric
heat transfer coefficient hv and area heat transfer coefficient h is

hv = 6h(1 − ε)
α

D
(3.16.7)

Example 3.16.1

A pebble bed is used for energy storage in a solar heating system. Air is the working
fluid and flows vertically through the bed. The bed has the following dimensions and
characteristics: depth 2.10m, length and width 4.0 and 3.7m, equivalent diameter of
pebbles 23.5mm, and void fraction 0.41. The superficial air velocity is 0.143m/s. The
average air temperature is 40◦C. Estimate the pressure drop through the bed and the
volumetric heat transfer coefficient.

Solution

Use Equation 3.16.5. From EES, for air at 40◦C, ρ = 1.127 kg/m3 and µ = 1.90 ×
10−5 Pa s. The mass velocity is then

Go = 0.143 × 1.127 = 0.161 kg/m2 s

Using the Dunkle and Ellul (1972) correlation,

�p = 2.10(0.161)2

1.127 × 0.0235

(
21 + 1750

1.90 × 10−5

0.161 × 0.0235

)
= 61.2 Pa

Use Equation 3.16.6 to estimate the volumetric heat transfer coefficient:

hv = 650

(
0.161

0.0235

)0.7

= 2500 W/m3 K
�

The heat transfer coefficient and pressure drop for air flowing through a perforated
plate is of particular interest in the design of transpired solar collectors as described in
Section 6.14. Kutscher (1994) developed the following correlation for air flowing through
a close-packed array of holes (arranged as equilateral triangles):

NuD = 2.75

(
P

D

)−1.21

Re0.43D (3.16.8)
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where P is the hole pitch (the distance between the holes) and D is the hole diameter. The
velocity in the Reynolds number is the average air velocity in the hole. The correlation was
experimentally verified over the range of P/D from 5 to 40. The data used in developing
the correlation covered the following range:

0.25 <

(
P

D

)−1.21

Re0.43D < 1.4

The pressure drop through the holes was well correlated with the following:

�p

ρV 2/2
= 6.82

(
1 − σ

σ

)2

Re−0.236
D (3.16.9)

where σ is the porosity defined as the hole area to the collector area. The correlation was
tested over the range

0 <

(
1 − σ

σ

)2

Re−0.236
D < 0.52

3.17 EFFECTIVENESS-NTU CALCULATIONS FOR HEAT EXCHANGERS

It is convenient in solar process system calculations to use the effectiveness-NTU (number
of transfer units) method of calculation of heat exchanger performance. A brief discussion
of the method is provided here, based on the example of a countercurrent exchanger. The
working equation is the same for other heat exchanger configurations; the expressions for
effectiveness vary from one configuration to another (Kays and London, 1964).

A schematic of an adiabatic countercurrent exchangerwith inlet and outlet temperatures
and capacitance rates of the hot and cold fluids is shown in Figure 3.17.1. The overall heat
transfer coefficient—area product is UA. The maximum possible temperature drop of the
hot fluid is from Thi to Tci; the heat transfer for this situation would be

Qmax = (ṁCp)h(Thi − Tci) (3.17.1)

The maximum possible temperature rise of the cold fluid would be from Tci to Thi. The
corresponding maximum heat exchange would be

Qmax = (ṁCp)c(Thi − Tci) (3.17.2)

The maximum heat transfer that could occur in the exchanger is thus fixed by the lower of
the two capacitance rates, (ṁCp)min, and

Qmax = (ṁCp)min (Thi − Tci) (3.17.3)

The actual heat exchange Q is given by

Q = (ṁCp)c(Tco − Tci) = (ṁCp)h(Thi − Tho) (3.17.4)
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Figure 3.17.1 Schematic of an adiabatic counterflow heat exchanger showing temperatures and
capacitance rates of the hot and cold fluids.

Effectiveness ε is defined as the ratio of the actual heat exchange that occurs to the
maximum possible, Q/Qmax, so

ε = Q

Qmax
= (ṁCp)h(Thi − Tho)

(ṁCp)min (Thi − Tci)
= (ṁCp)c(Tco − Tci)

(ṁCp)min (Thi − Tci)
(3.17.5)

Since either the hot or cold fluid has the minimum capacitance rate, the effectiveness can
always be expressed in terms of the temperatures only. The working equation for the heat
exchanger is

Q = ε(ṁCp)min (Thi − Tci) (3.17.6)

For a counterflow exchanger, the effectiveness is given by

ε =


1 − e−NTU(1−C∗)

1 − C∗ e−NTU(1−C∗)
if C∗ 	= 1

NTU

1 + NTU
if C∗ = 1

(3.17.7a)

(3.17.7b)

where NTU is the number of transfer units, defined as

NTU = UA

(ṁCp)min
(3.17.8)

and the dimensionless capacitance rate is given by

C∗ = (ṁCp)min

(ṁCp)max
(3.17.9)

Kays and London (1964) give equations and graphs for effectivenesses for many heat
exchanger types.

The utility of this approach to heat exchanger calculationswill be evident in Chapter 10,
where the temperatures of streams entering exchangers between collectors and storage
tanks and between storage tanks and loads are known.

Example 3.17.1

A heat exchanger like that in Figure 3.17.1 is located between a collector and a storage
tank. The fluid on the collector side is an antifreeze, a glycol-water mixture with
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Cp = 3850 J/kg K. Its flow rate is 1.25 kg/s. The fluid on the tank side is water, and its
flow rate is 0.864 kg/s. The UA of the heat exchanger is estimated to be 6500W/K.

If the hot glycol from the collector enters the exchanger at 62◦C and the cool water
from the tank enters at 35◦C, what is the heat exchange rate and what are the outlet
temperatures?

Solution

First calculate the capacitance rates on the hot (collector) and cold (tank) sides of the heat
exchanger and C∗. Use the symbols Ch and Cc for the hot- and cold-side capacitance rates:

Ch = 1.25 × 3850 = 4812 W/K

Cc = 0.864 × 4180 = 3610 W/K

The cold-side capacitance rate is the minimum of the two, and from Equation 3.17.9,

C∗ = 3610

4812
= 0.75

From Equation 3.17.8,

NTU = UA

Cmin
= 6500

3610
= 1.80

The effectiveness is now calculated from Equation 3.17.7:

ε = 1 − e−1.8(1−0.75)

1 − 0.75e−1.8(1−0.75)
= 0.69

The heat transfer is now calculated from Equation 3.17.6:

Q = 0.69 × 3610(62 − 35) = 67,300 W

The temperatures of the fluids leaving the exchanger can also be calculated using Equation
3.17.4. The leaving-water temperature is

Tco = 35 + 67,300

3610
= 53.6◦C

and the leaving-glycol temperature is

Tho = 62 − 67,300

4812
= 48.0◦C �
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4

Radiation Characteristics
of Opaque Materials

This chapter begins with a detailed discussion of radiation characteristics of surfaces. For
many solar energy calculations only two quantities are required, the solar absorptance and
the long-wave or infrared emittance, usually referred to as just absorptance and emittance.
Although values of these two quantities are often quoted, other radiation properties may be
the only available information on a particular material. Since relationships exist between
the various characteristics, it may be possible to calculate a desired quantity from available
data. Consequently, it is necessary to understand exactly what is meant by the radiation
terms found in the literature, to be familiar with the type of information available, and to
know how to manipulate these data to get the desired information. The most common type
of data manipulation is illustrated in the examples, and readers may wish to go directly
to Section 4.5.

The names used for the radiation surface characteristics were chosen as the most
descriptive of the many names found in the literature. In many cases, the names will seem
to be cumbersome, but they are necessary to distinguish one characteristic from another. For
example, both a monochromatic angular-hemispherical reflectance and a monochromatic
hemispherical-angular reflectance will be defined. Under certain circumstances, these two
quantities are identical, but in general they are different, and it is necessary to distinguish
between them.

Both the name and the symbol should be aids for understanding the significance
of the particular characteristic. The monochromatic directional absorptance αλ(µ, φ) is
the fraction of the incident energy from the direction µ, φ at the wavelength λ that
is absorbed.1 The directional absorptance α(µ, φ) includes all wavelengths, and the
hemispherical absorptance α includes all directions as well as all wavelengths. We will
also have a monochromatic hemispherical absorptance αλ which is the fraction of the
energy incident from all directions at a particular wavelength that is absorbed. Thus by
careful study of the name the definition should be clear.

The middle sections of the chapter are concerned with calculation of broadband
properties from spectral properties. The last part of the chapter is concerned with selective
surfaces that have high absorptance in the solar energy spectrum and low emittance in the
long-wave spectrum. Agnihotri and Gupta (1981) have reviewed this topic extensively,
and Lampert (1990) provides an overall review of optical properties of materials for solar
energy applications.

1The angles θ and φ are shown in Figure 3.7.2; µ = cos θ.
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4.1 ABSORPTANCE AND EMITTANCE

The monochromatic directional absorptance is a property of a surface and is defined as the
fraction of the incident radiation of wavelength λ from the direction µ, φ (where µ is the
cosine of the polar angle and φ is the azimuthal angle) that is absorbed by the surface. In
equation form

αλ (µ, φ) = Iλ,a (µ, φ)

Iλ,i (µ, φ)
(4.1.1)

where subscripts a and i represent absorbed and incident.
The fraction of all the radiation (over all wavelengths) from the direction µ, φ that is

absorbed by a surface is called the directional absorptance and is defined by the following
equation:

α(µ, φ) =

∫ ∞

0
αλ (µ, φ) Iλ,i (µ, φ) dλ∫ ∞

0
Iλ,i dλ

= 1

Ii (µ, φ)

∫ ∞

0
αλ (µ, φ) Iλ,i (µ, φ) dλ (4.1.2)

Unlike the monochromatic directional absorptance, the directional absorptance is not a
property of the surface since it is a function of the wavelength distribution of the incident
radiation.2

The monochromatic directional emittance of a surface is defined as the ratio of the
monochromatic intensity emitted by a surface in a particular direction to themonochromatic
intensity that would be emitted by a blackbody at the same temperature:

ελ (µ, φ) = Iλ (µ, φ)

Iλb
(4.1.3)

The monochromatic directional emittance is a property of a surface, as is the directional
emittance, defined by3

ε(µ, φ) =

∫ ∞

0
ε(µ, φ) Iλb dλ∫ ∞

0
Iλb dλ

= 1

Ib

∫ ∞

0
ε(µ, φ) Iλb dλ (4.1.4)

In words, the directional emittance is defined as the ratio of the emitted total intensity in the
direction µ, φ to the blackbody intensity. Note that ε (µ, φ) is a property, as its definition
contains the intensity Iλb, which is specified when the surface temperature is known. In

2Although α(µ, φ) and some other absorptances are not properties in that they depend upon the wavelength
distribution of the incoming radiation, we can consider them as properties if the incoming spectral distribution is
known. As the spectral distribution of solar radiation is essentially fixed, we can consider solar absorptance as
a property.
3Both the numerator and denominator could be multiplied by π so that the definition of ε (µ, φ) could have been
in terms of εb and ελb.
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contrast, the definition of α(µ, φ) contains the unspecified function Iλ,i(µ, φ) and is
therefore not a property. It is important to note that these four quantities and the four to
follow are all functions of surface conditions such as temperature, roughness, cleanliness,
and so on.

From the definitions of the directional absorptance and emittance of a surface, the
corresponding hemispherical properties can be defined. The monochromatic hemispherical
absorptance and emittance are obtained by integrating over the enclosing hemisphere, as
was done in Section 3.7:

αλ =

∫ 2π

0

∫ 1

0
αλ (µ, φ) Iλi (µ, φ)µ dµ dφ∫ 2π

0

∫ 1

0
Iλ,i (µ, φ)µ dµ dφ

(4.1.5)

ελ =

∫ 2π

0

∫ 1

0
ελ (µ, φ) Iλb (µ, φ)µ dµφ∫ 2π

0

∫ 1

0
Iλb (µ, φ)µ dµ dφ

=

∫ 2π

0

∫ 1

0
ελ (µ, φ) Iλb (µ, φ)µ dµ dφ

Eλb
(4.1.6)

The monochromatic hemispherical emittance is thus a property. The monochromatic
hemispherical absorptance is not a property but is a function of the incident intensity.

The hemispherical absorptance and emittance are obtained by integrating over all
wavelengths and are defined by

α =

∫ ∞

0

∫ 2π

0

∫ 1

0
αλ (µ, φ) Iλ,i (µ, φ)µ dµ dφ dλ∫ ∞

0

∫ 2π

0

∫ 1

0
Iλ,i (µ, φ)µ dµ dφ dλ

(4.1.7)

ε =

∫ ∞

0

∫ 2π

0

∫ 1

0
ελ (µ, φ) Iλ,b (µ, φ)µ dµ dφ dλ∫ ∞

0

∫ 2π

0

∫ 1

0
Iλ,b (µ, φ)µ dµ dφ dλ

=

∫ ∞

0
ελEλb dλ

Eb

(4.1.8)

Again the absorptance (in this case the hemispherical absorptance) is a function of the
incident intensity whereas the hemispherical emittance is a surface property.

If the monochromatic directional absorptance is independent of direction [i.e.,
αλ(µ, φ) = αλ], then Equation 4.1.7 can be simplified by integrating over the hemisphere
to yield

α =

∫ ∞

0
αλqλ,i dλ∫ ∞

0
qλ,i dλ

(4.1.9)
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where qλ,i is the incident monochromatic radiant energy. If the incident radiation in either
Equation 4.1.7 or 4.1.9 is radiation from the sun, then the calculated absorptance is called
the solar absorptance.

4.2 KIRCHHOFF’S LAW

A proof of Kirchhoff’s law is beyond the scope of this book. [See Siegel and Howell (2002)
for a complete discussion.] However, a satisfactory understanding can be obtained without
a proof. Consider an evacuated isothermal enclosure at temperature T . If the enclosure is
isolated from the surroundings, then the enclosure and any substance within the enclosure
will be in thermodynamic equilibrium. In addition, the radiation field within the enclosure
must be homogeneous and isotropic. If this were not so, we could have a directed flow of
radiant energy at some location within the enclosure, but this is impossible since we could
then extract work for an isolated and isothermal system.

If we now consider an arbitrary body within the enclosure, the body must absorb the
same amount of energy as it emits. An energy balance on an element of the surface of the
body yields

αq = εEb (4.2.1)

If we place a second body with different surface properties in the enclosure, the same
energy balance must apply, and the ratio q/Eb must be constant:

q

Eb

= ε1

α1
= ε2

α2
(4.2.2)

Since this must also apply to a blackbody in which ε = 1, the ratio of ε to α for any
body in thermal equilibrium must be equal to unity. Therefore, for conditions of thermal
equilibrium

ε = α (4.2.3)

It must be remembered that α is not a property, and since this equation was developed for
the condition of thermal equilibrium, it will not be valid if the incident radiation comes
from a source at a different temperature (e.g., if the source of radiation is the sun). This
distinction is very important in the performance of solar collectors.

Equation 4.2.3 is sometimes referred to as Kirchhoff’s law, but his law is much more
general. Within an enclosure the radiant flux is everywhere uniform and isotropic. The
absorptance of a surfacewithin the enclosure is then given by Equation 4.1.7with Iλ,i(µ, φ)

replaced by Iλb and the emittance is given by Equation 4.1.8. Since the hemispherical
absorptance and emittance are equal under conditions of thermal equilibrium, we can
equate Equations 4.1.7 and 4.1.8 to obtain∫ ∞

0
Iλb

∫ 2π

0

∫ 1

0
[αλ (µ, φ) − ελ (µ, φ)]µ dµ dφ dλ = 0 (4.2.4)

It is mathematically possible to have this integral equal to zero without αλ(µ, φ) being
identical to ελ(µ, φ), but this is a very unlikely situation in view of the very irregular
behavior of αλ(µ, φ) exhibited by some substances. Thus we can say

ελ(µ, φ) = αλ(µ, φ) (4.2.5)
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This result is true for all conditions, not just thermal equilibrium, since both αλ(µ, φ) and
ελ(µ, φ) are properties.4

If the surface does not exhibit a dependence on the azimuthal angle, then Equation
4.2.5 reduces to

αλ(µ) = ελ(µ) (4.2.6)

and if the dependence on polar angle can also be neglected, then Kirchhoff’s law further
reduces to

αλ = ελ (4.2.7)

Finally, if the surface does not exhibit a wavelength dependency, then the absorptance α is
equal to the emittance ε. This is the same result obtained for any surface when in thermal
equilibrium, as given by Equation 4.2.3.

4.3 REFLECTANCE OF SURFACES

Consider the spatial distribution of radiation reflected by a surface. When the incident
radiation is in the form of a narrow ‘‘pencil’’ (i.e., contained within a small solid angle),
two limiting distributions of the reflected radiation exist. These two cases are called
specular and diffuse. Specular reflection is mirrorlike, that is, the incident polar angle is
equal to the reflected polar angle and the azimuthal angles differ by 180◦. On the other
hand, diffuse reflection obliterates all directional characteristics of the incident radiation
by distributing the radiation uniformly in all directions. In practice, the reflection from a
surface is neither all specular nor all diffuse. The general case along with the two limiting
situations is shown in Figure 4.3.1.

In general, the magnitude of the reflected intensity in a particular direction for a given
surface is a function of the wavelength and the spatial distribution of the incident radiation.
The biangular reflectance or reflection function is used to relate the intensity of reflected
radiation in a particular direction by the following equation:

ρλ (µr, φr , µi, φi) = lim
�ωi→0

πIλ,r (µr, φr)

Iλ,iµi �ωi

(4.3.1)

The numerator is π times the intensity reflected in the directionµr, φr when an energy flux
of amount Iλ,iµi �ωi is incident on the surface from the direction µi, φi. The factor π has

Figure 4.3.1 Reflection from surfaces.

4Kirchhoff’s law actually applied to each component of polarization and not to the sum of the two components
as implied by Equation 4.2.5.
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Figure 4.3.2 Coordinate system for the reflection function.

been included so that the numerator ‘‘looks like’’ an energy flux. The physical situation is
shown schematically in Figure 4.3.2.

Since the energy incident in the solid angle �ωi may be reflected in all directions,
the reflected intensity in the direction µr, φr will be of infinitesimal size compared to the
incident intensity. By multiplying the incident intensity by its solid angle (which must be
finite in any real experiment) and the cosine of the polar angle, we obtain the incident
radiation flux which will have values on the same order of magnitude as the reflected
intensity. The biangular reflectance can have numerical values between zero and infinity;
its values do not lie only between zero and 1.

From an experimental point of view, it is not practical to use the scheme depicted in
Figure 4.3.2 since all the radiation quantities would be extremely small. An equivalent
experiment is to irradiate the surface with a nearly monodirectional flux (i.e., with a
small solid angle �ωi) as shown in Figure 4.3.3. The reflected energy in each direction
is measured. This measured energy divided by the measurement instrument solid angle
(�ωr) will be approximately equal to the reflected intensity. The incident flux will be on
the same order and can be easily measured.

Two types of hemispherical reflectances exist. The angular-hemispherical reflectance
is found when a narrow pencil of radiation is incident on a surface and all the reflected radi-
ation is collected. The hemispherical-angular reflectance results from collecting reflected
radiation in a particular direction when the surface is irradiated from all directions.

The monochromatic angular-hemispherical reflectance will be designated by
ρλ(µi, φi), where the subscript i indicates that the incident radiation has a specified
direction. This reflectance is defined as the ratio of the monochromatic radiant energy
reflected in all directions to the incident radiant flux within a small solid angle �ωi.

The incident energy Iλ,iµi �ωi that is reflected in all directions can be found using the
reflection function:

qλ,r = 1

π

∫ 2π

0

∫ 1

0
ρλ(µr, φr , µi, φi)Iλ,iµi �ωi µr dµr dφr (4.3.2)

Figure 4.3.3 Schematic representation of
an experiment for measuring the reflection
function.
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The monochromatic angular-hemispherical reflectance can then be expressed as

ρλ (µi, φi) = qλ,r

Iλ,iµi �ωi

= 1

π

∫ 2

0

∫ 1

0
ρλ (µr, φr , µi, φi)µr dµr dφr (4.3.3)

Examination of Equation 4.3.3 shows that ρλ(µi, φi) is a property of the surface. The
angular-hemispherical reflectance, ρ(µi, φi), can be found by integrating the incident
and reflected fluxes over all wavelengths, but it is not a property as it depends upon the
wavelength distribution of the incoming radiation.

The monochromatic hemispherical-angular reflectance is defined as the ratio of the
reflected monochromatic intensity in the direction µr, φr to the monochromatic energy
from all directions divided by π (which then looks like intensity). The incident energy can
be written in terms of the incident intensity integrated over the hemisphere:

qλ,i =
∫ 2π

0

∫ 1

0
Iλ,iµi dµi dφi (4.3.4)

and the monochromatic hemispherical-angular reflectance is then

ρλ (µr, φr) = Iλ,r (µr, φr)

qλ,i/π
(4.3.5)

where the subscripts r in ρλ(µr, φr) are used to specify the reflected radiation as being
in a specified direction. In terms of the reflectance function, Equation 4.3.5 can be
written as

ρλ (µr, φr) =

∫ 2π

0

∫ 1

0
ρλ (µr, φr , µi, φi) Iλ,iµi dµi dφi∫ 2π

0

∫ 1

0
Iλ,iµi dµi dφi

(4.3.6)

Since ρλ(µr, φr) is dependent upon the angular distribution of the incident intensity,
it is not a surface property. For the special case when the incident radiation is diffuse,
the monochromatic hemispherical-angular reflectance is identical to the monochromatic
angular-hemispherical reflectance. To prove the equality of ρλ(µr, φr) and ρλ(µi, φi)

under the condition of constant Iλ,i , it is necessary to use the symmetry of the reflection
function as given by

ρλ (µi, φi, µr, φr) = ρλ (µr, φr , µi, φi) (4.3.7)

and compare Equation 4.3.6 (with Iλ,i independent of incident direction) with Equation
4.3.3. The proof of Equation 4.3.7 is beyond the scope of this book [see Siegel and
Howell (2002)].

The equality of ρλ(µi, φi) and ρλ(µr, φr) when Iλ,i is uniform is of great importance
since the measurement of ρλ(µr, φr) is much easier than ρλ(µi, φi). This is discussed in
Section 4.7.
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Both ρλ(µi, φi) and ρλ(µr, φr) can be considered on a total basis by integration over
all wavelengths. For the case of the angular-hemispherical reflectance, we have

ρ(µi, φi) =

∫ ∞

0
qλ,r dλ∫ ∞

0
Iλ,iµi �ωi dλ

= 1

πIi

∫ ∞

0

∫ 2π

0

∫ 1

0
ρλ (µi, φi, µr, φr) Iλ,iµr dµr dφr dλ (4.3.8)

which, unlike the monochromatic angular-hemispherical reflectance, is not a property since
it depends upon the nature of the incoming radiation.

When a surface element is irradiated from all directions and all the reflected radiation
is measured, we characterize the process by the monochromatic hemispherical reflectance,
defined as

ρλ = qλ,r

qλ,j

(4.3.9)

The reflected monochromatic energy can be expressed in terms of the reflection function
and the incident intensity by

qλ,r =
∫ 2π

0

∫ 1

0

[∫ 2π

0

∫ 1

0

ρλ

(
µr, φr , µi, φi

)
π

Iλ,iµi dµi dφi

]
µr dµr dφr (4.3.10)

The incident energy, expressed in terms of the incident intensity, is

qλ,i =
∫ 2π

0

∫ 1

0
Iλ,iµi dµi dφi (4.3.11)

Division of Equation 4.3.10 by 4.3.11 yields the monochromatic hemispherical reflectance.
For the special case of a diffuse surface (i.e., the reflection function is a constant), the
monochromatic hemispherical reflectance is numerically equal to the reflection function
and is independent of the spatial distribution of the incident intensity.

The hemispherical reflectance is found by integration of Equations 4.3.10 and 4.3.11
over all wavelengths and finding the ratio

ρ = qr

qi

=

∫ ∞

0
qλ,r dλ∫ ∞

0
qλ,i dλ

(4.3.12)

The hemispherical reflectance depends on both the angular distribution and wavelength
distribution of the incident radiation.

For low-temperature applications that do not include solar radiation, a special form
of the hemispherical reflectance (often the name is shortened to ‘‘reflectance’’) will be
found to be the most useful. The special form is Equation 4.3.12, which is based on the
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assumption that the reflection function is independent of direction (diffuse approximation)
and wavelength (gray approximation). The diffuse approximation for the hemispherical
reflectance has already been discussed and was found to be equal to ρλ(µi, φi, µr, φr).

When the gray approximation is made in addition to the diffuse approximation, the surface
reflectance becomes independent of everything except possibly the temperature of the
surface, and even this is usually neglected.

4.4 RELATIONSHIPS AMONG ABSORPTANCE, EMITTANCE,
AND REFLECTANCE

It is now possible to show that it is necessary to know only one property, themonochromatic
angular-hemispherical reflectance, and all absorptance and emittance properties for opaque
surfaces can be found.

Consider a surface located in an isothermal enclosure maintained at temperature T .
The monochromatic intensity in a direction µ, φ from an infinitesimal area of the surface
consists of emitted and reflected radiation and must be equal to Iλb:

Iλb = Iλ,emitted (µ, φ) + Iλ,reflected (µ, φ) (4.4.1)

The emitted and reflected intensities are

Iλ,emitted (µ, φ) = ελ (µ, φ) Iλb (4.4.2)

Iλ,reflected (µ, φ) = ρλ (µr, φr) Iλb (4.4.3)

but ρλ(µr, φr) is equal to the monochromatic angular-hemispherical reflectance, ρλ(µi,

φi), since the incident intensity is diffuse. Since Iλb can be canceled from each term, we
have

ελ (µ, φ) = 1 − ρλ (µi, φi) (4.4.4)

But from Kirchhoff’s law

ελ (µ, φ) = αλ (µ, φ) = 1 − ρλ (µi, φi) (4.4.5)

Thus the monochromatic directional emittance and the monochromatic directional absorp-
tance can both be calculated from knowledge of the monochromatic angular-hemispherical
reflectance. Also, all emittance properties (Equations 4.1.4, 4.1.6, and 4.1.8) can be found
once ρλ(µi, φi) is known. The absorptances (Equations 4.1.2, 4.1.5, and 4.1.7) can be
found if the incident intensity is specified.

The relationship between the reflectance and absorptance5 of Equation 4.4.5 can be
considered as a statement of conservation of energy. The incident monochromatic energy

5There are no generally accepted names used in the literature except for the simple ‘‘absorptance,’’ ‘‘emittance,’’
and ‘‘reflectance,’’ which, for clarity, were prefixed with the name hemispherical. In the remainder of this book,
the modifier hemispherical will generally be omitted since most available data are hemispherical. If it is necessary
to distinguish directional quantities, then the full name will be used.
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from any direction is either reflected or absorbed. Similar arguments can be used to relate
other absorptances to reflectances. For example, for an opaque surface, energy from all
directions, either monochromatic or total, is either absorbed or reflected so that

ρλ + αλ = ρλ + ελ = 1 (4.4.6)

and
ρ + α = 1 (4.4.7)

4.5 BROADBAND EMITTANCE AND ABSORPTANCE

The concepts and analyses of the previous sections are greatly simplified if it is assumed
that there is no directional dependence of ε or α. Figure 4.5.1 shows monochromatic
emission as a function of wavelength for a blackbody and for a real surface, both at the
same surface temperature. The monochromatic emittance at wavelength λ is Eλ/Eλb, the
ratio of the energy emitted at a wavelength to what it would be if it were a blackbody, that
is, the ratio A/B.

The total emittance is found by integrating over wavelengths from zero to infinity:

ε =

∫ ∞

0
ελEλb dλ∫ ∞

0
Eλb dλ

=

∫ ∞

0
ελEλb dλ

σT 4
(4.5.1)

This is the same as Equation 4.1.8. If the nature of the surface (i.e., ελ) and its temperature
are known, the emittance ε can be determined. Since ε is not dependent on any external
factors, it is a property of the surface.

Monochromatic absorptance is the fraction of the incident radiation at wavelength λ

that is absorbed. This is shown in Figure 4.5.2, where the incident energy spectrum Iλ,i

is shown as an arbitrary function of λ. The symbol αλ is the monochromatic absorptance
at λ, the ratio C/D, or Iλ,a/Iλ,i . The total absorptance for this surface for the indicated

Figure 4.5.1 Monochromatic emissionEλ versus wavelength for a black surface and a real surface,
both at the same temperature.
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Figure 4.5.2 Monochromatic incident and absorbed energy.

incident spectrum is found by integration over wavelengths from zero to infinity:

α =

∫ ∞

0
αλIλ,i dλ∫ ∞

0
Iλ,i dλ

(4.5.2)

This is the same as Equation 4.1.9. In contrast to emittance, which is specified by
the nature of the surface and its temperature, absorptance depends on an external fac-
tor, the spectral distribution of incident radiation. A specification of α is meaningless
unless the incident radiation is described. In the context of solar energy we are usu-
ally interested in absorptance for solar radiation [as described by a terrestrial solar
energy spectrum (Table 2.6.1), the extraterrestrial spectrum (Table 1.3.1), or an equiva-
lent blackbody spectrum (described by a temperature and Table 3.6.1)]. For usual solar
energy applications, the terrestrial solar spectrum of Table 2.6.1 provides a realistic
basis for computation of α, and henceforth in this book reference to absorptance without
other specification of the incident radiation means absorptance for the terrestrial solar
spectrum.

4.6 CALCULATION OF EMITTANCE AND ABSORPTANCE

The data that are generally available are measurements of monochromatic reflectance ρλ.

This is related to αλ and ελ by Equation 4.4.6. With these data, we can conveniently divide
the spectrum (the blackbody spectrum for emittance or the incident energy spectrum for
absorptance) into segments and numerically integrate to obtain α or ε.

Consider first the calculation of emittance. As shown in Figure 4.6.1, for a segment
j of the blackbody spectrum at the surface temperature T , there is a ‘‘monochromatic’’
emittance ελ,j that is the ratio of the shaded area to the total area. The ratio Eλ/Eλb at an
appropriate wavelength in the segment (often its energy midpoint) is taken as characteristic
of the segment. The energy increment � fj in the blackbody spectrum can be determined
from Table 3.6.1 as the difference in f0−λT at the wavelengths defining the segment. The
contribution of the jth increment to ε is εj � fj.
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Figure 4.6.1 The jth segment in the emission
spectrum for which the monochromatic emit-
tance is ελ,j .

Thus the emittance is

ε =
n∑

j=1

εj � fj (4.6.1)

or in terms of reflectance

ε =
n∑

j=1

(1 − ρj )� fj = 1 −
n∑

j=1

ρj � fj (4.6.2)

If the energy increments � fj are equal,

ε = 1

n

n∑
j=1

εj = 1 − 1

n

n∑
j=1

ρj (4.6.3)

The calculation of absorptance is similar, except that the incident radiation must
be specified. In general, it will not be blackbody radiation, and other information must
be available on which to base the calculation. As our interest is in absorptance for
solar radiation, Table 2.6.1 provides this information for calculation of α for terrestrial
applications.

The incident radiation is divided into increments, and the contributions of these
increments are summed to obtain α for that incident radiation. For an increment in incident
radiation � fj, the contribution to α is αj � fj. Summing,

α =
n∑

j=1

αj � fj =
n∑

j=1

(1 − ρj )� fj = 1 −
n∑

j=1

ρj � fj (4.6.4)

and if the energy increments � fj are equal,

α = 1

n

n∑
j=1

αj = 1

n

n∑
j=1

(1 − ρj ) = 1 − 1

n

n∑
j=1

ρj (4.6.5)

The calculations of α and ε are illustrated in the following example, where the incident
radiation is taken as the terrestrial solar spectrum of Table 2.6.1.
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Example 4.6.1

Calculate the absorptance for the terrestrial solar spectrum and emittance at 177◦C (450 K)
of the surface having the monochromatic reflectance characteristics shown in the figure.

Solution

First calculate the emittance using five equal increments of blackbody radiation from
Table 3.6.1b. For each increment, λjT at the midpoint is determined from the table,
the midpoint wavelength λj for that increment is calculated from λjT /T , and ρλ,j is
determined at λj from the figure. For the first increment, which has wavelength limits of 0
and 2680/450 = 5.96 µm, the midpoint λjT = 2200µm K, λj = 2200/450 = 4.89µm,

and ρλ = 0.83. Tabulating for the five equal increments results in the following:

Increment, �fj λjTmid, µmK λj,mid, µm ρλ,j

0.0–0.2 2200 4.89 0.83
0.2–0.4 3120 6.93 0.87
0.4–0.6 4110 9.13 0.94
0.6–0.8 5590 12.42 0.94
0.8–1.0 9380 20.84 0.94

� = 4.52

Using Equation 4.6.3, since all increments are equal,

ε = 1 − 4.52

5
= 0.10

Note that if 10 increments are used, the emittance is calculated to be 0.09. As there is no
change of ρλ with λ at wavelengths beyond 10µm, smaller increments (perhaps� fj = 0.1)
could be used for λ < 10µm and a single large increment for λ > 10µm.
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The calculation of absorptance for the terrestrial solar spectrum is similar. Taking 10
equal energy increments from Table 2.6.1, the results of these calculations are as follows:

Increment, �fj λmid, µm ρλ

0.0–0.1 0.426 0.04
0.1–0.2 0.508 0.05
0.2–0.3 0.581 0.06
0.3–0.4 0.653 0.06
0.4–0.5 0.732 0.06
0.5–0.6 0.822 0.07
0.6–0.7 0.929 0.08
0.7–0.8 1.080 0.10
0.8–0.9 1.300 0.14
0.9–1.0 1.974 0.55

� = 1.21

And from Equation 4.6.5, α = 1 − 1.21/10 = 0.88. �

4.7 MEASUREMENT OF SURFACE RADIATION PROPERTIES

In the preceding discussion many radiation surface properties have been defined. Unfortu-
nately, in much of the literature the exact nature of the surface being reported is not clearly
specified. This situation requires that caution be exercised.

Many of the reflectance data reported in the literature have been measured by a
method devised by Gier et al. (1954).6 In this method a cool sample is exposed to
blackbody radiation from a high-temperature source (a hohlraum), and the monochromatic
radiation reflected from the surface is compared to monochromatic blackbody radiation
from the cavity. The data are thus hemispherical-angular monochromatic reflectances (or
angular-hemispherical monochromatic reflectances since they are equal for diffuse incident
radiation). A hohlraum is shown schematically in Figure 4.7.1. In many systems the angle

Figure 4.7.1 Schematic of a hohlraum for measurement of monochromatic hemispherical-angular
reflectance. Radiation A is blackbody radiation reflected from the sample. Radiation B is blackbody
radiation from the cavity. The ratio Aλ/Bλ is ρλ(µ, φ).

6See Agnihotri and Gupta (1981) for a more extensive review of methods of measurement of absorptance and
emittance.
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between the surface normal and the measured radiation is often fixed at a small value so
that measurements can be made at only one angle (approximately normal). In some designs
the sample can be rotated so that all angles can be measured. With measurements of this
type, emittance and absorptance values can be found from the equations of Section 4.6.

Table 4.7.1 gives data on surface properties for a few common materials. The data are
total hemispherical or total normal emittances at various temperatures and normal solar
absorptance at room temperature. Most of these data were calculated from monochromatic
data as was done in Example 4.6.1. Table 4.7.1 was compiled from Volumes 7, 8, and

Table 4.7.1 Radiation Properties

Emittance

Material Typea Temperatureb Absorptancec

Aluminum, pure H
0.102

573
,
0.130

773
,
0.113

873
0.09–0.10

Aluminum, anodized H
0.842

296
,
0.720

484
,
0.669

574
0.12–0.16

Aluminum, SiO2 coated H
0.366

263
,
0.384

293
,
0.378

324
0.11

Carbon black in acrylic binder H
0.83

278
0.94

Chromium N
0.290

722
,
0.355

905
,
0.435

1072
0.415

Copper, polished H
0.041

338
,
0.036

463
,
0.039

803
0.35

Gold H
0.025

275
,
0.040

468
,
0.048

668
0.20–0.23

Iron H
0.071

199
,
0.110

468
,
0.175

668
0.44

Lampblack in epoxy N
0.89

298
0.96

Magnesium oxide H
0.73

380
,
0.68

491
,
0.53

755
0.14

Nickel H
0.10

310
,
0.10

468
,
0.12

668
0.36–0.43

Paint

Parson’s black H
0.981

240
,
0.981

462
0.98

Acrylic white H
0.90

298
0.26

White (ZnO) H
0.929

295
,
0.926

478
,
0.889

646
0.12–0.18

aH is total hemispherical emittance; N is total normal emittance.
bThe numerator is the emittance at the temperature (K) of the denominator.
cNormal solar absorptance.
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9 of Touloukian et al. (1970, 1972, 1973). These three volumes are the most complete
reference to radiation properties available today. In addition to total hemispherical and
normal emittance, such properties as angular spectral reflectance, angular total reflectance,
angular solar absorptance, and others are given in this extensive compilation.

4.8 SELECTIVE SURFACES

Solar collectors must have high absorptance for radiation in the solar energy spectrum.
At the same time, they lose energy by a combination of mechanisms,7 including thermal
radiation from the absorbing surface, and it is desirable to have the long-wave emittance of
the surface as low as possible to reduce losses. The temperature of this surface in most flat-
plate collectors is less than 200◦C (473 K), while the effective surface temperature of the
sun is approximately 6000 K. Thus the wavelength range of the emitted radiation overlaps
only slightly the solar spectrum. (Ninety-eight percent of the extraterrestrial solar radiation
is at wavelengths less than 3.0µm, whereas less than 1% of the blackbody radiation from
a 200◦C surface is at wavelengths less than 3.0µm.) Under these circumstances, it is
possible to devise surfaces having high solar absorptance and low long-wave emittance,
that is, selective surfaces.8

The concept of a selective surface is illustrated in Figure 4.8.1. This idealized surface
is called a semigray surface, since it can be considered gray in the solar spectrum (i.e., at
wavelengths less than approximately 3.0µm) and also gray, but with different properties,
in the infrared spectrum (i.e., at wavelengths greater than approximately 3.0µm). For
this idealized surface, the reflectance below the cutoff wavelength is very low. For an
opaque surface αλ = 1 − ρλ, so in this range αλ is very high. At wavelengths greater
than λc the reflectance is nearly unity, and since ελ = αλ = 1 − ρλ, the emittance in this
range is low.

The absorptance for solar energy and emittance for long-wave radiation are determined
from the monochromatic reflectance data by integration over the appropriate spectral
range. The absorptance for solar radiation, usually designated in the solar energy literature
simply as α, and the emittance, usually designated simply as ε, are calculated as shown
in Section 4.6. For normal operation of flat-plate solar collectors, the temperatures

Figure 4.8.1 A hypothetical selective surface with the cutoff wavelength at 3µm.

7This will be discussed in detail in Chapter 6.
8Agnihotri and Gupta (1981) provide a very extensive coverage of selective surfaces.
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will be low enough that essentially all energy will be emitted at wavelengths greater
than 3µm.

Example 4.8.1

For the surface shown in Figure 4.8.1, calculate the absorptance for blackbody radiation
from a source at 5777 K and the emittance at surface temperatures of 150 and 500◦C.

Solution

The absorptance for radiation from a blackbody source at 5777 K is found by Equation
4.6.4 with the incident radiation qλ,i given by Planck’s law, Equation 3.4.1.

For this problem, αλ has two values, αS in the short wavelengths below λc and αL in
the long wavelengths:

α = αSf0−λT + αL (1 − f0−λT)

where f0−λT is the fraction of the incident blackbody radiation below the critical wavelength
and is found from Table 3.6.1 at λT = 3 × 5777 = 17,331. Therefore the absorptance is

α = (1 − 0.10)(0.979) + (1 − 0.95)(1 − 0.979) = 0.88

The emittances at 150 and 500◦C are found with Equation 4.6.1. Again Table 3.6.1 is used
in performing this integration. Equation 4.6.1 reduces to the following:

ε = εSf0−λT + εL (1 − f0−λT)

where f0−λT is now the fraction of the blackbody energy that is below the critical
wavelength but at the surface temperature rather than the source temperature, as was used
in calculating the absorptance. For a surface temperature of 150◦C (423 K), λT = 1269
and f0−λT = 0.004. The emittance at 150◦C is then

ε150 = (1 − 0.10)(0.004) + (1 − 0.95) (0.996) = 0.05

at a surface temperature of 500◦C, f0−λT = 0.124 and the emittance at 500◦C is

ε500 = (1 − 0.10)(0.124) + (1 − 0.95) (0.876) = 0.16 �

In practice, the wavelength dependence of ρλ does not approach the ideal curve of
Figure 4.8.1. Examples of ρλ versus λ for several real surfaces are shown in Figures 4.8.2
and 4.8.3. Real selective surfaces do not have a well-defined critical wavelength λc or
uniform properties in the short- and long-wavelength ranges. Values of emittance will
be more sensitive to surface temperature than those of the ideal semigray surface of
Figure 4.8.1. The integration procedure is the same as in Examples 4.6.1 and 4.8.1, but
smaller spectral increments must be used.

Example 4.8.2

Calculate the solar absorptance and the emittance at 100◦C for the surface shown in curve
C of Figure 4.8.2.
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Figure 4.8.2 Spectral reflectance of several surfaces. From Edwards et al. (1960).

Figure 4.8.3 Spectral reflectance of black chrome on nickel before and after humidity tests. From
Lin (1977).

Solution

The solar absorptance α should be calculated from Equation 4.6.5, with the incident
radiation qλ,i having the spectral distribution of solar radiation at the collector surface.
Assume that the spectral distribution of Table 2.6.1 for air mass 2 represents the distribution
of solar radiation. The table that follows gives the midpoints of the spectral bands that
each contains 10% of the extraterrestrial solar radiation. The monochromatic reflectances
of the selective surface corresponding to these midpoint wavelengths are shown. The
monochromatic absorptances are just 1 − ρλ and are assumed to hold over their wavelength
intervals. Since the intervals are all the same, the solar absorptance is the sum of these
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values divided by the number of intervals as in Equation 4.6.5. The result of the calculation
is α = 0.89.

The emittance at a temperature of 100◦C is found in the same manner as described in
Example 4.6.1, but here 10 increments are used rather than 5 increments. The midpoint λT
of each increment is found from Table 3.6.1b, the wavelength is determined from λT with
T = 373 K, and the monochromatic reflectance is read from the curve of Figure 4.8.2. The
value of monochromatic emittance at wavelengths beyond 25 µm is assumed to be 0.13.
Using Equation 4.6.3, this procedure leads to an emittance of 0.16.

The details of the α and ε calculations are shown in the following table:

Incident Spectrum Emitted Spectrum

Increment in
Spectrum Midpoint

λ at
Midpoint

αλ =
1 − ρλ

λT at
Midpoint

λ at
T = 373 K

ελ =
1 − ρλ

0.0–0.1 0.05 0.43 0.95 1,880 5.0 0.43
0.1–0.2 0.15 0.51 0.93 2,450 6.6 0.24
0.2–0.3 0.25 0.58 0.91 2,900 7.8 0.16
0.3–0.4 0.35 0.65 0.96 3,350 9.0 0.14
0.4–0.5 0.45 0.73 0.96 3,830 10.3 0.11
0.5–0.6 0.55 0.82 0.93 4,410 11.8 0.10
0.6–0.7 0.65 0.93 0.86 5,130 13.8 0.09
0.7–0.8 0.75 1.08 0.78 6,150 16.5 0.08
0.8–0.9 0.85 1.30 0.72 7,850 21.0 0.10
0.9–1.0 0.95 1.97 0.90 12,500 33.5 0.13

Average 0.89 Average 0.16

The reflectance of this surface for solar radiation is 1 − α = 0.11. The infrared
emittance at a surface temperature of 373 K is 0.16. The figure shows the infrared
emittance for surface temperatures between 300 and 800 K. For the range of normal
flat-plate collector surface operating temperatures (275 to 375 K) assuming the surface
emittance to be 0.16 would be a reasonable approximation.

�
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The potential utility of selective surfaces in solar collectors was inferred by Hottel and
Woertz (1942) and noted by Gier and Dunkle (1958) and Tabor (1956, 1967) and Tabor
et al. (1964). Interest in designing surfaces with a variety of ρλ-versus-λ characteristics
for applications to space vehicles and to solar energy applications resulted in considerable
research and compilation of data (e.g., Martin and Bell, 1960; Edwards et al., 1960;
Schmidt et al., 1964). Tabor (1967, 1977) reviewed selective surfaces and presents several
methods for their preparation. Buhrman (1986) presents a review of the physics of these
surfaces. Selective surfaces are in commercial use.

4.9 MECHANISMS OF SELECTIVITY

Several methods of preparing selective surfaces have been developed which depend on
various mechanisms or combinations of mechanisms to achieve selectivity.

Coatings that have high absorptance for solar radiation and high transmittance for
long-wave radiation can be applied to substrates with low emittance. The coating absorbs
solar energy, and the substrate is the (poor) emitter of long-wave radiation. Coatings
may be homogeneous or have particulate structure; their properties are then the inherent
optical properties of either the coating material or the material properties and the coating
structure. Many of the coating materials used are metal oxides and the substrates are metals.
Examples are copper oxide on aluminum (e.g., Hottel and Unger, 1959) and copper oxide
on copper (e.g., Close, 1962). A nickel—zinc sulfide coating can be applied to galvanized
iron (Tabor, 1956).

Black chrome selective surfaces have been widely adopted for solar collectors. The
substrate is usually nickel plating on a steel or copper base. The coatings are formed
by electroplating in a bath of chromic acid and other agents.9 In laboratory specimens,
absorptances of 0.95 to 0.96 and emittances of 0.08 to 0.14 were obtained, while the
average properties of samples of production run collector plateswereα = 0.94 and ε = 0.08
(Moore, 1976). Reflectance properties of these surfaces are described by McDonald (1974,
1975) and others. The surfaces appear to have good durability on exposure to humid
atmospheres, as shown in Figure 4.8.3. Many references are available on preparation of
chrome black surfaces, for example, Benning (1976), Pettit and Sowell (1976), and Sowell
and Mattox (1976). The structure and properties of black chrome coatings have been
examined by Lampert and Washburn (1979). They found the wavelengths of transition
from low to high reflectance to be in the 1.5- to 5-µm range, with increasing thickness of
the coating shifting the transition to longer wavelengths. The coatings are aggregates of
particles and voids, with particles of 0.05 to 0.30 µm diameter that are combinations
of very much smaller particles of chromium and an amorphous material that is probably
chromium oxide.

Selective surfaces have been in use on Israeli solar water heaters since about 1950.
A base of galvanized iron is carefully cleaned and a black nickel coating is applied by
immersion of the plate as the cathode in an aqueous electroplating bath containing nickel
sulfate, zinc sulfate, ammonium sulfate, ammonium thiocyanate, and citric acid. Details of
this process are provided by Tabor (1967).

9Plating bath chemicals are available from Harshaw Chemical Co. (Chromonyx chromium process) and du Pont
Company (Durimir BK black chromium process).
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Copper oxide on copper selective blacks is formed on carefully degreased copper plates
by treating the plates for various times in hot (140◦C) solutions of sodium hydroxide and
sodium chlorite, as described by Close (1962). Similar proprietary blackening processes
have been used in the United States under the name Ebanol.

Absorptance of coatings can be enhanced by taking advantage of interference phe-
nomena. Some coatings used on highly reflective (low-ε) substrates are semiconductors
which have high absorptance in the solar energy spectrum but have high transmittance for
long-wave radiation. Many of these materials also have a high index of refraction and thus
reflect incident solar energy. This reflection loss can be reduced by secondary antireflective
coatings. It has been shown by Martin and Bell (1960) that three-layer coatings such as
SiO2-Al-SiO2 on substrates such as aluminum could have absorptances for solar energy
greater than 0.90 and long-wave emittances less than 0.10. The selectivity of surfaces using
silicon and germanium with antireflecting coatings has been demonstrated by Seraphin
(1975) and Meinel et al. (1973).

Vacuum sputtering processes for selective surfaces in evacuated tube collectors have
been studied by Harding (1976) and Harding et al. (1976). The sputtering can be done in
inert atmospheres (argon) to make metal coatings or in reactive atmospheres (argon plus 1
to 2% methane) to produce metal and metal carbide coatings. These coatings reportedly
have extremely low emittances (ε = 0.03) but moderate absorptance (α ≈ 0.8); higher
absorptances are optimum in most applications.

Sputtering processes are used in the application of cermet selective surfaces on the
receivers of Luz concentrating collectors, which operate at temperatures between 300
and 400◦C (Harats and Kearney, 1989). Four layers are deposited on the steel pipe
receiving surface: an antidiffusing oxide layer to prevent diffusion of molecules of the
steel substrate into the coatings, an infrared reflective layer (to provide low emittance), the
cermet absorbing layer, and an antireflective oxide layer. These surfaces, which are used
in vacuum jackets, have absorptance for solar radiation of 0.96 and design emittance for
long-wave radiation of 0.16 at 350◦C. The stability is excellent at temperatures well above
400◦C. [The process used in making these surfaces is based on the work of Thornton and
Lamb (1987).]

The surface structure of a metal of high reflectance can be designed to enhance its
absorptance for solar radiation by grooving or pitting the surface to create cavities of
dimensions near the desired cutoff wavelength of the surface. The surface acts as an array
of cavity absorbers for solar radiation, thus having reduced reflectance in this part of the
spectrum. The surface radiates as a flat surface in the long-wave spectrum and thus shows
its usual low emittance. Desirable surface structures have been made by forming tungsten
dendritic crystal in substrates by reduction of tungsten hexafluoride with hydrogen (Cuomo
et al., 1976) or by chemical vapor deposition of dendritic nickel crystals from nickel
carbonyl (Grimmer et al., 1976). Intermetallic compounds, such as Fe2Al5, can be formed
with highly porous structures and show some selectivity (Santala, 1975). The degree of
selectivity obtainable by this method is limited, and the emittances obtained to date have
been 0.5 or more. However, roughening the substrate over which oxide (or other) coatings
are applied can result in improved absorptance.

Directional selectivity can be obtained by proper arrangement of the surface on a
large scale. Surfaces of deep V-grooves, large relative to all wavelengths of radiation
concerned, can be arranged so that radiation from near-normal directions to the overall
surface will be reflected several times in the grooves, each time absorbing a fraction of the
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beam. This multiple absorption gives an increase in the solar absorptance but at the same
time increases the long-wavelength emittance. However, as shown by Hollands (1963),
a moderately selective surface can have its effective properties substantially improved
by proper configuration. For example, a surface having nominal properties of α = 0.60
and ε = 0.05, used in a fixed optimally oriented flat-plate collector over a year, with
55◦ grooves, will have an average effective α of 0.90 and an equivalent ε of 0.10.
Figure 4.9.1 illustrates the multiple absorptions obtained for various angles of incidence
of solar radiation on a 30◦ grooved surface. Figure 4.9.2 shows the variation of average
yearly solar absorptance as a function of angle of the grooves and the absorptance of the
plane surface.

Figure 4.9.1 Absorption of radiation by successive reflections on folded metal sheets. Adapted
from Trombe et al. (1964).

Figure 4.9.2 Average yearly solar absorptance
versus groove angle for several values of absorp-
tance of plane surfaces. From Hollands (1963).



4.10 Optimum Properties 195

Table 4.9.1 Properties of Some Selective Surfaces

Surface α ε Reference

Black chrome on Ni-plated steel 0.95 0.09 Mar et al. (1976), Lampert and
Washburn (1979), and others

Sputtered cermet coating on steel 0.96 0.16 Harats and Kearney (1989)
‘‘Nickel black’’ on galvanized steel 0.81 0.17 Tabor et al. (1964)
‘‘Cu black’’ on Cu, by treating Cu with solution
of NaOH and NaClO2 0.89 0.17 Close (1962)

Ebanol C on Cu; commercial Cu-blackening
treatment giving coatings largely CuO 0.90 0.16 Edwards et al. (1962)

The physical structure of coatings on reflective substrates will affect the reflectance of
the surface. Williams et al. (1963) showed that the reflectance of coatings of lead sulfide
is a function of the structure of the coating and that finely divided particulate coatings
of large void fraction have a low effective refractive index and a low reflectance in the
solar spectrum. [The black chrome surfaces of Lampert and Washburn (1979) have a
similar structure, in that they are particulates in voids.] This phenomenon is the basis
for experimental studies of selective paints, in which binders transparent (insofar as is
possible) to solar radiation are used to provide physical strength to the coatings. For
example, PbS coatings of void fraction 0.8 to 0.9 on polished pure (99.99) aluminum
substrates showed α of 0.8 to 0.9 and ε of 0.2 to 0.3 without a binder and ε = 0.37
with a silicone binder. Lin (1977) has reported studies of a range of pigments (mostly
metal oxides) and binders on aluminum substrates and notes the best laboratory results
obtained for an iron–manganese–copper oxide paint with a silicone binder are α = 0.92
and ε = 0.13. Quality control on application to substrates is a difficult problem (thickness
of a coating has a strong effect on α and ε) that remains to be solved before these selective
paints become practical for applications.

A critical consideration in the use of selective surfaces is their durability. Solar
collectors must be designed to operate essentially without maintenance for many years, and
the coatings and substrates must retain useful properties in humid, oxidizing atmospheres
and at elevated temperatures. Data from Lin (1977) and Mar et al. (1976) and from other
sources, plus experience with chrome black in other kinds of applications, suggest that
this surface will retain its selective properties in a satisfactory way. Years of experience
with Israeli nickel black, Australian copper oxide on copper coatings, and more recently
chrome blacks have shown that these coatings can be durable.

Table 4.9.1 shows absorptance for solar radiation and emittance for long-wave
radiation of surfaces that have been produced by commercial processes.

4.10 OPTIMUM PROPERTIES

In flat-plate collectors, it is generally more critical to have high absorptance than low
emittance.10 It is a characteristic of many surfaces that there is a relationship between α

10This will become evident in Chapter 6.
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Figure 4.10.1 Variations of α and ε with the product of plating current density and time for chrome
black. Adapted from Sowell and Mattox (1976).

and ε as typified by data shown in Figure 4.10.1. In the case of the chrome black surface,
the optimum plating time (coating thickness) is obvious. For other selective surfaces
the optimum mass per unit area or other measure of coating physical properties is not
immediately obvious. The best combination must ultimately be selected on the basis of
the effects of properties α and ε on the annual operation of the complete solar energy
system.11 But the generalization can be made that α should be near its maximum for best
performance.

4.11 ANGULAR DEPENDENCE OF SOLAR ABSORPTANCE

The angular dependence of solar absorptance of most surfaces used for solar collectors
is not available. The directional absorptance for solar radiation of ordinary blackened
surfaces (such as are used for solar collectors) is a function of the angle of incidence
of the radiation on the surface. An example of this dependence of absorptance on angle
of incidence is shown in Figure 4.11.1. The limited data available suggest that selective
surfaces may exhibit similar behavior (Pettit and Sowell, 1976). A polynomial fit to the
curve of Figure 4.11.1 is

α

αn

= 1 − 1.5879 × 10−3 θ + 2.7314 × 10−4 θ2 − 2.3026 × 10−5 θ3

+ 9.0244 × 10−7 θ4 − 1.8000 × 10−8 θ5 + 1.7734 × 10−10 θ6

− 6.9937 × 10−13 θ7 (4.11.1)

11Methods for this evaluation are in Chapter 14.
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Figure 4.11.1 Ratio of solar absorptance and solar
absorptance at normal incidence for a flat black sur-
face. From Beckman et al. (1977).

4.12 ABSORPTANCE OF CAVITY RECEIVERS

Some solar energy applications require that solar radiation be absorbed in cavities rather
than on flat surfaces. The effective absorptance of a cavity without a cover on its aperture,
that is, the fraction of incident radiation that is absorbed by the cavity,12 is a function of
the absorptance of the inner surfaces of the cavity and the ratio of the areas of the cavity
aperture and inner surfaces. It is approximated by

αeff = αi

αi + (1 − αi)Aa/Ai

(4.12.1)

where αi is the absorptance of the inner surface of the cavity, Aa is the area of the aperture
of the cavity, and Ai is the area of the inner surface. As an approximation, αi can be
evaluated at the effective angle of incidence of diffuse radiation, about 60◦.

Example 4.12.1

A cylindrical cavity receiver has its length the same as its diameter. The aperture is in
the end of the cylinder and has a diameter of two-thirds of that of the cylinder. The inner
surface of the cavity has an absorptance at normal incidence of 0.60. Estimate the effective
absorptance of the cavity.

12The presence of a transparent cover over the aperture of a cavity (such as a window in a room acting as a cavity
receiver in passive heating) modifies Equation 4.12.1. See Section 5.11.
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Solution

Assume that the angular dependence of αi is as shown in Figure 4.11.1. At an incident
angle of 60◦, αi/αn = 0.93 and αi = 0.93 × 0.60 = 0.56.

The ratio Aa/Ai, if d is the diameter of the cavity, is

Aa

Ai

= (0.667)2 πd2/4

(2 − 0.6672) πd2/4 + πd2
= (0.667)2

(2 − 0.6672) + 4
= 0.080

The effective absorptance of the cavity is then

αeff = 0.56

0.56 + (1 − 0.56) 0.080
= 0.94

�

4.13 SPECULARLY REFLECTING SURFACES

Concentrating solar collectors require the use of reflecting materials (or possibly refracting
materials) to direct the beam component of solar radiation onto a receiver. This requires
surfaces of high specular reflectance for radiation in the solar spectrum.

Specular surfaces are usually metals or metallic coatings on smooth substrates. Opaque
substrates must be front surfaced. Examples are anodized aluminum and rhodium-plated
copper. The specular reflectivity of such surfaces is a function of the quality of the substrate
and the plating.

Specular surfaces can also be applied to transparent substrates, including glass or
plastic. If back-surface coatings are applied, the transparency of the substrate is important,
as the radiation will pass through the equivalent of twice the thickness of the substrate and
twice through the front surface-air interface. (See Chapter 5 for discussion of radiation
transmission through partially transparent media.) If front-surface coatings are used on
these substrates, the nature of the substrate, other than its smoothness and stability, is
unimportant.

Specular reflectance is, in general, wavelength dependent, and in principle, monochro-
matic reflectances should be integrated for the particular spectral distribution of incident
energy. Thus, the monochromatic specular reflectance is defined as

ρλs = Iλs

Iλi
(4.13.1)

where Iλs is the specularly reflected monochromatic intensity and Iλi is the incident
monochromatic intensity. Then the specular reflectance is

ρs =

∫ ∞

0
ρλsIλs dλ∫ ∞

0
Iλs dλ

(4.13.2)

Typical values of specular reflectance of surfaces for solar radiation are shown in
Table 4.13.1. The table includes data on front-surface and second-surface reflectors.
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Table 4.13.1 Normal Specular Solar Reflectances of Surfaces

Surface ρ

Back-silvered low-reflectance glass 0.94
Electroplated silver, new 0.96
High-purity Al, new clean 0.91
Sputtered aluminum optical reflector 0.89
Brytal processed aluminum, high purity 0.89
Back-silvered water white plate glass, new, clean 0.88
Al, SiO coating, clean 0.87
Aluminum foil, 99.5% pure 0.86
Back-aluminized 3M acrylic, new 0.86
Back-aluminized 3M acrylica 0.85
Commercial Alzac process aluminum 0.85

aExposed to equivalent of 1 yr solar radiation.

Back-silvered glass can have excellent specular reflectance, and if the reflective coatings
are adequately protected, durability is excellent. The aluminized acrylic film is one of a
number of aluminized polymeric films that have been evaluated for durability in weather,
and it appears to be the best of those reported by theUniversity ofMinnesota andHoneywell
(1973). Many other such materials have short lifetimes (on the order of weeks or months)
under practical operating conditions.

Maintenance of high specular reflectance presents practical problems. Front-surface
reflectors are subject to degradation by oxidation, abrasion, dirt, and so on. Back-surface
reflectors may lose reflectance because of dirt or degradation of the overlying transparent
medium or degradation of the reflecting coating.

Front-surface reflectors may be covered by thin layers of protective materials to
increase their durability. For example, anodized aluminum is coated with a thin stable layer
of aluminum oxide deposited by electrochemical means, and silicon monoxide has been
applied to front-surface aluminum films. In general, each coating reduces the initial value
of specular reflectance but may result in more satisfactory levels of reflectance over long
periods of time.
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5

Radiation Transmission through
Glazing: Absorbed Radiation

The transmission, reflection, and absorption of solar radiation by the various parts of a
solar collector are important in determining collector performance. The transmittance,
reflectance, and absorptance are functions of the incoming radiation, thickness, refractive
index, and extinction coefficient of the material. Generally, the refractive index n and
the extinction coefficient K of the cover material are functions of the wavelength
of the radiation. However, in this chapter, all properties initially will be assumed to
be independent of wavelength. This is an excellent assumption for glass, the most
common solar collector cover material. Some cover materials have significant optical
property variations with wavelength, and spectral dependence of properties is considered
in Section 5.7. Incident solar radiation is unpolarized (or only slightly polarized). However,
polarization considerations are important as radiation becomes partially polarized as it
passes through collector covers.

The last sections of this chapter treat the absorption of solar radiation by collectors,
collector-storage walls, and rooms on an hourly and on a monthly average basis.

Reviews of important considerations of transmission of solar radiation have been
presented by Dietz (1954, 1963) and by Siegel and Howell (2002).

5.1 REFLECTION OF RADIATION

For smooth surfaces Fresnel has derived expressions for the reflection of unpolarized
radiation on passing from medium 1 with a refractive index n1 to medium 2 with refractive
index n2:

r⊥ = sin2 (θ2 − θ1)

sin2 (θ2 + θ1)
(5.1.1)

r|| = tan2 (θ2 − θ1)

tan2 (θ2 + θ1)
(5.1.2)

r = Ir

Ii

= r⊥ + r||
2

(5.1.3)

where θ1 and θ2 are the angles of incidence and refraction, as shown in Figure 5.1.1.
Equation 5.1.1 represents the perpendicular component of unpolarized radiation r⊥, and
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Figure 5.1.1 Angles of incidence and refraction in
media with refractive indices n1 and n2.

Equation 5.1.2 represents the parallel component of unpolarized radiation r||. (Parallel
and perpendicular refer to the plane defined by the incident beam and the surface
normal.) Equation 5.1.3 then gives the reflection of unpolarized radiation as the average
of the two components. The angles θ1 and θ2 are related to the indices of refraction by
Snell’s law,

n1 sin θ1 = n2 sin θ2 (5.1.4)

Thus if the angle of incidence and refractive indices are known, Equations 5.1.1 through
5.1.4 are sufficient to calculate the reflectance of the single interface.

For radiation at normal incidence both θ1 and θ2 are zero, and Equations 5.1.3 and
5.1.4 can be combined to yield

r(0) = Ir

Ii

=
(

n1 − n2

n1 + n2

)2

(5.1.5)

If one medium is air (i.e., a refractive index of nearly unity), Equation 5.1.5 becomes

r(0) =
(

n − 1

n + 1

)2

(5.1.6)

Example 5.1.1

Calculate the reflectance of one surface of glass at normal incidence and at 60◦
. The

average index of refraction of glass for the solar spectrum is 1.526.

Solution

At normal incidence, Equation 5.1.6 can be used:

r(0) =
(
0.526

2.526

)2

= 0.0434

At an incidence angle of 60◦, Equation 5.1.4 gives the refraction angle θ2 :

θ2 = sin−1
(
sin 60

1.526

)
= 34.58
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From Equation 5.1.3, the reflectance is

r(60) = 1

2

[
sin2 (−25.42)

sin2(94.58)
+ tan2(−25.42)

tan2(94.58)

]
= 1

2
(0.185 + 0.001) = 0.093

�

In solar applications, the transmission of radiation is through a slab or film of material
so there are two interfaces per cover to cause reflection losses. At off-normal incidence,
the radiation reflected at an interface is different for each component of polarization, so
the transmitted and reflected radiation becomes partially polarized. Consequently, it is
necessary to treat each component of polarization separately.

Neglecting absorption in the cover material shown in Figure 5.1.2 and considering for
the moment only the perpendicular component of polarization of the incoming radiation,
(1 − r⊥) of the incident beam reaches the second interface. Of this, (1 − r⊥)2 passes
through the interface and r⊥(1 − r⊥) is reflected back to the first, and so on. Summing the
transmitted terms, the transmittance for the perpendicular component of polarization is

τ⊥ = (1 − r⊥)2
∞∑

n=0

r2n⊥ = (1 − r⊥)2

1 − r2⊥
= 1 − r⊥

1 + r⊥
(5.1.7)

Exactly the same expansion results when the parallel component of polarization is
considered. The components r⊥ and r|| are not equal (except at normal incidence), and
the transmittance of initially unpolarized radiation is the average transmittance of the two
components,

τr = 1

2

(
1 − r||
1 + r||

+ 1 − r⊥
1 + r⊥

)
(5.1.8)

where the subscript r is a reminder that only reflection losses have been considered.
For a system of N covers all of the same materials, a similar analysis yields

τrN = 1

2

(
1 − r||

1 + (2N − 1) r||
+ 1 − r⊥

1 + (2N − 1)r⊥

)
(5.1.9)

Figure 5.1.2 Transmission through one nonabsorbing
cover.
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Example 5.1.2

Calculate the transmittance of two covers of nonabsorbing glass at normal incidence and
at 60◦

.

Solution

At normal incidence, the reflectance of one interface from Example 5.1.1 is 0.0434. From
Equation 5.1.9, with both polarization components equal, the transmittance is

τr(0) = 1 − 0.0434

1 + 3(0.0434)
= 0.85

Also from Example 5.1.1 but at a 60◦ incidence angle, the reflectances of one interface
for each component of polarization are 0.185 and 0.001. From Equation 5.1.9, the
transmittance is

τr(60) = 1

2

[
1 − 0.185

1 + 3 (0.185)
+ 1 − 0.001

1 + 3(0.001)

]
= 0.76

�

The solar transmittance of nonabsorbing glass, having an average refractive index of
1.526 in the solar spectrum, has been calculated for all incidence angles in the same manner
illustrated in Examples 5.1.1 and 5.1.2. The results for from one to four glass covers are
given in Figure 5.1.3. This figure is a recalculation of the results presented by Hottel and
Woertz (1942).

The index of refraction of materials that have been considered for solar collector
covers are given in Table 5.1.1. The values correspond to the solar spectrum and can be
used to calculate the angular dependence of reflection losses similar to Figure 5.1.3.

Figure 5.1.3 Transmittance of 1, 2, 3, and 4 nonabsorbing covers having an index of refraction of
1.526.
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Table 5.1.1 Average Refractive Index n in Solar
Spectrum of Some Cover Materials

Cover Material Average n

Glass 1.526
Polymethyl methacrylate 1.49
Polyvinylfluoride 1.45
Polyfluorinated ethylene propylene 1.34
Polytetrafluoroethylene 1.37
Polycarbonate 1.60

5.2 ABSORPTION BY GLAZING

The absorption of radiation in a partially transparent medium is described by Bouguer’s
law, which is based on the assumption that the absorbed radiation is proportional to the
local intensity in the medium and the distance x the radiation has traveled in the medium:

dI = −IK dx (5.2.1)

where K is the proportionality constant, the extinction coefficient, which is assumed to
be a constant in the solar spectrum. Integrating along the actual pathlength in the medium
(i.e., from zero to L/cos θ2) yields

τa = Itransmitted

Iincident
= exp

(
− KL

cos θ2

)
(5.2.2)

where the subscript a is a reminder that only absorption losses have been considered. For
glass, the value of K varies from approximately 4 m−1 for ‘‘water white’’ glass (which
appears white when viewed on the edge) to approximately 32 m−1 for high iron oxide
content (greenish cast of edge) glass.

5.3 OPTICAL PROPERTIES OF COVER SYSTEMS

The transmittance, reflectance, and absorptance of a single cover, allowing for both
reflection and absorption losses, can be determined either by ray-tracing techniques similar
to that used to derive Equation 5.1.7 or by the net radiation method as described by Siegel
and Howell (2002). For the perpendicular component of polarization, the transmittance τ⊥,
reflectance ρ⊥, and absorptance α⊥ of the cover are

τ⊥ = τa(1 − r⊥)2

1 − (r⊥τa)
2

= τa

1 − r⊥
1 + r⊥

[
1 − r2⊥

1 − (
r⊥τa

)2
]

(5.3.1)

ρ⊥ = r⊥ + r⊥
τ 2
a (1 − r⊥)2

1 − (r⊥τa)
2

= r⊥ (1 + τaτ⊥) (5.3.2)

α⊥ = (1 − τa)

(
1 − r⊥
1 − r⊥τa

)
(5.3.3)
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Similar results are found for the parallel component of polarization. For incident unpolarized
radiation, the optical properties are found by the average of the two components.

The equation for the transmittance of a collector cover can be simplified by noting
that the last term in Equation 5.3.1 (and its equivalent for the parallel component of
polarization) is nearly unity, since τa is seldom less than 0.9 and r is on the order of
0.1 for practical collector covers. With this simplification and with Equation 5.1.8, the
transmittance of a single cover becomes

τ ∼= τaτr (5.3.4)

This is a satisfactory relationship for solar collectors with cover materials and angles of
practical interest.

The absorptance of a solar collector cover can be approximated by letting the last term
in Equation 5.3.3 be unity so that

α ∼= 1 − τa (5.3.5)

Although the neglected term in Equation 5.3.3 is larger than the neglected term in Equation
5.3.1, the absorptance is much smaller than the transmittances so that the overall accuracy
of the two approximations is essentially the same.

The reflectance of a single cover is then found from ρ = 1 − α − τ, so that

ρ ∼= τa(1 − τr) = τa − τ (5.3.6)

The advantage of Equations 5.3.4 through 5.3.6 over Equations 5.3.1 through 5.3.3
is that polarization is accounted for in the approximate equations through the single term
τr rather than by the more complicated expressions for each individual optical property.
Example 5.3.1 shows a solution for transmittance by the exact equations and also by the
approximate equations.

Example 5.3.1

Calculate the transmittance, reflectance, and absorptance of a single glass cover 2.3mm
thick at an angle of 60◦. The extinction coefficient of the glass is 32 m−1.

Solution

At an incidence angle of 60◦, the extinction coefficient—optical pathlength product is

KL

cos θ2
= 32 × 0.0023

cos 34.58
= 0.0894

where 34.58 is the refraction angle calculated in Example 5.1.1. The transmittance τa from
Equation 5.2.2 is then

τa = exp(−0.0894) = 0.915
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Using the results of Example 5.1.1 and Equation 5.3.1, the transmittance is found by
averaging the transmittances for the parallel and perpendicular components of polarization,

τ = 0.915

2

[
1 − 0.185

1 + 0.185

(
1 − 0.1852

1 − (0.185 × 0.915)2

)

+ 1 − 0.001

1 + 0.001

(
1 − 0.0012

1 − (0.001 × 0.915)2

)]

= 0.5(0.625 + 0.912) = 0.768

The reflectance is found using Equation 5.3.2 for each component of polarization and
averaging:

ρ = 0.5[0.185 (1 + 0.915 × 0.625) + 0.001(1 + 0.915 × 0.912)]
= 0.5(0.291 + 0.002) = 0.147

In a similar manner, the absorptance is found using Equation 5.3.3:

α = 1 − 0.915

2

(
1 − 0.185

1 − 0.185 × 0.915
+ 1 − 0.001

1 − 0.001 × 0.915

)

= 0.085

2
(0.981 + 1.000) = 0.085

Alternate Solution

The approximate equations can also be used to find these properties. From Equations 5.3.4
and 5.1.8 the transmittance is

τ = 0.915

2

(
1 − 0.185

1 + 0.185
+ 1 − 0.001

1 + 0.001

)
= 0.771

From Equation 5.3.5, the absorptance is

α = 1 − 0.915 = 0.085

and the reflectance is then

ρ = 1 − 0.771 − 0.085 = 0.144

Note that even though the incidence angle was large and poor-quality glass was used in
this example so that the approximate equations tend to be less accurate, the approximate
method and the exact method are essentially in agreement. �

Although Equations 5.3.4 through 5.3.6 were derived for a single cover, they apply
equally well to identical multiple covers. The quantity τr should be evaluated from
Equation 5.1.9 and the quantity τa from Equation 5.2.2 with L equal to the total cover
system thickness.
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Example 5.3.2

Calculate the solar transmittance at incidence angles of zero and 60◦ for two glass covers
each 2.3mm thick. The extinction coefficient of the glass is 16.1 m−1, and the refractive
index is 1.526.

Solution

For one sheet at normal incidence,

KL = 16.1 × 2.3/1000 = 0.0370

The transmittance τa is given as

τa(0) = exp[−2(0.0370)] = 0.93

The transmittance accounting for reflection, from Example 5.1.2, is 0.85. The total
transmittance is then found from Equation 5.3.4:

τ(0) = τr(0)τa(0) = 0.85(0.93) = 0.79

From Example 5.1.1, when θ1 = 60◦
, θ2 = 34.57◦

, and

τa(60) = exp

(
− 2 (0.0370)

cos 34.57

)
= 0.91

and the total transmittance (with τr = 0.76 from Example 5.1.2) becomes

τ(60) = τr(60)τa(60) = 0.76(0.91) = 0.69 �

Figure 5.3.1 gives curves of transmittance as a function of angle of incidence for
systems of one to four identical covers of three different kinds of glass. These curves were
calculated from Equation 5.3.4 and have been checked by experiments (Hottel and Woertz,
1942).

In a multicover system, the ray-tracing technique used to develop Equation 5.1.7 can
be used to derive the appropriate equations. Whillier (1953) has generalized the ray-tracing
method to any number or type of covers, and modern radiation heat transfer calculation
methods have also been applied to these complicated situations (e.g., Edwards, 1977;
Siegel and Howell, 2002). If the covers are identical, the approximate method illustrated
in Example 5.3.2 is recommended, although the following equations can also be used.

For a two-cover system with covers not necessarily identical the following equations
are for transmittance and reflectance, where subscript 1 refers to the top cover and
subscript 2 to the inner cover:

τ = 1

2
(τ⊥ + τ||) = 1

2

[(
τ1τ2

1 − ρ1ρ2

)
⊥

+
(

τ1τ2

1 − ρ1ρ2

)
||

]
(5.3.7)

ρ = 1

2
(ρ⊥ + ρ||) = 1

2

[(
ρ1 + τρ2τ1

τ2

)
⊥

+
(

ρ1 + τρ2τ1

τ2

)
||

]
(5.3.8)
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Figure 5.3.1 Transmittance (considering absorption and reflection) of one, two, three, and four
covers for three types of glass.

The reflectance of a cover system depends upon which cover is on top. In these equations
the subscripts ⊥ and || apply to all terms in the corresponding parentheses.

Example 5.3.3

Calculate the optical properties of a two-cover solar collector at an angle of 60◦. The
outer cover is glass with K = 16.1 m−1 and thickness of 2.3mm. The inner cover is



5.4 Transmittance for Diffuse Radiation 211

polyvinyl fluoride with refractive index equal to 1.45. The plastic film is thin enough so
that absorption within the plastic can be neglected.

Solution

The optical properties of the glass and plastic covers alone, as calculated from Equations
5.3.1 through 5.3.3, are

Glass: τ|| = 0.953, τ⊥ = 0.655
ρ|| = 0.002, ρ⊥ = 0.302
α|| = 0.044, α⊥ = 0.044

Plastic: τ|| = 0.995, τ⊥ = 0.726
ρ|| = 0.005, ρ⊥ = 0.274
α|| = 0.000, α⊥ = 0.000

Equations 5.3.4 through 5.3.6 could have been used with each component of polarization
to simplify the calculation of the preceding properties.

The transmittance of the combination is found from Equation 5.3.7:

τ = 1

2

(
0.655 × 0.726

1 − 0.302 × 0.274
+ 0.953 × 0.995

1 − 0.002 × 0.005

)

= 0.5(0.518 + 0.948) = 0.733

The reflectance, with the glass first, is found from Equation 5.3.8:

ρ = 1

2

(
0.302 + 0.518 × 0.274 × 0.655

0.726
+ 0.002 + 0.948 × 0.005 × 0.953

0.995

)

= 0.5(0.430 + 0.007) = 0.219

The absorptance is then
α = 1 − 0.219 − 0.733 = 0.048 �

Equations 5.3.7 and 5.3.8 can be used to calculate the transmittance of any number
of covers by repeated application. If subscript 1 refers to the properties of a cover system
and subscript 2 to the properties of an additional cover placed under the stack, then
these equations yield the appropriate transmittance and reflectance of the new system.
The reflectance ρ1 in Equation 5.3.7 is the reflectance of the original cover system from
the bottom side. If any of the covers exhibit strong wavelength-dependent properties,
integration over the wavelength spectrum is necessary (see Section 5.6).

5.4 TRANSMITTANCE FOR DIFFUSE RADIATION

The preceding analysis applies only to the beam component of solar radiation. Radiation
incident on a collector also consists of scattered solar radiation from the sky and possibly
reflected solar radiation from the ground. In principle, the amount of this radiation that
passes through a cover system can be calculated by integrating the transmitted radiation
over all angles. However, the angular distribution of this radiation is generally unknown.
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For incident isotropic radiation (i.e., independent of angle), the integration can be
performed. The presentation of the results can be simplified by defining an equivalent
angle for beam radiation that gives the same transmittance as for diffuse radiation. For a
wide range of conditions encountered in solar collector applications, this equivalent angle
is essentially 60◦

. In other words, a cover has the same transmittance for isotropic diffuse
radiation as it does for beam radiation incident at an angle of 60◦

.

Circumsolar diffuse radiation can be considered as having the same angle of incidence
as the beam radiation. Diffuse radiation from the horizon is usually a small contribution to
the total and as an approximation can be taken as having the same angle of incidence as
the isotropic diffuse radiation.

Solar collectors are usually oriented so that they ‘‘see’’ both the sky and the ground.
If the diffuse radiation from the sky and the radiation reflected from the ground are both
isotropic, then the transmittance of the glazing systems can be found by integrating the
beam transmittance over the appropriate incidence angles. This integration has been done
by Brandemuehl and Beckman (1980); the results are presented in Figure 5.4.1 in terms

Figure 5.4.1 Effective incidence angle of isotropic diffuse radiation and isotropic ground-reflected
radiation on sloped surfaces. From Brandemuehl and Beckman (1980).
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of a single effective incidence angle. Thus all of the diffuse radiation can be treated as
having a single equivalent angle of incidence, and all of the ground-reflected radiation
can be considered as having another equivalent angle of incidence. The shaded region
includes a wide range of glazings. The upper curve is for a one-cover polyfluorinated
ethylene propylene glazing with no internal absorption, whereas the lower curve represents
a two-cover glass glazing with extinction length KL = 0.0524. All one- and two- cover
systems with indices of refraction between 1.34 and 1.526 and extinction lengths less than
0.0524 lie in the shaded region.

The dashed lines shown in Figure 5.4.1 are given for ground-reflected radiation by

θe,g = 90 − 0.5788β + 0.002693β2 (5.4.1)

and for diffuse radiation by

θe,d = 59.7 − 0.1388β + 0.001497β2 (5.4.2)

5.5 TRANSMITTANCE-ABSORPTANCE PRODUCT

To use the analysis of the next chapter, it is necessary to evaluate the transmittance-
absorptance product (τα).1 Of the radiation passing through the cover system and incident
on the plate, some is reflected back to the cover system. However, all this radiation is not
lost since some of it is, in turn, reflected back to the plate.

The situation is illustrated in Figure 5.5.1, where τ is the transmittance of the cover
system at the desired angle and α is the angular absorptance of the absorber plate. Of
the incident energy, τα is absorbed by the absorber plate and (1 − α)τ is reflected back
to the cover system. The reflection from the absorber plate is assumed to be diffuse (and
unpolarized) so the fraction (1 − α)τ that strikes the cover system is diffuse radiation
and (1 − α)τρd is reflected back to the absorber plate. The quantity ρd refers to the
reflectance of the cover system for diffuse radiation incident from the bottom side and can
be estimated from Equation 5.3.6 as the difference between τa and τ at an angle of 60◦

.2

Figure 5.5.1 Absorption of solar radiation by
absorber plate under a cover system.

1The transmittance-absorptance product (τα) should be thought of as a property of a cover-absorber combination
rather than the product of two properties.
2For single covers of the three kinds of glass of Figure 5.3.1, ρd at 60◦ is 0.16 (for KL = 0.0125), 0.15 (for
KL = 0.0370), and 0.15 (for KL = 0.0524). For two covers, the corresponding values are 0.23, 0.22, and 0.21.
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If the cover system consists of two (or more) covers of dissimilar materials, ρd will be
different (slightly) from the diffuse reflectance of the incident solar radiation (see Equation
5.3.8). The multiple reflection of diffuse radiation continues so that the fraction of the
incident energy ultimately absorbed is3

(τα) = τα

∞∑
n=0

[(1 − α)ρd ]
n = τα

1 − (1 − α)ρd

(5.5.1)

Example 5.5.1

For a two-cover collector using glass with KL = 0.0370 per plate and an absorber plate
with α = 0.90 (independent of direction), find the transmittance-absorptance product at an
angle of 50◦

.

Solution

From Figure 5.3.1, τ at 50◦ is 0.75 and τ at 60◦ (the effective angle of incidence of radiation
reflected back to the cover) is 0.69. From Equation 5.2.2 with θ2 = 34.58◦, τa = 0.91.
From Equation 5.3.6, ρd = 0.91 − 0.69 = 0.22. From Equation 5.5.1

(τα) = 0.75 × 0.90

1 − (1 − 0.90) 0.22
= 0.69

Note that it is also possible to estimate ρd = 1 − τr , where τr can be estimated from
Figure 5.1.3 at 60◦. For two covers, τr = 0.77, so ρd = 0.23. �

The value of (τα) in this example is very nearly equal to 1.01 times the product of τ

times α. This is a reasonable approximation for most practical solar collectors. Thus,

(τα) ∼= 1.01τα (5.5.2)

can be used as an estimate of (τα) in place of Equation 5.5.1.

5.6 ANGULAR DEPENDENCE OF (τα)

The dependence of absorptance and transmittance on the angle of incidence of the incident
radiation has been shown in Sections 4.11 and 5.1 to 5.4. For ease in determining (τα)

as a function of angle of incidence θ , Klein (1979) developed a relationship between
(τα)/(τα)n and θ based on the angular dependence of α shown in Figure 4.11.1 and on
the angular dependence of τ for glass covers with KL = 0.04. The result is not sensitive to
KL and can be applied to all covers having a refractive index close to that of glass. Klein’s
curves are shown in Figure 5.6.1. The results obtained by using this figure are essentially
the same as those obtained by independently finding the angular dependence of τ and α as
illustrated in examples to follow in this chapter.

3The absorptance α of the absorber plate for the reflected radiation should be the absorptance for diffuse radiation.
Also, the reflected radiation may not all be diffuse, and it may be partially polarized. However, the resulting
errors should be negligible in that the difference between τα and (τα) is small.
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Figure 5.6.1 Typical (τα)/(τα)n curves for one to four covers. Adapted from Klein (1979).

5.7 SPECTRAL DEPENDENCE OF TRANSMITTANCE

Most transparent media transmit selectively; that is, transmittance is a function of wave-
length of the incident radiation. Glass, the material most commonly used as a cover material
in solar collectors, may absorb little of the solar energy spectrum if its Fe2O3 content is
low. If its Fe2O3 content is high, it will absorb in the infrared portion of the solar spectrum.
The transmittance (including reflection losses) of several glasses of varying iron content is
shown in Figure 5.7.1. These show clearly that ‘‘water white’’ (low-iron) glass has the best
transmission; glass with high Fe2O3 content has a greenish appearance and is a relatively
poor transmitter. Note that the transmission is not a strong function of wavelength in
the solar spectrum except for the ‘‘heat-absorbing’’ glass. Glass becomes substantially
opaque at wavelengths longer than approximately 3 µm and can be considered as opaque
to long-wave radiation.

Some collector cover materials may have transmittances that are more wavelength
dependent than low-iron glass, and it may be necessary to obtain their transmittance
for monochromatic radiation and then integrate over the entire spectrum. If there is no
significant angular dependence of monochromatic transmittance, the transmittance for
incident radiation of a given spectral distribution is calculated by an equation analogous to
Equation 4.6.4:

τ =
n∑

j=1

τλ,j �fi (5.7.1)
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Figure 5.7.1 Spectral transmittance of 6-mm-thick glass with various iron oxide contents for
incident radiation at normal incidence. From Dietz (1954).

If there is an angular dependence of τλ, the total transmittance at angle θ can be
written as

τ(θ) =

∫ ∞

0
τλ(θ)Iλi(θ) dλ∫ ∞

0
Iλi(θ) dλ

(5.7.2)

where τλ(θ) is calculated by the equations of the preceding section using monochromatic
values of the index of refraction and absorption coefficient and Iλi(θ) is the incident
monochromatic intensity arriving at the cover system from angle θ .

Example 5.7.1

For the glass of Figure 5.7.1, having an iron oxide content of 0.50%, estimate the
transmittance at normal incidence for terrestrial solar radiation.

Solution

Use Table 2.6.1 to represent the spectral distribution of the incident radiation and
Equation 5.7.1 to calculate τ . Dividing the spectrum into 10 equal increments, the
increments, the wavelength at the energy midpoints of the increments, and τλ at the
midpoints of the increments are shown in the table below. The sum of the third and sixth
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columns is 3.89. Since 10 equal increments were chosen, the transmittance is the average
of the τλ. Thus the transmittance of the glass at normal incidence is 0.39.

Increment λmid, µm τλ,mid Increment λmid, µm τλ,mid

0.0–0.1 0.416 0.76 0.5–0.6 0.786 0.19
0.1–0.2 0.492 0.80 0.6–0.7 0.885 0.11
0.2–0.3 0.559 0.74 0.7–0.8 1.140 0.05
0.3–0.4 0.627 0.60 0.8–0.9 1.257 0.07
0.4–0.5 0.700 0.38 0.9–1.0 1.750 0.19

�

If the absorptance of solar radiation by an absorber plate is independent of wavelength,
then Equation 5.5.1 can be used to find the transmittance-absorptance product with the
transmittance as calculated from Equation 5.7.1 or 5.7.2. However, if both the solar
transmittance of the cover system and the solar absorptance of the absorber plate are
functions of wavelength and angle of incidence, the fraction absorbed by an absorber plate
is given by

τα (θ) =

∫ ∞

0
τλ(θ)αλ(θ) Iλi(θ) dλ∫ ∞

0
Iλi(θ) dλ

(5.7.3)

To account for multiple reflections in a manner analogous to Equation 5.5.1, it would
be necessary to evaluate the spectral distribution of each reflection and integrate over all
wavelengths. It is unlikely that such a calculationwould ever be necessary for solar collector
systems, since the error involved by directly using Equation 5.7.3 with Equation 5.5.1
would be small if α is near unity.

In a multicover system in which the covers have significant wavelength-dependent
properties, the spectral distribution of the solar radiation changes as it passes through each
cover. Consequently, if all covers are identical, the transmittance of individual covers
increases in the direction of propagation of the incoming radiation. If the covers are not
all identical, the transmittance of a particular cover may be greater or less than other
similar covers in the system. Equations 5.7.1 to 5.7.3 account for this phenomenon. At any
wavelength λ, the transmittance is the product of the monochromatic transmittances of the
individual covers. Thus for N covers

τα (θ) =

∫ ∞

0
τλ,1(θ) τλ,2(θ) · · · τλ,N (θ) αλ(θ) Iλi(θ) dλ∫ ∞

0
Iλi(θ) dλ

(5.7.4)

If a cover system has one cover with wavelength-independent properties (e.g., glass)
and one cover with wavelength-dependent properties (e.g., some plastics), then a simplified
procedure can be used. The transmittance and reflectance of each cover can be obtained
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Figure 5.7.2 Infrared spectral transmittance of Tedlar film. Courtesy of du Pont.

separately, and the combined system transmittance and reflectance can be obtained from
Equations 5.3.7 and 5.3.8.

For most plastics, the transmittance will also be significant in the infrared spectrum
at λ > 3 µm. Figure 5.7.2 shows the transmittance curve for a polyvinyl fluoride (Tedlar)
film for wavelengths longer than 2.5 µm. Whillier (1963) calculated the transmittance
of a similar film using Equation 5.7.2. The incident radiation Iλi was for radiation from
blackbody sources at temperatures from 0 to 200◦C. He found that transmittance was 0.32
for radiation from the blackbody source at 0◦C, 0.29 for the source at 100◦C, and 0.32 for
the source at 200◦C.

5.8 EFFECTS OF SURFACE LAYERS ON TRANSMITTANCE

If a film of low refractive index is deposited at an optical thickness of λ/4 onto a
transparent slab, radiation of wavelength λ reflected from the upper and lower surfaces
of the film will have a phase difference of π and will cancel. The reflectance will be
decreased, and the transmittance will be increased relative to the uncoated material. This
is the principal type of coating used on camera lenses, binoculars, and other expensive
optical equipment.

Inexpensive and durable processes have been developed for treating glass to reduce
its reflectance by the addition of films having a refractive index between that of air and
the transparent medium (e.g., Thomsen, 1951). The solar reflectance of a single pane
of untreated glass is approximately 8%. Surface treatment, by dipping glass in a silica-
saturated fluosilic acid solution, can reduce the reflection losses to 2%, and a double-layer
coating can, as shown by Mar et al. (1975), reduce reflection losses to less than 1%.
Such an increase in solar transmittance can make a very significant improvement in the
thermal performance of flat-plate collectors. Figure 5.8.1 shows typical monochromatic
reflectance data before and after etching. Note that unlike unetched glass, it is necessary to
integrate monochromatic reflectance over the solar spectrum to obtain the reflectance for
solar radiation.

Experimental values for the angular dependence of solar transmission for unetched
and etched glass are given in Table 5.8.1. Not only does the etched sample exhibit higher
transmittance than the unetched sample at all incidence angles, but also the transmittance
degrades less at high incidence angles.
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Figure 5.8.1 Monochromatic reflectance of one sheet of etched and unetched glass. From Mar
et al. (1975).

Table 5.8.1 Solar Transmittance for Etched and Unetched Glass as Function of Incidence Anglea

Transmittance by Incidence Angle

Type of Glass 0◦ 20◦ 40◦ 50◦ 60◦ 70◦ 80◦

Etched 0.941 0.947 0.945 0.938 0.916 0.808 0.562
Unetched 0.888 0.894 0.903 0.886 0.854 0.736 0.468

aFrom Mar et al. (1975).

Glass is treated by other means to decrease its emittance for use as transparent
insulation for glazing applications. These treatments also change the transmittance, in
many cases decreasing it substantially.

5.9 ABSORBED SOLAR RADIATION

The prediction of collector performance requires information on the solar energy absorbed
by the collector absorber plate. The solar energy incident on a tilted collector can be
found by the methods of Chapter 2. This incident radiation has three different spatial
distributions: beam radiation, diffuse radiation, and ground-reflected radiation, and each
must be treated separately. The details of the calculation depend onwhich diffuse-skymodel
(Sections 2.14 to 2.16) is used. Using the isotropic diffuse concept on an hourly basis,
Equation 2.15.1 can be modified to give the absorbed radiation S by multiplying each term



220 Radiation Transmission through Glazing: Absorbed Radiation

by the appropriate transmittance-absorptance product:

S = IbRb(τα)b + Id(τα)d

(
1 + cos β

2

)
+ ρgI(τα)g

(
1 − cos β

2

)
(5.9.1)

where (1 + cos β)/2 and (1 − cos β)/2 are the view factors from the collector to the sky
and from the collector to the ground, respectively. The subscripts b, d, and g represent
beam, diffuse, and ground. For a given collector tilt, Figure 5.4.1 gives the effective
angle of incidence of the diffuse and ground-reflected radiation, and Figures 4.11.1 and
5.4 can be used to find the proper absorptance and transmittance values. Equation 5.5.1
or 5.5.2 can then be used to find (τα)d and (τα)g . The angle θ for the beam radiation,
which is needed in evaluating Rb, is used to find (τα)b. Alternatively, (τα)n can be
found from the properties of the cover and absorber and Figure 5.6.1 can be used at
the appropriate angles of incidence for each radiation stream to determine the three
transmittance-absorptance products.

The results of the preceding sections are summarized in the following example in
which the solar radiation absorbed by a collector is calculated.

Example 5.9.1

For an hour 11 to 12 AM on a clear winter day, I = 1.79 MJ/m2, Ib = 1.38 MJ/m2, and
Id = 0.41 MJ/m2. Ground reflectance is 0.6. For this hour, θ for the beam radiation is
7◦ and Rb = 2.11. A collector with one glass cover is sloped 60◦ to the south. The glass
has KL = 0.0370, and the absorptance of the plate at normal incidence, αn, is 0.93. Using
the isotropic diffuse model (Equation 5.9.1), calculate the absorbed radiation per unit area
of absorber.

Solution

Two approaches to the solution are possible. The angular dependence of τ and α can be
individually determined or the angular dependence of (τα) can be determined.

In the first method, use Figure 4.11.1 to get angular dependence of α and Figure 5.3.1
to get angular dependence of τ. For the 60◦ slope, from Figure 5.4.1, the effective angle
of incidence of the diffuse radiation is 57◦ and that of the ground-reflected radiation
is 65◦:

For the beam radiation, at θ = 7◦:

From Figure 4.11.1, α/αn = 0.99

From Figure 5.3.1, τ = 0.88

(τα)b = 1.01 × 0.88 × 0.99 × 0.93 = 0.82

For the (isotropic) diffuse radiation, at θ = 57◦:

From Figure 4.11.1, α/αn = 0.94

From Figure 5.3.1, τ = 0.83

(τα)d = 1.01 × 0.83 × 0.94 × 0.93 = 0.73
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For the ground-reflected radiation, at θ = 65◦:

From Figure 4.11.1, α/αn = 0.88

From Figure 5.3.1, τ = 0.76

(τα)g = 1.01 × 0.76 × 0.88 × 0.93 = 0.63

Equation 5.9.1 is now used to calculate S:

S = 1.38 × 2.11 × 0.82 + 0.41 × 0.73

(
1 + cos 60

2

)

+ 1.79 × 0.6 × 0.63

(
1 − cos 60

2

)

= 2.39 + 0.22 + 0.17 = 2.78 MJ/m2

In the second method, use Figure 5.6.1 to get the angular dependence of (τα)/(τα)n.
The effective angles of incidence of the diffuse and ground-reflected radiation are 57◦ and
65◦

, as before. From Figure 5.3.1, τn = 0.88, αn = 0.93 (given), so

(τα)n = 1.01 × 0.88 × 0.93 = 0.83

From Figure 5.6.1 with the beam radiation at θ = 7◦
, (τα)/(τα)n = 0.99 and

(τα)b = 0.83 × 0.99 = 0.82

From Figure 5.6.1 with the diffuse radiation at θ = 57◦, (τα)/(τα)n = 0.87 and

(τα)d = 0.83 × 0.87 = 0.72

From Figure 5.6.1 with the ground-reflected radiation at θ = 65◦, (τα)/(τα)n = 0.76 and

(τα)g = 0.83 × 0.76 = 0.63

These are essentially identical to the results of the first solution. �

The calculation of absorbed radiation using the HDKR model of diffuse radiation
(Equation 2.16.7) is similar to that based on the isotropic model except that the circumsolar
diffuse is treated as an increment to the beam radiation, horizon brightening is considered,
and the diffuse component is correspondingly reduced. It is assumed that the angle of
incidence of the circumsolar diffuse is the same as that of the beam and that the angle of
incidence of the diffuse from the horizon is the same as the isotropic. The energy absorbed
by the absorbing surface is given by

S = (Ib + IdAi)Rb(τα)b + Id(1 − Ai)(τα)d

(
1 + cos β

2

) [
1 + f sin3

(
β

2

)]

+ Iρg(τα)g

(
1 − cos β

2

)
(5.9.2)
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Example 5.9.2

Redo Example 5.9.1 using the HDKR model. For this hour Io = 2.40 MJ/m2.

Solution

The calculations of the transmittance-absorptance products are the same as in Example
5.9.1. The anisotropy index is calculated from Equation 2.16.3:

Ai = 1.38

2.40
= 0.58

Using Equation 2.16.6,

f =
√

Ib

I
=

√
1.38

1.79
= 0.88

Then using Equation 5.9.2, S can be calculated:

S = (1.38 + 0.41 × 0.58) × 2.11 × 0.82

+ 0.41 × (1 − 0.58)

(
1 + cos 60

2

) [
1 + 0.88 sin3

(
60

2

)]
× 0.73

+ 1.79 × 0.6

(
1 − cos 60

2

)
× 0.63

= 2.80 + 0.10 + 0.17 = 3.07 MJ/m2 �

Under the clear-sky conditions of these two examples, the HDKR sky model leads to
substantially higher estimates of absorbed radiation, as much of the diffuse radiation is
taken as circumsolar and added to the beam radiation.

In these two examples, each radiation stream on the collector is treated separately. At
times it is convenient to define an average transmittance-absorptance product as the ratio
of the absorbed solar radiation S to the incident solar radiation IT . Thus,

S = (τα)avIT (5.9.3)

This is convenient when direct measurements are available for IT . In Example 5.9.2, S,
the solar radiation absorbed by the collector for the hour 11 to 12, is 3.07 MJ/m2, and
IT = 3.81 MJ/m2. The average transmittance-absorptance product for this hour is then
0.80, which is slightly less than the value of (τα)b = 0.82. When the beam fraction is high,
as in these examples, (τα)av is close to (τα)b. When the diffuse fraction is high, using
the value of (τα)d for (τα)av may be a reasonable assumption. As will be seen in Chapter
6, useful energy gain by the collector is highest when beam radiation is high, and as an
approximation when IT data are available, the following can be assumed:

(τα)av
∼= 0.96(τα)b (5.9.4)

(Comparisons of the measured and calculated operation of solar processes are often made,
with the incident solar radiation measured on the plane of the collector, IT . Equation 5.9.4
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provides a convenient way to estimate the absorbed radiation S under these circumstances.
This S is then used in the performance calculations.)

As will be seen in Sections 6.16 and 6.17, the concept of an incidence angle modifier
(called variously the IAM or Kτα) is useful in describing collector test data. Here, Kτα

is defined for each solar radiation stream (i.e., beam, sky, and ground-reflected solar
radiation) as the ratio of the transmittance-absorptance product at some angle to the
transmittance-absorptance product at normal incidence.

5.10 MONTHLY AVERAGE ABSORBED RADIATION

Methods for the evaluation of long-term solar system performance4 require that the average
radiation absorbed by a collector be evaluated for monthly periods. The solar transmittance
and absorptance are both functions of the angle at which solar radiation is incident on
the collector. Example 5.9.1 illustrated how to calculate the absorbed solar radiation for
an hour. This calculation can be repeated for each hour of each day of the month, from
which the monthly average absorbed solar radiation can be found. Klein (1979) calculated
the monthly average absorbed solar radiation in this manner using many years of data. He
defined a monthly average transmittance-absorptance product5 which when multiplied by
the monthly average radiation incident on a collector yields the monthly average absorbed
radiation S:

(τα) = S

HT

= S

H R
(5.10.1)

The following methods, analogous to the hourly evaluations of S, can be used to find S.

Using the isotropic diffuse assumption, Equation 2.19.1 becomes

S = HbRb (τα)b + Hd (τα)d

(
1 + cos β

2

)
+ Hρg (τα)g

(
1 − cos β

2

)
(5.10.2)

For the diffuse and ground-reflected terms, (τα)d and (τα)g can be evaluated using
the effective incidence angles given in Figure 5.4.1. These are functions of the properties
of the cover and absorber and β, the collector slope, and so do not change with time for
collectors mounted at fixed β. The hourly and monthly values are thus the same, and they
can be written with or without the overbars.

For the monthly average beam radiation, Klein (1979) has worked out the monthly
average (equivalent) beam incident angle θb as a function of collector slope, month,
latitude, and azimuth angle. These are shown in Figures 5.10.1(a–f). These values of θb

were evaluated using the angular distribution of (τα)/(τα)n shown in Figure 5.6.1.
The Klein and Theilacker equations can also be used to calculate S, the product

(τα)RH . Each of the R equations 2.20.4a and 2.20.5a includes three terms: the first

4See Chapters 20 to 22.
5This could be designated as (τα)av, as it is a time-weighted and energy-weighted average. Common usage is to
designate it as (τα).
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Figure 5.10.1 Monthly average beam incidence angle for various surface locations and orientations. For southern
hemisphere interchange months as shown in Figure 1.8.2. From Klein (1979).

is multiplied by (τα)b, the second by (τα)d , and the third by (τα)g , as was shown in
Equation 5.10.2. For surfaces with surface azimuth angles other than zero (or 180◦ in the
southern hemisphere), the use of the modified Equation 2.20.5a is recommended.

Calculation of S is illustrated in the following example.

Example 5.10.1

Estimate S for a south-facing vertical collector-storage wall at Springfield, Illinois, 40◦ N
latitude. The wall consists of double glazing with a black-finished absorbing surface behind
the glass with α at normal incidence of 0.90. The monthly average daily radiation on a
horizontal surface H , in megajoules per square meter, is shown in the table that follows.
The ground reflectance is assumed to be 0.3 for all months. The angular dependence of
(τα) for the two-cover glazing is as shown in Figure 5.6.1. The glass has KL = 0.0125.
Calculate the monthly radiation on the wall HT , the monthly absorbed radiation S, and the
monthly average (τα).
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Figure 5.10.1 (Continued)

Solution

The calculations are shown in detail for January, and the results for all months are shown
in the table.

For these two covers, from Figure 5.3.1 at normal incidence, the transmittance is 0.83.
With the absorber normal-incidence absorptance of 0.90, (τα)n = 1.01 × 0.83 × 0.90 =
0.754. For the vertical collector the effective incidence angle of both the diffuse and
the ground-reflected radiation is 59◦ from Figure 5.4.1. From Figure 5.6.1 at 59◦,
(τα)/(τα)n = 0.83 so that (τα)d = (τα)g = 0.83 × 0.754 = 0.626. These values apply
to all months.

For January, from Figure 5.10.1(b), at 40◦ latitude and 90◦ slope, θb = 41◦
. From

Figure 5.6.1, (τα)b/(τα)n = 0.96 for the two-cover system. Thus (τα)b = 0.96 × 0.754 =
0.724.

For January, Ho = 15.21 MJ/m2, so KT = 6.63/15.21 = 0.436. For the mean day of
the month, from Table 1.6.1, δ = −20.9◦

. Thus

ωs = cos−1[− tan(−20.9) tan 40] = 71.3◦
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Figure 5.10.1 (Continued)

Equation 2.12.1 is used to calculate the diffuse fraction. For January this gives Hd/H =
0.458. Then

Hd = 6.63 × 0.458 = 3.04 MJ/m2

and
Hb = 3.59 MJ/m2

From Equation 2.19.3, Rb = 2.32.
We can now calculate HT with Equation 2.19.1 based on the isotropic diffuse

assumption:

HT = 3.59 × 2.32 + 3.04

(
1 + cos 90

2

)
+ 6.63 × 0.3

(
1 − cos 90

2

)

= 8.33 + 1.52 + 0.99 = 10.84 MJ/m2
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With the transmittance-absorptance products determined above, again using the isotropic
assumption (Equation 5.10.2),

S = 3.59 × 2.32 × 0.724 + 3.04 × 0.626

(
1 + cos 90

2

)

+ 6.63 × 0.3 × 0.626

(
1 − cos 90

2

)

= 6.03 + 0.95 + 0.62 = 7.60 MJ/m2

The average transmittance-absorptance product for the month is then

(τα) = S

HT

= 7.60

10.84
= 0.70

The monthly results are as follows:

Absorbed Radiation, MJ/m2

Month H KT HT (τα)b Beam Diffuse Gr. Refl. S (τα)

Jan. 6.63 0.44 10.84 0.72 6.03 0.95 0.62 7.60 0.70
Feb. 9.77 0.48 12.59 0.69 6.28 1.27 0.92 8.47 0.67
Mar. 12.97 0.47 11.65 0.63 4.25 1.85 1.22 7.32 0.63
Apr. 17.20 0.50 11.03 0.51 2.41 2.33 1.62 6.36 0.58
May 21.17 0.53 10.59 0.38 1.22 2.64 1.99 5.84 0.55
June 23.80 0.57 10.52 0.26 0.68 2.72 2.23 5.63 0.54
July 23.36 0.57 10.79 0.27 0.83 2.64 2.19 5.66 0.53
Aug. 20.50 0.56 11.69 0.44 2.11 2.39 1.92 6.42 0.55
Sep. 16.50 0.55 13.18 0.59 4.45 1.98 1.55 7.98 0.61
Oct. 12.13 0.54 14.23 0.67 6.72 1.49 1.14 9.35 0.66
Nov. 7.68 0.47 12.09 0.72 6.70 1.02 0.72 8.44 0.70
Dec. 5.57 0.40 9.46 0.72 5.22 0.86 0.52 6.61 0.70

The Klein and Theilacker equations could have been used for this calculation. �

For collectors that face the equator, Klein (1976) found that (τα)b could be approx-
imated by (τα) evaluated at the incidence angle that occurs 2.5 h from solar noon
on the average day of the month. This angle can be calculated from Equation 1.6.7a
(or Equation 1.6.7b for the southern hemisphere) or obtained from Figure 5.10.2. This rule
leads to acceptable results for solar space heating systems for which it was derived, but
inaccurate results are obtained for other types of systems. Klein also found that the value of
(τα)/(τα)n during the winter months is nearly constant and equal to 0.96 for a one-cover



228 Radiation Transmission through Glazing: Absorbed Radiation

Figure 5.10.2 Monthly mean incidence angle for beam radiation for surfaces facing the equator
in the northern hemisphere for space heating systems. For the southern hemisphere, interchange the
two inequality signs. From Klein (1979).

collector and suggests using this constant value for collectors tilted toward the equator
with a slope approximately equal to the latitude plus 15◦ in heating system analysis. For
two-cover collectors a constant value of 0.94 was suggested.

It is useful to be able to calculate (τα) from (τα)n and the information on
(τα)/(τα)n in Figure 5.6.1, where (τα) is defined by Equation 5.10.1. Dividing by (τα)n,
we have

(τα)

(τα)n
= S

HT (τα)n
(5.10.3)
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The appropriate equation for S is substituted in this relationship to provide a useful working
equation. If the isotropic model is used, Equation 5.10.3 becomes

(τα)

(τα)n
= HbRb

HT

(τα)b

(τα)n
+ Hd

HT

(τα)d

(τα)n

(
1 + cos β

2

)
+ H ρg

HT

(τα)g

(τα)n

(
1 − cos β

2

)
(5.10.4)

In Equation 5.10.4, the (τα)/(τα)n ratios are obtained from Figure 5.6.1 for the beam
component at the effective angle of incidence θb from Figure 5.10.1 and for the diffuse and
ground-reflected components at the effective angles of incidence at β from Figure 5.3.1.

The Klein and Theilacker equations can be used in a similar manner.

5.11 ABSORPTANCE OF ROOMS

Direct-gain passive solar heating depends on absorption of solar radiation in rooms or
sunspaces which are cavity receivers with apertures (windows) covered with one or more
glazings. Equation 4.12.1 can be modified to give the fraction of the incident solar energy
on the glazing that is absorbed by such a receiver,

τcαeff = τc

αi

αi + (1 − αi)τdAa + Ai

(5.11.1)

Here τc is the transmittance of the glazing for the incident solar radiation; τd is the
transmittance of the glazing for isotropic diffuse solar radiation (the solar radiation
reflected from the inner walls of the cavity), which is at an effective angle of incidence
of about 60◦; Aa is the area of the aperture (the window); Ai is the area of the inside of
the room; and αi is the absorptance for diffuse radiation of the inner surface of the cavity.
A room may have various surfaces on floor, walls, ceiling, and furnishings, and a mean
value of αi can be used.

Example 5.11.1

Calculate τcαeff , the fraction of solar radiation incident on a window which is absorbed in
a room that has dimensions 5 × 4 × 2.5 m. The double glazed window is 1.5 × 3 m. The
mean absorptance of the surfaces in the room is 0.45. The transmittance of the glazing for
incident radiation τc = 0.87. The glass has KL = 0.0125 per glazing.

Solution

The area of the window, Aa , is 1.5 × 3 = 4.5 m2. The area of the room, Ai (not including
the window), is 2(5 × 4 + 5 × 2.5 + 4 × 2.5) − 4.5 = 80.5 m2. From Figure 5.3.1, the
transmittance of the glazing for diffuse radiation τd at an effective angle of incidence of
60◦ is 0.74. Therefore,

τcαeff = 0.87
0.45

0.45 + (1 − 0.45) 0.74 (4.5/80.5)
= 0.87 × 0.95 = 0.83

Thus this room will absorb 0.83 of the incident solar radiation (and 0.95 of the solar energy
that is transmitted into it by the glazing). �
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Example 5.11.2

A direct-gain passive heating system is to be located in Springfield, Illinois (φ = 40◦
).

The receiver (the window) and the space in which solar radiation is to be absorbed
have dimensions and characteristics described in the previous example (i.e., an effective
absorptance of 0.95). For January, calculate S, the absorbed radiation per unit area of
window, if the window is not shaded. (This problem is the same as Example 5.10.1, except
that the energy is absorbed in the room rather than on the black surface of an absorbing
wall behind the glazing.)

Solution

For the cavity receiver the calculations are similar to those of Example 5.10.1, but
the absorptance is constant and the transmittance-absorptance product is given by τα.
(The correction factor of 1.01 from Equation 5.5.2 is not used, as the radiation reflected
back into the cavity from the cover is accounted for in the calculation of α.) From Example
5.10.1, the month’s average beam radiation incidence angle is 41◦ and the mean incidence
angle of both the diffuse and the ground-reflected radiation is 59◦.

For the beam radiation, from Figure 5.3.1 at θ = 41◦, the transmittance is 0.82. Then

(τα)b = 0.82 × 0.95 = 0.78

For the diffuse and ground-reflected radiation, from Figure 5.3.1 at θ = 59◦, the transmit-
tance is 0.74, and

(τα)d = (τα)g = 0.74 × 0.95 = 0.70

Again assuming isotropic diffuse and using monthly average radiation calculations from
Example 5.10.1,

S = 3.59 × 2.32 × 0.78 + 3.04 × 0.70

(
1 + cos 90

2

)

+ 6.63 × 0.7 × 0.70

(
1 − cos 90

2

)

= 6.50 + 1.06 + 1.62 = 9.18 MJ/m2

We can calculate a month’s average (τα) as S/HT . Thus for January, with HT =
12.2 MJ/m2,

(τα) = 9.18

12.2
= 0.75

So 75% of the radiation incident on this window in January is absorbed in this room.
Calculations for other months are done the same way as those for January. �

Examples 5.10.1 and 5.11.2 will be the basis of passive system performance calcula-
tions to be shown in Chapter 22. Many receivers (windows) of passive heating systems are
partially shaded by overhangs or wingwalls, and these shading devices must be taken into
account in estimating the incident radiation.
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5.12 ABSORPTANCE OF PHOTOVOLTAIC CELLS

As shown in Chapter 23, the major factor affecting the power output from a photovoltaic
(PV) device is the solar radiation absorbed on the cell surface, S, which is a function
of the incident radiation, air mass, and incidence angle. Similar to the situation with
thermal collectors the needed radiation data are not normally known on the plane of the
PV panel, so it is necessary to estimate the absorbed solar radiation using horizontal
data and incidence angle information. The effective absorbed solar radiation S for a PV
system consists of beam, diffuse, and ground-reflected components and a spectral effect.
Equation 5.12.1 (which is identical to Equation 5.9.1 with the exception of the factor M)
provides amethod of estimating S assuming that both diffuse and ground-reflected radiation
are isotropic6:

S = M

(
GbRb(τα)b + Gd(τα)d

1 + cos β

2
+ Gρg(τα)g

1 − cos β

2

)

= (τα)n M

(
GbRbKτα,b + GdKτα,d

1 + cos β

2
+ GρgKτα,g

1 − cos β

2

)
(5.12.1)

where Kτα,b = (τα)b/(τα)n is the incidence angle modifier at the beam incidence angle,
Kτα,d andKτα,g are the incidence angle modifiers at effective incidence angles for isotropic
diffuse and ground-reflected radiation, and M is an air mass modifier. Selective absorption
by species in the atmosphere causes the spectral content of the solar radiation to change,
altering the spectral distribution of the radiation incident on the PV panel and thus the
generated electricity. King et al. (2004) developed an empirical relation to account for
changes in the spectral distribution resulting from changes in air mass from the reference
air mass value of 1.5 (i.e., at sea-level reference conditions the air mass is equal to 1.5 and
Mref ≡ 1):

M =
4∑
0

ai(AM)i (5.12.2)

where AM is the air mass and the ai are constants for different PV materials. However,
as reported by DeSoto et al. (2006), if one set of constants is chosen and used for all
cell types, the difference in the results obtained is small for zenith angles less than about
70◦. For monocrystalline silicon cells, as reported by Fanney et al. (2002), the values of
a0, . . . , a4 are 0.935823, 0.054289, −0.008677, 0.000527, −0.000011.

As discussed in Section 23.2, the ratio of the absorbed radiation S to the absorbed
radiation at a reference radiation, Sref = MrefGref(τα)n, is needed and is conveniently
represented as

S

Sref
= M

(
Gb

Gref
RbeamKτα,b + Gd

Gref
Kτα,d

1 + cos β

2
+ G

Gref
ρKτα,g

1 − cos β

2

)
(5.12.3)

6Here the isotropic sky (Liu and Jordan) method is used but any of the anisotropic methods of Section 2.16 could
have been used.
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whereGref is the solar radiation at a reference condition (1000 W/m2 for most PV systems)
at normal incidence so that (τα)n cancels out and Mref = 1.

The incidence angle modifier for a PV panel differs somewhat from that of a flat-plate
solar collector in that the glazing is bonded to the cell surface, thereby eliminating one
air-glazing interface and the glazing surface may be treated so as to reduce reflection
losses. Sjerps-Koomen et al. (1996) have shown that the transmission of a PV cover system
is well represented by a simple air-glazing model. Snell’s, Fresnel’s, and Bougher’s laws
(Section 5.1) are used to calculate the radiation absorbed by a cell with a glass cover as

τα (θ) = e−(KL/ cos θr)

[
1 − 1

2

(
sin2

(
θr − θ

)
sin2 (θr + θ)

+ tan2 (θr − θ)

tan2 (θr − θ)

)]
(5.12.4)

where θ and θr are the incidence and refraction angles (called θ1 and θ2 in Section 5.2),
K is the glazing extinction coefficient, andL is the glazing thickness. For most PV systems
a typical value for K is 4 m−1, the value for ‘‘water white’’ glass, a typical value for the
glazing thickness is 2mm, and the refractive index is set to 1.526, the value for glass.

To obtain the incidence angle modifier (Kτα), Equation 5.12.3 needs be evaluated for
incidence angles of 0◦ and θ . The ratio of these two transmittances yields the incidence
angle modifier:

Kτα(θ) = τα (θ)

τα (0)
(5.12.5)

Separate incidence angle modifiers are needed for beam, diffuse, and ground-reflected
radiation, but each can be calculated in the same way. Average angles for isotropic diffuse
and ground-reflected radiation are provided as a function of the slope of the surface by
Figure 5.4.1. Although these average angles for diffuse radiation were obtained for thermal
collectors, they were found to yield reasonable results for PV systems.

A plot of the incidence angle modifier calculated using Equation 5.12.4 as a function of
incidence angle is shown in Figure 5.12.1. Incidence angle modifiers in the form of fourth-
order polynomial fits provided by Fanney et al. (2002) [following the recommendation of
King et al. (2004)] for four different cell types are shown in the figure with dotted lines.
The plots are all similar out to about 70◦ to 75◦ with the curve-fit nature of four of the
curves clearly visible. Differences are apparent at high incidence angles, but the incident
radiation is often low at these high angles and the uncertainty in the experimental values
of the incidence angle modifier is large at these conditions.

When the beam and diffuse components of the horizontal radiation are known, the
evaluation of Equation 5.12.2 is straightforward. However, the usual circumstance is to
know only the total horizontal radiation G so it is necessary to estimate the beam and
diffuse components. Erb’s hourly diffuse fraction correlation (Equation 2.10.1) can be used
to estimate Gd/G as a function of the clearness index. Sometimes the radiation is known
on the inclined surface and a more complicated process is needed; this process is illustrated
in the following example.

Example 5.12.1

The instantaneous measured radiation on a south-facing surface at a tilt of 45◦ at sea level
and at latitude 39.22◦ on June 1 is 648.3 W/m2. Photovoltaic cells with a typical glass
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Figure 5.12.1 Incidence angle modifier kτα , as a function of incidence angle θ calculated using
Equation 5.12.4 (solid line). The dotted lines are curve fits to experimentally determined incidence
angle modifiers for four different cell types.

cover are mounted at the same orientation. Estimate the ratio of absorbed radiation S to the
absorbed radiation for a reference condition of 1000 W/m2 at normal incidence.

Solution

Since the total radiation GT is known on an inclined surface, it is first necessary to
estimate the beam and diffuse components of the horizontal radiation. The zenith angle
is 17.24◦ from Equation 1.6.5 and the incidence angle is 27.87◦ from Equation 1.6.2.
From Equation 1.8.1, Rb = cos 27.87/ cos 17.24 = 0.9256. The extraterrestrial radiation
Go = 1268 W/m2 from Equation 1.10.1. For an assumed ground reflectance of 0.2 the
radiation on an inclined surface is found from Equation 2.15.1 in terms of the beam and
diffuse components of horizontal radiation as

648.3 = Gb 0.9256 + Gd 0.854 + (Gb + Gd) 0.029

From the definition of kT ,

kT = Gb + Gd

1268

For radiation on a horizontal surface the beam and diffuse breakup can be estimated using
Equation 2.10.1:

Gd

Gd + Gb

= 0.9511 − 0.1604kT + 4.388k2T − 16.638k3T + 12.336k4T

where it is assumed (and later checked and found to be true) that kT is between 0.22
and 0.80. Solving the above three equations simultaneously results in kT = 0.5776,
Gd = 377.8 W/m2, Gb = 329.6 W/m2, and G = 707.4 W/m2.
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The next step is to evaluate Equation 5.12.5 at three different angles: 27.87◦ for the
beam radiation, 69.45◦ for the ground-reflected radiation (from Equation 5.4.1), and 56.49◦

for the diffuse radiation (from Equation 5.4.2). The incident angle modifier for the beam
radiation will be used to illustrate the calculations. At an incidence angle of 27.87◦ the
refraction angle is 17.84◦ from Equation 5.1.4. With K = 4 m−1 and L = 0.002 m we
have

(τα)b = e−(0.008/ cos 17.84)

[
1 − 1

2

(
sin2 (17.84 − 28.87)

sin2 (17.84 + 28.87)
+ tan2 (17.84 − 28.87)

tan2 (17.84 + 28.87)

)]

= 0.9475

At normal incidence

(τα)n = e−0.008

[
1 −

(
1.526 − 1

1.526 + 1

)2
]

= 0.9490

so that Kτα,b = 0.9475/0.9490 = 0.998. In the same manner Kτα,d = 0.962 and Kτα,g =
0.867. The air mass AM = 1/ cos 17.24 = 1.047 so the air mass modifier M is equal to
0.9837 from Equation 5.12.2. The desired result is found from Equation 5.12.1:

S

Sref
= 0.9837

(
329.6

1000
0.926 × 0.998 + 377.8

1000
0.962 × 0.854

+707.4

1000
0.2 × 0.867 × 0.146)

)

= 0.622 �

5.13 SUMMARY

This chapter includes several alternative methods for calculating important parameters.
For purposes of calculating radiation absorbed on surfaces that face toward the equator
or nearly so, it is suggested that the hourly absorbed radiation is adequately estimated by
Equation 5.9.1 and the monthly absorbed radiation by Equation 5.10.2 (both based on the
isotropic model). (The HDKR model for S is almost as easy to use as the isotropic, leads
to less conservative estimates of S, and is a useful alternative.) For surfaces that face other
than toward the equator (e.g., for calculating winter radiation on north-facing windows),
anisotropic models should be used.
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6

Flat-Plate Collectors

A solar collector is a special kind of heat exchanger that transforms solar radiant energy
into heat. A solar collector differs in several respects from more conventional heat
exchangers. The latter usually accomplish a fluid-to-fluid exchange with high heat transfer
rates and with radiation as an unimportant factor. In the solar collector, energy transfer
is from a distant source of radiant energy to a fluid. The flux of incident radiation is,
at best, approximately 1100 W/m2 (without optical concentration), and it is variable.
The wavelength range is from 0.3 to 3 µm, which is considerably shorter than that of
the emitted radiation from most energy-absorbing surfaces. Thus, the analysis of solar
collectors presents unique problems of low and variable energy fluxes and the relatively
large importance of radiation.

Flat-plate collectors can be designed for applications requiring energy delivery at
moderate temperatures, up to perhaps 100◦C above ambient temperature. They use both
beam and diffuse solar radiation, do not require tracking of the sun, and require little
maintenance. They are mechanically simpler than concentrating collectors. The major
applications of these units are in solar water heating, building heating, air conditioning,
and industrial process heat. Passively heated buildings can be viewed as special cases of
flat-plate collectors with the room or storage wall as the absorber. Passive systems are
discussed in Chapter 14.

The importance of flat-plate collectors in thermal processes is such that their thermal
performance is treated in considerable detail. This is done to develop an understanding of
how the component functions. In many practical cases of design calculations, the equations
for collector performance are reduced to relatively simple forms.

The last sections of this chapter treat testing of collectors, the use of test data, and
some practical aspects of manufacture and use of these heat exchangers. Costs will be
considered in chapters on applications.

6.1 DESCRIPTION OF FLAT-PLATE COLLECTORS

The important parts of a typical liquid heating flat-plate solar collector, as shown in
Figure 6.1.1, are the ‘‘black’’ solar energy-absorbing surface with means for transferring
the absorbed energy to a fluid, envelopes transparent to solar radiation over the solar
absorber surface that reduce convection and radiation losses to the atmosphere, and back
insulation to reduce conduction losses. Figure 6.1.1 depicts a water heater, and most of
the analysis of this chapter is concerned with this geometry. Air heaters are fundamentally
the same except that the fluid tubes are replaced by ducts. Flat-plate collectors are almost
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Figure 6.1.1 Cross section of a basic flat-plate solar collector.

always mounted in a stationary position (e.g., as an integral part of a wall or roof structure)
with an orientation optimized for the particular location in question for the time of year in
which the solar device is intended to operate.

6.2 BASIC FLAT-PLATE ENERGY BALANCE EQUATION

In steady state, the performance of a solar collector is described by an energy balance that
indicates the distribution of incident solar energy into useful energy gain, thermal losses,
and optical losses. The solar radiation absorbed by a collector per unit area of absorber S is
equal to the difference between the incident solar radiation and the optical losses as defined
by Equation 5.9.1. The thermal energy lost from the collector to the surroundings by
conduction, convection, and infrared radiation can be represented as the product of a heat
transfer coefficient UL times the difference between the mean absorber plate temperature
Tpm and the ambient temperature Ta. In steady state the useful energy output of a collector
of area Ac is the difference between the absorbed solar radiation and the thermal loss:

Qu = Ac[S − UL(Tpm − Ta)] (6.2.1)

The problem with this equation is that the mean absorber plate temperature is difficult
to calculate or measure since it is a function of the collector design, the incident solar
radiation, and the entering fluid conditions. Part of this chapter is devoted to reformulating
Equation 6.2.1 so that the useful energy gain can be expressed in terms of the inlet
fluid temperature and a parameter called the collector heat removal factor, which can be
evaluated analytically from basic principles or measured experimentally.

Equation 6.2.1 is an energy rate equation and, in SI units, yields the useful energy gain
in watts (J/s) when S is expressed in W/m2 and UL in W/m2 K. The most convenient
time base for solar radiation is hours rather than seconds since this is the normal period for
reporting of meteorological data. (For example, Table 2.5.2 gives solar radiation in J/m2

for 1-h time periods.) This is the time basis for S in Equation 5.9.1 since the meaning of
I is hourly J/m2. We can consider S to be an average energy rate over a 1-h period with
units of J/m2 h, in which case the thermal loss term UL(Tpm − Ta) must be multiplied by
3600 s/h to obtain numerical values of the useful energy gain in J/h. The hour time base
is not a proper use of SI units, but this interpretation is often convenient. Alternatively,
we can integrate Equation 6.2.1 over a 1-h period. Since we seldom have data over time
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periods less than 1 h, this integration can be performed only by assuming that S, Tpm, and
Ta remain constant over the hour. The resulting form of Equation 6.2.1 is unchanged except
that both sides are multiplied by 3600 s/h. To avoid including this constant in expressions
for useful energy gain on an hourly basis, we could have used different symbols for rates
and for hourly integrated quantities (e.g., Q̇u and Qu). However, the intended meaning is
always clear from the use of either G or I in the evaluation of S, and we have found it
unnecessary to use different symbols for collector useful energy gain on an instantaneous
basis or an hourly integrated basis. From a calculation standpoint the 3600 must still be
included since S will be known for an hour time period but the loss coefficient will be in
SI units.

A measure of collector performance is the collection efficiency, defined as the ratio of
the useful gain over some specified time period to the incident solar energy over the same
time period:

η =

∫
Q̇u dt

Ac

∫
GT dt

(6.2.2a)

If conditions are constant over a time period, the efficiency reduces to

η = Qu

IT AC

(6.2.2b)

The design of a solar energy system is concerned with obtaining minimum-cost energy.
Thus, it may be desirable to design a collector with an efficiency lower than is technologi-
cally possible if the cost is significantly reduced. In any event, it is necessary to be able to
predict the performance of a collector, and that is the basic aim of this chapter.

6.3 TEMPERATURE DISTRIBUTIONS IN FLAT-PLATE COLLECTORS

The detailed analysis of a solar collector is a complicated problem. Fortunately, a relatively
simple analysis will yield very useful results. These results show the important variables,
how they are related, and how they affect the performance of a solar collector. To illustrate
these basic principles, a liquid heating collector, as shown in Figure 6.3.1, will be examined
first. The analysis presented follows the basic derivation by Whillier (1953, 1977) and
Hottel and Whillier (1958).

To appreciate the development that follows, it is desirable to have an understanding
of the temperature distribution that exists in a solar collector constructed as shown in
Figure 6.3.1. Figure 6.3.2(a) shows a region between two tubes. Some of the solar energy
absorbed by the plate must be conducted along the plate to the region of the tubes. Thus
the temperature midway between the tubes will be higher than the temperature in the
vicinity of the tubes. The temperature above the tubes will be nearly uniform because of
the presence of the tube and weld metal.

The energy transferred to the fluid will heat the fluid, causing a temperature gradient
to exist in the direction of flow. Since in any region of the collector the general temperature
level is governed by the local temperature level of the fluid, a situation as shown in
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Figure 6.3.1 Sheet-and-tube solar collector.

Figure 6.3.2 Temperature distribution on an absorber plate. From Duffie and Beckman (1974).

Figure 6.3.2(b) is expected. At any location y, the general temperature distribution in the x

direction is as shown in Figure 6.3.2(c), and at any location x, the temperature distribution
in the y direction will look like Figure 6.3.2(d).

To model the situation shown in Figure 6.3.2, a number of simplifying assumptions
can be made to lay the foundations without obscuring the basic physical situation. These
assumptions are as follows:

1. Performance is steady state.

2. Construction is of sheet and parallel tube type.

3. The headers cover a small area of collector and can be neglected.

4. The headers provide uniform flow to tubes.

5. There is no absorption of solar energy by a cover insofar as it affects losses from
the collector.
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6. Heat flow through a cover is one dimensional.

7. There is a negligible temperature drop through a cover.

8. The covers are opaque to infrared radiation.

9. There is one-dimensional heat flow through back insulation.

10. The sky can be considered as a blackbody for long-wavelength radiation at an
equivalent sky temperature.

11. Temperature gradients around tubes can be neglected.

12. The temperature gradients in the direction of flow and between the tubes can be
treated independently.

13. Properties are independent of temperature.

14. Loss through front and back are to the same ambient temperature.

15. Dust and dirt on the collector are negligible.

16. Shading of the collector absorber plate is negligible.

In later sections of this chapter many of these assumptions will be relaxed.

6.4 COLLECTOR OVERALL HEAT LOSS COEFFICIENT

The equations developed in the remainder of this text are often coupled nonlinear algebraic
and/or differential equations. The equations are presented in a manner that is convenient
for solving by hand or by programming in structured languages such as FORTRAN,
Pascal, or C. Typically this means nonlinear equations are linearized, differential equations
are discretized, and iterative solutions are required. A number of computer programs
are available that can solve systems of algebraic and differential equations; it is only
necessary to write the equations in a natural form and let the program organize the solution.
The authors use Engineering Equation Solver (EES)1 to check solutions to the example
problems, to solve the homework problems in Appendix A, and to carry on research with
their colleagues and graduate students.

It is useful to develop the concept of an overall loss coefficient for a solar collector
to simplify the mathematics. Consider the thermal network for a two-cover system shown
in Figure 6.4.1. At some typical location on the plate where the temperature is Tp, solar
energy of amount S is absorbed by the plate, where S is equal to the incident solar radiation
reduced by optical losses as shown in Section 5.9. This absorbed energy S is distributed
to thermal losses through the top and bottom and to useful energy gain. The purpose of
this section is to convert the thermal network of Figure 6.4.1 to the thermal network of
Figure 6.4.2.

The energy loss through the top is the result of convection and radiation between
parallel plates. The steady-state energy transfer between the plate at Tp and the first cover
at Tc1 is the same as between any other two adjacent covers and is also equal to the energy
lost to the surroundings from the top cover. The loss through the top per-unit area is then

1Engineering Equation Solver information is available at www.fchart.com.
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Figure 6.4.1 Thermal network for a two-cover flat-plate collector: (a) in terms of conduction,
convection, and radiation resistances; (b) in terms of resistances between plates.

Figure 6.4.2 Equivalent thermal network for flat-plate solar collector.
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equal to the heat transfer from the absorber plate to the first cover:

qloss,top = hc,p−c1(Tp − Tc1) + σ(T 4
p − T 4

c1)

1

εp

+ 1

εc1
− 1

(6.4.1)

where hc,p−c1 is the convection heat transfer coefficient between two inclined parallel plates
from Chapter 3. If the definition of the radiation heat transfer coefficient (Equation 3.10.1)
is used, the heat loss becomes

qloss,top = (hc,p−c1 + hr,p−c1)(Tp − Tc1) (6.4.2)

where

hr,p−c1 = σ(Tp + Tc1)(T
2
p + T 2

c1)

1

εp

+ 1

εc1
− 1

(6.4.3)

The resistance R3 can then be expressed as

R3 = 1

hc,p−c1 + hr,p−c1
(6.4.4)

A similar expression can be written for R2, the resistance between the covers. In
general, we can have as many covers as desired, but the practical limit is two and most
collectors use one.

The resistance from the top cover to the surroundings has the same form as
Equation 6.4.4, but the convection heat transfer coefficient hw is given in Section 3.15.
The radiation resistance from the top cover accounts for radiation exchange with the sky
at Ts . For convenience, we reference this resistance to the ambient temperature Ta , so that
the radiation heat transfer coefficient can be written as

hr,c2−a = σεc(Tc2 + Ts)(T
2
c2 + T 2

s )(Tc2 − Ts)

Tc2 − Ta

(6.4.5)

The resistance to the surroundings R1 is then given by

R1 = 1

hw + hr,c2−a

(6.4.6)

For this two-cover system, the top loss coefficient from the collector plate to the ambient
is

Ut = 1

R1 + R2 + R3
(6.4.7)

The procedure for solving for the top loss coefficient using Equations 6.4.1 through
6.4.7 is necessarily an iterative process. First a guess is made of the unknown cover
temperatures, from which the convective and radiative heat transfer coefficients between
parallel surfaces are calculated. With these estimates, Equation 6.4.7 can be solved for
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the top loss coefficient. The top heat loss is the top loss coefficient times the overall
temperature difference, and since the energy exchange between plates must be equal to
the overall heat loss, a new set of cover temperatures can be calculated. Beginning at the
absorber plate, a new temperature is calculated for the first cover. This new first cover
temperature is used to find the next cover temperature, and so on. For any two adjacent
covers or plate, the new temperature of plate or cover j can be expressed in terms of the
temperature of plate or cover i as

Tj = Tj − Ut(Tp − Ta)

hc,i−j + hr,i−j

(6.4.8)

The process is repeated until the cover temperatures do not change significantly between
successive iterations. The following example illustrates the process.

Example 6.4.1

Calculate the top loss coefficient for an absorber with a single glass cover having the
following specifications:

Plate-to-cover spacing 25mm
Plate emittance 0.95
Ambient air and sky temperature 10◦C
Wind heat transfer coefficient 10 W/m2 ◦C
Mean plate temperature 100◦C
Collector tilt 45◦

Glass emittance 0.88

Solution

For this single-glass-cover system, Equation 6.4.7 becomes

Ut =
(

1

hc,p−c + hr,p−c

+ 1

hw + hr,c−a

)−1

The convection coefficient between the plate and the cover hc,p−c can be found using the
methods of Section 3.11. The radiation coefficient from the plate to the cover hr,p−c is

hr,p−c = σ(T 2
p + T 2

c )(Tp − Tc)

1

εp

+ 1

εc

− 1

The radiation coefficient for the cover to the air hr,c−a is given as

hr,c−a = εcσ (T 2
c + T 2

s )(Tc + Ts)

The equation for the cover glass temperature is based on Equation 6.4.8:

Tc = Tp − Ut(Tp − Ta)

hc,p−c + hr,p−c
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The procedure is to estimate the cover temperature, from which hc,p−c, hr,p−c and
hr,c−a are calculated. With these heat transfer coefficients and hw, the top loss coefficient
is calculated. These results are then used to calculate Tc from the preceding equation. If
Tc is close to the initial guess, no further calculations are necessary. Otherwise, the newly
calculated Tc is used and the process is repeated.

With an assumed value of the cover temperature of 35◦C, the two radiation coefficients
become

hr,p−c = 7.60 W/m2 ◦C, hr,c−a = 5.16 W/m2 ◦C

Equation 3.11.4 is used to calculate the convection coefficient between the plate and
the cover. The mean temperature between the plate and the cover is 67.5◦C so the air
properties are ν = 1.96 × 10−5 m2/s, k = 0.0293 W/m ◦C, T = 340.5 K, and Pr = 0.7.
The Rayleigh number is

Ra = 9.81(100 − 35)(0.025)3(0.7)

340.5(1.96 × 10−5)2
= 5.33 × 104

and from Equation 3.11.4 the Nusselt number is 3.19. The convective heat transfer
coefficient is

h = Nu
k

L
= 3.19

0.0293

0.025
= 3.73 W/m2 ◦C

(The same result is obtained from Figures 3.11.1 and 3.11.2. From Figure 3.11.2,
F1 = 0.46 and F2 = 0.84. The value of F1 �T l3 is 4.7 × 105. From Figure 3.11.1,
F2hl = 78. Then h = 3.7 W/m2 ◦C.) The first estimate of Ut is then

Ut =
(

1

3.73 + 7.60
+ 1

5.16 + 10.0

)−1

= 6.49 W/m2 ◦C

The cover temperature is

Tc = 100 − 6.49 × 90

3.73 + 7.60
= 48.5 ◦C

With this new estimate of the cover temperature, the various heat transfer coefficients
become

hr,p−c = 8.03 W/m2 ◦C, hr,c−a = 5.53 W/m2 ◦C, hc,p−c = 3.52 W/m2 ◦C

and the second estimate of Ut is

Ut = 6.62 W/m2 ◦C

When the cover glass temperature is calculated with this new top loss coefficient, it is
found to be 48.4◦C, which is essentially equal to the estimate of 48.5◦C.

The following shows the solution to this example using EES. The small difference
betweenUt obtained by EES andUt in the above solution is due only to property differences
(the EES solution properties being more accurate).
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Equations

Knowns – units set to J, K, kPa, and degrees

L = 0.025 [m]; εp = 0.95; Ta = 283 [K]; hw = 10 [W/m2 K]; Patm = 101.3 [kPa]

Tp = 373 [K]; β = 45[deg]; εg = 0.88; σ = sigma#; g = g#

Definition of top loss coefficient and rate equations:

q = Ut(Tp − Ta)

q = hc(Tp − Tc) + σ(T 4
p − T 4

c)

1/εp + 1/εc − 1

q = hw(Tc − Ta) + σεp(T 4
c − T 4

a )

Get properties at Tm

Tm = Tp + Tc

2

µ = viscosity(air, T = Tm); k = conductivity(air, T − Tm)

Cp = specheat(air, T = Tm); ρ = density(air, T = Tm)

ν = µ/ρ; α = k/(ρCp)

Rayleigh and Nusselt numbers

Ra# = g(Tp − Tc)L
3

Tmνα
; Nu# = hcL

k

Nu# = 1 + 1.44

[
1 − 1708(sin 1.8β)1.6

Ra# cos β

] [
1 − 1708

Ra# cos β

]+

+
[(

Ra# cos β

5830

)1/3

− 1

]+

Tcover = CovnertTemp(K, C, Tc)

Solution

α = 0.0000284 [m2/s] Cp = 1008 [J/kg K] hc = 3.44 [W/m2 K]

k = 0.0291 [W/m K] µ = 0.0000207 [kg/m s] ν = 0.00002035 [m2/s]

Nu# = 2.96 q = 593.5 [W/m2] Ra# = 39542

ρ = 1.017 [kg/m3] Tc = 321.1 [K] Tcover = 48.1 [C]

Tm = 347.1 [K] Ut = 6.59 [W/m2 K]
�
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The results of heat loss calculations for four different solar collectors, all with the
same plate and ambient temperatures, are shown in Figure 6.4.3. The cover temperatures
and the heat flux by convection and radiation are shown for one and two glass covers and
for selective and nonselective absorber plates. Note that radiation between plates is the
dominant mode of heat transfer in the absence of a selective surface. When a selective
surface having an emittance of 0.10 is used, convection is the dominant heat transfer mode
between the selective surface and the cover, but radiation is still the largest term between
the two cover glasses in the two-cover system.

For most conditions the use of a blackbody radiation sky temperature that is not equal
to the air temperature will not greatly affect the top loss coefficient or the top heat loss.
For example, the top loss coefficient based on the plate-to-ambient-temperature difference
for condition (a) of Figure 6.4.3 is increased from 6.62 to 6.76 W/m2 ◦C when the sky
temperature is reduced from 10 to 0◦C. For condition (b) the top loss coefficient is increased
from 3.58 to 3.67 W/m2 ◦C.

As illustrated by Example 6.4.1, the calculation of the top loss coefficient is a tedious
process. To simplify calculations of collector performance, Figures 6.4.4(a–f) have been
prepared. These figures give the top loss coefficient for one, two, and three glass covers
spaced 25mm apart; ambient temperatures of 40, 10, and −20◦C; wind heat transfer
coefficients of 5, 10, and 20 W/m2 ◦C; plates having an emittance of 0.95 and 0.10, a
slope of 45◦

, and a range of plate temperatures.
Even though the top loss coefficients of Figures 6.4.4 are for a plate spacing of

25mm, they can be used for other plate spacings with little error as long as the spacing is

Figure 6.4.3 Cover temperature and upward heat loss for flat-plate collectors operating at 100◦C
with ambient and sky temperature of 10◦C, plate spacing of 25mm, tilt of 45◦, and wind heat transfer
coefficient of 10 W/m2 ◦C: (a) one cover, plate emittance 0.95, Ut = 6.6 W/m2 ◦C; (b) one cover,
plate emittance 0.10, Ut = 3.6 W/m2 ◦C; (c) two covers, plate emittance 0.95, Ut = 3.9 W/m2 ◦C;
(d) two covers, plate emittance 0.10, Ut = 2.4 W/m2 ◦C. All heat flux terms in watts per square
meter.
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Figure 6.4.4 Top loss coefficient for slope of 45◦ and a plate spacing of 25mm.
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Figure 6.4.4 (Continued)
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Figure 6.4.4 (Continued)
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greater than about 15mm. Figure 6.4.5 illustrates the dependence of the top loss coef-
ficient on plate spacing for selective and nonselective one- and two-cover collectors.
For very small plate spacings convection is suppressed and the heat transfer mechanism
through the gap is by conduction and radiation. In this range the top loss coefficient
decreases rapidly as the plate spacing increases until a minimum is reached at about
10- to 15-mm plate spacing. When fluid motion first begins to contribute to the heat
transfer process, the top loss coefficient increases until a maximum is reached at approx-
imately 20mm. Further increase in the plate spacing causes a small reduction in the
top loss coefficient. Similar behavior occurs at other conditions and for other collector
designs.

Figures 6.4.4 was prepared using a slope β of 45◦
. In Figure 6.4.6 the ratio of the top

loss coefficient at any tilt angle to that of 45◦ has been plotted as a function of slope.
The graphs for Ut are convenient for hand calculations but they are difficult to use

on computers. An empirical equation for Ut that is useful for both hand and computer
calculations was developed by Klein (1979) following the basic procedure of Hottel and
Woertz (1942) and Klein (1975). This relationship fits the graphs for Ut for mean plate
temperatures2 between ambient and 200◦C to within ±0.3 W/m2 ◦C:

Figure 6.4.5 Typical variation of top loss coefficient with plate spacing.

2A method for estimating Tpm is given in Section 6.9.



6.4 Collector Overall Heat Loss Coefficient 251

Figure 6.4.6 Dependence of top loss coefficient on slope.

Ut =


 N

C

Tpm

[(
Tpm − Ta

)
(N + f )

]e + 1

hw




−1

+ σ(Tpm + Ta)(T
2
pm + T 2

a )

1

εp + 0.00591Nhw
+ 2N + f − 1 + 0.133εp

εg

− N

(6.4.9)

where N= number of glass covers
f= (1 + 0.089hw − 0.1166hwεp)(1 + 0.07866N)

C= 520(1 − 0.000051β2) for 0◦
< β < 70◦; for 70◦

< β < 90◦
, use β = 70◦

e= 0.430(1 − 100/Tpm)

β = collector tilt (deg)
εg = emittence of glass (0.88)
εp = emittence plate
Ta = ambient temperature (K)

Tpm = mean plate temperature (K)
hw = wind heat transfer coefficient (W/m2 ◦C)

Example 6.4.2

Determine the collector top loss coefficient for a single glass cover with the following
specifications:

Plate-to-cover spacing 25mm
Plate emittance 0.95
Ambient temperature 10◦C
Mean plate temperature 100◦C
Collector tilt 45◦

Wind heat transfer coefficient 10 W/m2 ◦C
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Solution

From the definitions of f, C, and e in Equation 6.4.9

f = [1.0 + 0.089(10) − 0.1166(10)(0.95)](1 + 0.07866) = 0.844

C = 520[1 − 0.000051(45)2] = 466

e = 0.430

(
1 − 100

373

)
= 0.315

From Equation 6.4.9

U t =


 1

466

373

(
373 − 283

1 + 0.844

)0.315
+ 1

10




−1

+ 5.67 × 10−8(373 + 283)(3732 + 2832)
1

0.95 + 0.00591 × 1 × 10
+ 2 + 0.844 − 1 + 0.133 × 0.95

0.88
− 1

= 2.98 + 3.65 = 6.6 W/m2 ◦C

which is very nearly the same as found in Example 6.4.1. �

The energy loss through the bottom of the collector is represented by two series
resistors, R4 and R5, in Figure 6.4.1, where R4 represents the resistance to heat flow
through the insulation and R5 represents the convection and radiation resistance to the
environment. The magnitudes of R4 and R5 are such that it is usually possible to assume
R5 is zero and all resistance to heat flow is due to the insulation. Thus, the back loss
coefficient Ub is approximately3

Ub = 1

R4
= k

L
(6.4.10)

where k and L are the insulation thermal conductivity and thickness, respectively.
For most collectors the evaluation of edge losses is complicated. However, in a

well-designed system, the edge loss should be small so that it is not necessary to predict it
with great accuracy. Tabor (1958) recommends edge insulation of about the same thickness
as bottom insulation. The edge losses are then estimated by assuming one-dimensional
sideways heat flow around the perimeter of the collector system. The losses through the
edge should be referenced to the collector area. If the edge loss coefficient–area product is
(U/A)edge, then the edge loss coefficient, based on the collector area Ac, is

Ue = (UA)edge

Ac

(6.4.11)

3It is often assumed that the back losses are to a sink at the same temperature as the front losses. This may not be
the case.
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If it is assumed that all losses occur to a common sink temperature Ta , the collector
overall loss coefficient UL is the sum of the top, bottom, and edge loss coefficients:

UL = Ut + Ub + Ue (6.4.12)

Example 6.4.3

For the collector of Example 6.4.2 with a top loss coefficient of 6.6 W/m2 ◦C, calculate
the overall loss coefficient with the following additional specifications:

Back-insulation thickness 50mm
Insulation conductivity 0.045 W/m ◦C
Collector bank length 10m
Collector bank width 3m
Collector thickness 75mm
Edge insulation thickness 25mm

Solution

The bottom loss coefficient is found from Equation 6.4.10:

Ub = k

L
= 0.045

0.050
= 0.9 W/m2 ◦C

The edge loss coefficient for the 26-m perimeter is found from Equation 6.4.11:

Ue = (0.045/0.025) × 26 × 0.075

30
= 0.12 W/m2 ◦C

The collector overall loss coefficient is then

UL = 6.6 + 0.9 + 0.1 = 7.6 W/m2 ◦C �

The edge loss for this 30-m2 collector array is a little over 1% of the total losses. Note,
however, that if this collector were 1 × 2 m, the edge losses would increase to over 5%.
Thus, edge losses for well-constructed large collector arrays are usually negligible, but for
small arrays or individual modules the edge losses may be significant. Also note that only
the exterior perimeter was used to estimate edge losses. If the individual collectors are not
packed tightly together, significant heat loss may occur from the edge of each module.

The preceding discussion of top loss coefficients, including Equation 6.4.9, is based
on covers like glass that are opaque to long-wavelength radiation. If a plastic material
is used to replace one or more covers, the equation for Ut must be modified to account
for some infrared radiation passing directly through the cover. For a single cover that is
partially transparent to infrared radiation, the net radiant energy transfer directly between
the collector plate and the sky is

qr,p−s = τcεpσ (T 4
p − T 4

s )

1 − ρpρc

(6.4.13)
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where τc and ρc are the transmittance and reflectance of the cover for radiation from Tp

and from Ts (assuming that the transmittance is independent of source temperature or that
Tp and Ts are nearly the same) and εp and ρp are the emittance and reflectance of the plate
for long-wave radiation. The top loss coefficient then becomes

Ut = qr,p−s

Tp − Ta

+
(

1

hc,p−c + hr,p−c

+ 1

hw + hr,c−s

)−1

(6.4.14)

The evaluation of the radiation heat transfer coefficients in Equation 6.4.14 must take
into account that the cover is partially transparent. The net radiation between the opaque
plate and the partially transparent cover is given by

q = σεpεc(T
4
p − T 4

c )

1 − ρpρc

(6.4.15)

The radiation heat transfer coefficient between the plate and cover is just the net heat
transfer divided by the temperature difference:

hr,p−c = σεpεc(Tp + Tc)(T
2
p + T 2

c )

1 − ρpρc

(6.4.16)

Whillier (1977) presents top loss coefficients for collector cover systems of one glass
cover over one plastic cover, two plastic covers, and one glass cover over two plastic
covers.

6.5 TEMPERATURE DISTRIBUTION BETWEEN TUBES AND THE COLLECTOR
EFFICIENCY FACTOR

The temperature distribution between two tubes can be derived if we temporarily assume
the temperature gradient in the flow direction is negligible. Consider the sheet-tube
configuration shown in Figure 6.5.1. The distance between the tubes is W, the tube
diameter is D, and the sheet is thin with a thickness δ. Because the sheet material is a good
conductor, the temperature gradient through the sheet is negligible. We will assume the
sheet above the bond is at some local base temperatureTb. The region between the centerline
separating the tubes and the tube base can then be considered as a classical fin problem.

The fin, shown in Figure 6.5.2(a), is of length (W − D)/2. An elemental region of
width �x and unit length in the flow direction is shown in Figure 6.5.2(b). An energy
balance on this element yields

S �x− UL �x(T − Ta) +
(

−kδ dT

dx

)∣∣∣∣
x

−
(

−kδ dT

dx

)∣∣∣∣
x+�x

= 0 (6.5.1)

where S is the absorbed solar energy defined by Equation 5.9.1. Dividing through by �x
and finding the limit as �x approaches zero yield

d2T

dx2
= UL

kδ

(
T − Ta − S

UL

)
(6.5.2)
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Figure 6.5.1 Sheet and tube dimensions.

Figure 6.5.2 Energy balance on fin element.

The two boundary conditions necessary to solve this second-order differential equation
are symmetry at the centerline and the known base temperature:

dt

dx

∣∣∣∣
x=0

= 0, T |x=(W−D)/2 = Tb (6.5.3)

For convenience, we can define two variables, m and � :

m =
√

UL

kδ
(6.5.4a)

ψ = T − Ta − S

UL

(6.5.4b)

and Equation 6.5.2 becomes
d2ψ

dx2
− m2ψ = 0 (6.5.5)

which has the boundary conditions

dψ

dx

∣∣∣∣
x=0

= 0, ψ |x=(W−D)/2 = Tb − Ta − S

UL

(6.5.6)

The general solution is
ψ = C1 sinh mx+ C2 cosh mx (6.5.7)
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The constants C1 and C2 can be found by substituting the boundary conditions into the
general solution. The result is

T − Ta − S/UL

Tb − Ta − S/UL

= cosh mx

cosh m(W − D)/2
(6.5.8)

The energy conducted to the region of the tube per unit of length in the flow direction
can now be found by evaluating Fourier’s law at the fin base:

q ′
fin = −k δ

dT

dx

∣∣∣∣
x=(W−D)/2

=
(

k δm

UL

)
[S − UL(Tb − Ta)] tanh

m(W − D)

2
(6.5.9)

but k δm/UL is just 1/m. Equation 6.5.9 accounts for the energy collected on only one
side of a tube; for both sides, the energy collection is

q ′
fin = (W − D)[S − UL(Tb − Ta)]

tanh m(W − D)/2

m(W − D)/2
(6.5.10)

It is convenient to use the concept of a fin efficiency to rewrite Equation 6.5.10 as

q ′
fin = (W − D)F [S − UL(Tb − Ta)] (6.5.11)

where

F = tanh[m(W − D)/2]

m(W − D)/2
(6.5.12)

The function F is the standard fin efficiency for straight fins with rectangular profile and
is plotted in Figure 6.5.3.

The useful gain of the collector also includes the energy collected above the tube
region. The energy gain for this region is

q ′
tube = D[S − UL(Tb − Ta)] (6.5.13)

and the useful gain for the tube and fin per unit of length in the flow direction is the sum of
Equations 6.5.11 and 6.5.13:

q ′
u = [(W − D)F + D][S − UL(Tb − Ta)] (6.5.14)

Ultimately, the useful gain from Equation 6.5.14 must be transferred to the fluid. The
resistance to heat flow to the fluid results from the bond and the tube-to-fluid resistance.
The useful gain can be expressed in terms of the two resistances as

q ′
u = Tb − Tf

1

hfiπDi

+ 1

Cb

(6.5.15)

where Di is the inside tube diameter and hfi is the heat transfer coefficient between the
fluid and the tube wall. The bond conductance Cb can be estimated from knowledge of the
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Figure 6.5.3 Fin efficiency for tube-and-sheet solar collectors.

bond thermal conductivity kb, the average bond thickness γ , and the bond width b. On a
per-unit-length basis,

Cb = kbb

γ
(6.5.16)

The bond conductance can be very important in accurately describing collector
performance. Whillier and Saluja (1965) have shown by experiments that simple wiring
or clamping of the tubes to the sheet results in low bond conductance and significant loss
of performance. They conclude that it is necessary to have good metal-to-metal contact so
that the bond conductance is greater than 30 W/m ◦C.

We nowwish to eliminate Tb from the equations and obtain an expression for the useful
gain in terms of known dimensions, physical parameters, and the local fluid temperature.
Solving Equation 6.5.15 for Tb, substituting it into Equation 6.5.14, and solving the result
for the useful gain, we obtain

q ′
u = WF ′[S − UL(Tf − Ta)] (6.5.17)

where the collector efficiency factor F ′ is given as

F ′ = 1/UL

W

[
1

UL [D + (W − D) F ]
+ 1

Cb

+ 1

πDihfi

] (6.5.18)
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A physical interpretation for F ′ results from examining Equation 6.5.17. At a particular
location, F ′ represents the ratio of the actual useful energy gain to the useful gain that
would result if the collector absorbing surface had been at the local fluid temperature. For
this and most (but not all) geometries, another interpretation for the parameter F ′ becomes
clear when it is recognized that the denominator of Equation 6.5.18 is the heat transfer
resistance from the fluid to the ambient air. This resistance will be given the symbol 1/Uo.
The numerator is the heat transfer resistance from the absorber plate to the ambient air.
Thus F ′ is the ratio of these two heat transfer coefficients:

F ′ = Uo

UL

(6.5.19)

The collector efficiency factor is essentially a constant for any collector design and
fluid flow rate. The ratio of UL to Cb, the ratio of UL to hfi, and the fin efficiency parameter
F are the only variables appearing in Equation 6.5.18 that may be functions of temperature.
For most collector designs F is the most important of these variables in determining F ′.
The factor F ′ is a function of UL and hfi, each of which has some temperature dependence,
but it is not a strong function of temperature.

The evaluation of F ′ is not a difficult task. However, to illustrate the effects of various
design parameters on the magnitude of F ′, Figure 6.5.4 has been prepared. Three values of
the overall heat transfer coefficient UL were chosen (2, 4, and 8 W/m2 ◦C) which cover
the range of collector designs from a one-cover nonselective to a two-cover selective.
(See Figure 6.4.4 for other combinations that yield these same overall loss coefficients.)
Instead of selecting various plate materials, the curves were prepared for various values
of kδ, the product of the plate thermal conductivity and plate thickness. For a copper
plate 1mm thick, kδ = 0.4 W/

◦C; for a steel plate 0.1mm thick, kδ = 0.005 W/
◦C. Thus,

the probable range of kδ is from 0.005 to 0.4. The bond conductance was assumed to be
very large (i.e., 1/Cb = 0) and the tube diameter was selected as 0.01m. Three values
were chosen for the heat transfer coefficient inside the tube to cover a range from laminar
flow to highly turbulent flow: 100, 300, and 1000 W/m2 ◦C. Note that increasing hfi
beyond 1000 W/m2 ◦C for this diameter tube does not result in significant increases in F ′.
As expected, the collector efficiency factor decreases with increased tube center-to-center
distances and increases with increases in both material thickness and thermal conductivity.
Increasing the overall loss coefficient decreases F ′.

Example 6.5.1

Calculate the collector efficiency factor for the following specifications:

Overall loss coefficient 8.0 W/m2 ◦C
Tube spacing 150mm
Tube diameter (inside) 10mm
Plate thickness 0.5mm
Plate thermal conductivity (copper) 385 W/m ◦C
Heat transfer coefficient inside tubes 300 W/m2 ◦C
Bond conductance ∞ W/m ◦C
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Figure 6.5.4 Collector efficiency factor F ′ versus tube spacing for 10-mm-diameter tubes: (a) hfi =
100 W/m2 ◦C; (b) hfi = 300 W/m2 ◦C; (c) hfi = 1000 W/m2 ◦C.

Solution

The fin efficiency factor F, from Equations 6.5.4a and 6.5.12, is determined as follows:

m =
(

8

385 × 5 × 10−4

)1/2

= 6.45 [1/m]

F = tanh[6.45(0.15 − 0.01)/2]

6.45(0.15 − 0.01)/2
= 0.937
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Figure 6.5.4 (Continued)

The collector efficiency factor F ′ is found from Equation 6.5.18:

F ′ = 1/8

0.15

[
1

8 [0.01 + (0.15 − 0.01) 0.937]
+ 1

∞ + 1

π × 0.01 × 300

] = 0.841

The same result is obtained from Figure 6.5.4(b). �
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Figure 6.5.4 (Continued)

6.6 TEMPERATURE DISTRIBUTION IN FLOW DIRECTION

The useful gain per unit flow length as calculated from Equation 6.5.17 is ultimately
transferred to the fluid. The fluid enters the collector at temperature Tfi and increases in
temperature until at the exit it is Tfo. Referring to Figure 6.6.1, we can express an energy
balance on the fluid flowing through a single tube of length �y as

(
ṁ

n

)
CpTf |y −

(
ṁ

n

)
CpTf |y+�y + �y q ′

u = 0 (6.6.1)
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Figure 6.6.1 Energy balance on fluid element.

where ṁ is the total collector flow rate and n is the number of parallel tubes. Dividing
through by �y, finding the limit as �y approaches zero, and substituting Equation 6.5.17
for q ′

u, we obtain

ṁCp

dTf

dy
− nWF ′[S − UL(Tf − Ta)] = 0 (6.6.2)

If we assume that F ′ and UL are independent of position,4 then the solution for the fluid
temperature at any position y (subject to the condition that the inlet fluid temperature is
Tfi) is

Tf − Ta − S/UL

Tfi − Ta − S/UL

= exp

(
−ULnWF ′y

ṁCp

)
(6.6.3)

If the collector has a length L in the flow direction, then the outlet fluid temperature Tfo is
found by substituting L for y in Equation 6.6.3. The quantity nWL is the collector area:

Tfo − Ta − S/UL

Tfi − Ta − S/UL

= exp

(
−ULAcF

′

ṁCp

)
(6.6.4)

6.7 COLLECTOR HEAT REMOVAL FACTOR AND FLOW FACTOR

It is convenient to define a quantity that relates the actual useful energy gain of a collector
to the useful gain if the whole collector surface were at the fluid inlet temperature. This
quantity is called the collector heat removal factor FR . In equation form it is

FR = ṁCp(Tfo − Tfi)

Ac[S − UL(Tfi − Ta)]
(6.7.1)

The collector heat removal factor can be expressed as

FR = ṁCp

AcUL

[
Tfo − Tfi

S/UL − (
Tfi − Ta

)
]

= ṁCp

AcUL

[[
S/UL − (

Tfi − Ta

)] − [S/UL − (Tfo − Ta)]

S/UL − (Tfi − Ta)

]
(6.7.2)

4Dunkle and Cooper (1975) have assumed UL is a linear function of Tf − Ta .
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or

FR = ṁCp

AcUL

[
1 − S/UL − (

Tfo − Ta

)
S/UL − (Tfi − Ta)

]
(6.7.3)

which from Equation 6.6.4 can be expressed as

FR = ṁCp

AcUL

[
1 − exp

(
−AcULF ′

ṁCp

)]
(6.7.4)

To present Equation 6.7.4 graphically, it is convenient to define the collector flow
factor F ′′ as the ratio of FR to F ′. Thus

F ′′ = FR

F ′ = ṁCp

AcULF ′

[
1 − exp

(
−AcULF ′

ṁCp

)]
(6.7.5)

This collector flow factor is a function of the single variable, the dimensionless collector
capacitance rate ṁCp/AcULF ′, and is shown in Figure 6.7.1.

The quantity FR is equivalent to the effectiveness of a conventional heat exchanger,
which is defined as the ratio of the actual heat transfer to the maximum possible heat
transfer. Themaximum possible useful energy gain (heat transfer) in a solar collector occurs
when the whole collector is at the inlet fluid temperature; heat losses to the surroundings
are then at a minimum. The collector heat removal factor times this maximum possible
useful energy gain is equal to the actual useful energy gain Qu :

Qu = AcFR[S − UL(Ti − Ta)] (6.7.6)

Figure 6.7.1 Collector flow factor F ′′ as a function of ṁCp/AcULF ′.
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This is an extremely useful equation5 and applies to essentially all flat-plate collectors.
With it, the useful energy gain is calculated as a function of the inlet fluid temperature.
This is a convenient representation when analyzing solar energy systems, since the inlet
fluid temperature is usually known. However, losses based on the inlet fluid temperature
are too small since losses occur all along the collector from the plate and the plate has
an ever-increasing temperature in the flow direction. The effect of the multiplier FR is
to reduce the useful energy gain from what it would have been had the whole collector
absorber plate been at the inlet fluid temperature to what actually occurs. As the mass flow
rate through the collector increases, the temperature rise through the collector decreases.
This causes lower losses since the average collector temperature is lower and there is a
corresponding increase in the useful energy gain. This increase is reflected by an increase
in the collector heat removal factor FR as the mass flow rate increases. Note that FR

can never exceed the collector efficiency factor F ′. As the flow rate becomes very large,
the temperature rise from inlet to outlet decreases toward zero but the temperature of
the absorbing surface will still be higher than the fluid temperature. This temperature
difference is accounted for by the collector efficiency factor F ′.

Many of the equations of Sections 6.6 and 6.7 contain the ratio of the collector mass
flow rate to collector area. This ratio is a convenient way to express flow rate when collector
area is a design variable since increasing both in proportion will maintain a nearly constant
value of FR .

Example 6.7.1

Calculate the daily useful gain and efficiency of an array of 10 solar collector modules
installed in parallel near Boulder, Colorado, at a slope of 60◦ and a surface azimuth of 0◦.
The hourly radiation on the plane of the collector IT , the hourly radiation absorbed by the
absorber plate S, and the hourly ambient temperature Ta are given in the table at the end
of this example. The methods of Sections 2.15, 2.16, and 5.9 can be used to find IT and S

knowing the hourly horizontal radiation, the collector orientation, and the collector optical
properties. For the collector assume the overall loss coefficient UL to be 8.0 W/m2 ◦C and
the plate efficiency factor F ′ to be 0.841 (from Example 6.5.1). The water flow rate through
each 1 × 2-m collector panel is 0.03 kg/s and the inlet water temperature remains constant
at 40◦C. Assume a controller turns off the water flow whenever the outlet temperature is
less than the inlet temperature.

Solution

The dimensionless collector mass flow rate is

ṁCp

AcULF ′ = 0.03 × 4190

2 × 8 × 0.841
= 9.35

so that the collector flow factor, from Equation 6.7.5 (or Figure 6.7.1), is

F ′′ = 9.35

[
1 − exp

(
− 1

9.35

)]
= 0.948

5This is the most important equation in the book. The subscript f on the fluid inlet temperature has been dropped;
whenever the meaning is not clear, it will be reintroduced.
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and the heat removal factor is

FR = F ′F ′′ = 0.841 × 0.948 = 0.797

The average loss rate for the hour 10 to 11, based on an inlet temperature of 40◦C, is

UL(Ti − Ta) = 8(40 − 2) × 3600 = 1.09 MJ/m2 h

and the average useful energy gain per unit of collector area is

qu = Qu

Ac

= 0.797(3.29 − 1.09) × 106 = 1.76 MJ/m2 h

The collector efficiency for this hour is found from Equation 6.2.2:

η = Qu

IT Ac

= qu

IT

= 1.76

3.92
= 0.45

and the day-long collector efficiency is

ηday =
∑

qu∑
IT

= 7.57

19.79
= 0.38

The daily useful energy gain of the 10 collector modules in the array is

∑
Qu = 10 × 2 × 7.57 × 106 = 150 MJ

Time
Ta

(
◦C)

IT

(MJ/m2 h)
S

(MJ/m2 h)
UL(Ti − Ta)

(MJ/m2 h)
qu

(MJ/m2 h) η

7–8 −11 0.02 0.01 1.46 0.00 0.00
8–9 −8 0.43 0.35 1.38 0.00 0.00
9–10 −2 0.99 0.82 1.21 0.00 0.00
10–11 2 3.92 3.29 1.09 1.76 0.45
11–12 3 3.36 2.84 1.07 1.42 0.42
12–1 6 4.01 3.39 0.98 1.93 0.48
1–2 7 3.84 3.21 0.95 1.81 0.47
2–3 8 1.96 1.63 0.92 0.57 0.29
3–4 9 1.21 0.99 0.89 0.08 0.07
4–5 7 0.05 0.04 0.95 0.00 0.00

Sum 19.79 7.57

�

A number of general observations can be made from the results of Example 6.7.1.
The estimated performance is typical of a one-cover nonselective collector, although in
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most systems the inlet temperatures will vary throughout the day.6 The losses are both
thermal and optical, and during the early morning and late afternoon the radiation level
was not sufficient to overcome the losses. The collector should not be operated during
these periods.

Daily efficiency may also be based on the period while the collector is operating.
The efficiency calculated in this manner is 7.57/18.39, or 41%. Reporting in this manner
gives a higher value for collector efficiency. As the collector inlet temperature is reduced,
these two day-long efficiencies will approach one another. Collector efficiency is a single
parameter that combines collector and system characteristics and generally is not reliable
for making comparisons.

The fluid temperature rise through the collector (from �T = Qu/ṁCp) varies from
a high of 8.5◦C between 12 and 1 to a low of 2.5◦C between 2 and 3. This relatively
modest temperature rise is typical of liquid heating collectors. The temperature rise can
be increased by reducing the flow rate, but this will reduce the useful energy gain (if the
inlet fluid temperature stays the same). If the flow rate were halved and if F ′ remained
the same (in fact, hfi would decrease, which would reduce F ′), then FR would decrease to
0.76 and the temperature rise during the hour 12 to 1 would be 16.2◦C, which is less than
twice the original temperature rise. The efficiency during this hour would be reduced from
48 to 46%.7

6.8 CRITICAL RADIATION LEVEL

In Chapter 2, the concept of utilizability was developed without concern for how critical
radiation levels were defined. With Equation 6.7.6 established, we can now determine the
critical radiation level GTc for flat-plate collectors. It is convenient to rewrite Equation
6.7.6 in the following form:

Qu = Ac[FR(τα)av GT − FRUL(Ti − Ta)] (6.8.1)

The critical radiation level is that value ofGT that makes the term in the brackets identically
zero, that is, where the absorbed radiation and loss terms are equal:

GTc = FRUL(Ti − Ta)

FR(τα)
(6.8.2)

It is convenient to retain FR in the equation for reasons that will be clear in later sections.
The collector output can now be written in terms of the critical radiation level:

Qu = AcFR(τα)av(GT − GTc)
+ (6.8.3)

The equations for Qu indicate that for the collector to produce useful output, that is, for
Qu > 0, the absorbed radiation must exceed the thermal losses and GT must be greater

6Temperature fluctuations are considered in Chapter 10.
7It will be seen in later chapters that when a system with a thermally stratified tank is considered, a reduction in
flow rate may lead to reduced Tfi and thus to increased Qu even though FR is decreased.
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than GTc. In Equations 6.7.6 and 6.8.3, only positive values of the terms in parentheses are
considered. This implies that there is a controller on the collector that shuts off the flow of
fluid when the value in parentheses is not positive.

6.9 MEAN FLUID AND PLATE TEMPERATURES

To evaluate collector performance, it is necessary to know the overall loss coefficient
and the internal fluid heat transfer coefficients. However, both UL and hfi are to some
degree functions of temperature. The mean fluid temperature can be found by integrating
Equation 6.6.3 from zero to L :

Tfm = 1

L

∫ L

0
Tf (y) dy (6.9.1)

Performing this integration and substituting FR from Equation 6.7.4 and Qu from
Equation 6.7.6, the mean fluid temperature was shown by Klein et al. (1974) to be

Tfm = Tfi + Qu/Ac

FRUL

(1 − F ′′) (6.9.2)

This is the proper temperature for evaluating fluid properties.
When a collector is producing useful energy, the mean plate temperature will always

be greater than the mean fluid temperature due to the heat transfer resistance between the
absorbing surface and the fluid. This temperature difference is usually small for liquid
heating collectors but may be significant for air collectors.

The mean plate temperature can be used to calculate the useful gain of a collector,

Qu = Ac[S − UL(Tpm − Ta)] (6.9.3)

If we equate Equations 6.9.3 and 6.7.6 and solve for the mean plate temperature, we have

Tpm = Tfi + Qu/Ac

FRUL

(1 − FR) (6.9.4)

Equation 6.9.4 can be solved in an iterative manner with Equation 6.4.9. First an
estimate of the mean plate temperature is made from which UL is calculated. With
approximate values of FR , F ′′, and Qu, a new mean plate temperature is obtained from
Equation 6.9.4 and used to find a new value for the top loss coefficient. The new value
of UL is used to refine FR and F ′′, and the process is repeated. With a reasonable initial
guess, a second iteration is seldom necessary. A reasonable first guess for Tpm for liquid
heating collectors operated at typical flow rates of 0.01 to 0.02 kg/m2 s is Tfi + 10◦C. For
air heaters a reasonable first estimate is Tfi + 20◦C.

Example 6.9.1

Find the mean fluid and plate temperatures for the hour 11 to 12 of Example 6.7.1.
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Solution

Assume UL = 8.0 W/m2 ◦C, F ′′ = 0.948, FR = 0.797, and qu = 1.42 MJ/m2 h. We
have from Equation 6.9.2

Tfm = 40 + 1.42 × 106/3600

8 × 0.797
(1 − 0.948) = 43◦C

The mean plate temperature is found from Equation 6.9.4:

Tpm = 40 + 1.42 × 106/3600

8 × 0.797
(1 − 0.797) = 53◦C �

In this example UL was assumed to be independent of temperature. If the temperature
dependence of UL is considered, an iterative process would have been necessary.

6.10 EFFECTIVE TRANSMITTANCE-ABSORPTANCE PRODUCT

In Section 5.5, the product of cover transmittance times plate solar absorptance was
discussed. In Section 6.4 the expressions for UL were derived assuming that the glazing
did not absorb solar radiation. To maintain the simplicity of Equation 6.7.6 and account
for the reduced thermal losses due to absorption of solar radiation by the glass, an effective
transmittance-absorptance product (τα)e will be introduced. It will be shown that (τα)e is
slightly greater than (τα).

All of the solar radiation that is absorbed by a cover system is not lost, since this
absorbed energy tends to increase the cover temperature and consequently reduce the
thermal losses from the plate. Consider the thermal network of a single-cover system
shown in Figure 6.10.1. Solar energy absorbed by the cover is GT αc, where αc is the cover

Absorption
in cover

) 

No absorption
in cover

Ta

Tc

GT GT (1– a

Tp

Tć

1/Uc-a

1/Up-c

(a) (b)

Figure 6.10.1 Thermal network for top losses for a single-cover collector with and without
absorptance in the cover.
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absorptance and GT is the incident radiation. From Equation 5.3.5 the cover absorptance
can be replaced by 1 − τa . The loss for (a), without absorption, is Up−c(Tp − Tc), and
the loss for (b), with absorption, is Up−c(Tp − T ′

c ). Here we have assumed that the small
amount of absorption in the cover and consequent increased cover temperature do not
change the values of Up−c. and Uc−a . The difference D in the two loss terms is

D = Up−c[(Tp − Tc) − (Tp − T ′
c )] (6.10.1)

The temperature difference Tp − Tc can be expressed as

Tp − Tc = Ut(Tp − Ta)

Up−c

(6.10.2)

where Ut is the top loss coefficient and is equal to Up−cUc−a/(Up−c + Uc−a).
The temperature difference Tp − T ′

c can be expressed as

Tp − T ′
c = Uc−a(Tp − Ta) − GT αc

Up−c + Uc−a

(6.10.3)

Therefore

D = Ut(Tp − Ta) − Up−cUc−a(Tp − Ta)

Up−c + Uc−a

+ GT Up−c(1 − τa)

Up−c + Uc−a

(6.10.4)

or

D = GT Ut(1 − τa)

Uc−a

(6.10.5)

The quantity D represents the reduction in collector losses due to absorption in the
cover but can be considered an additional input in the collector equation. The useful gain
of a collector is then

qu = FR

[
S + GT Ut

(
1 − τa

)
Uc−a

− UL(Ti − Ta)

]
(6.10.6)

In general the quantity GT has three components, beam, diffuse, and ground-reflected
radiation. Each of these terms is multiplied by a separate value of (τα) to determine S [i.e.,
(τα)b, (τα)d , or (τα)g , as shown in Section 5.8].We can divide the radiation absorbed in the
cover into these same three components. By defining the quantity (τα) + (1 − τa) Ut/Uc−a

as the effective transmittance-absorptance product for each of the three components, the
simplicity of Equation 6.7.6 can be maintained. For this one-cover system

(τα)e = (τα) + (1 − τα)
Ut

Uc−a

(6.10.7)

When evaluating S, the appropriate value of (τα)e should be used in place of (τα). AS

noted below, (τα)e is on the order of 1% greater than (τα) for a typical single-cover



270 Flat-Plate Collectors

collector with normal glass. For a collector with low-iron (water-white) glass, (τα)e and
(τα) are nearly identical.

A general analysis for a cover system of n identical plates yields

(τα)e = (τα) + (1 − τa)

n∑
i=1

aiτ
i−1 (6.10.8)

where ai is the ratio of the top loss coefficient to the loss coefficient from the ith cover
to the surroundings and τa is the transmittance of a single cover from Equation 5.2.2.
This equation was derived assuming that the transmittance to the ith cover could be
approximated by the transmittance of a single cover raised to the i − 1 power.

For a cover system composed of different materials (e.g., a combination of glass and
plastic) the effective transmittance-absorptance product is

(τα)e = (τα) + (1 − τa,1)a1 + (1 − τa,2)a2τ1 + (1 − τa,3)a3τ2 + · · · (6.10.9)

where τi is the transmittance of the cover system above the i + 1 cover and τa,i is the
transmittance due to absorption for the ith cover. The angular dependence of (τα)e can be
evaluated using the proper angular dependency of (τα), τα and τa .

The values of ai actually depend upon the plate temperature, ambient temperature,
plate emittance, and wind speed. Table 6.10.1 gives values of ai for one, two, and three
covers and for plate emittances of 0.95, 0.50, and 0.10. These values were calculated using a
wind heat transfer coefficient of 24 W/m2 ◦C, a plate temperature of 100◦C, and an ambient
air and sky temperature of 10◦C. The dependence of ai on wind speed may be significant.
However, lower wind heat transfer coefficients will increase the ai values, leading to
slightly higher useful energy gains. Since the total amount absorbed by the glass is small,
relatively large errors in ai will not cause a significant error in the calculation of Qu.

Although the value of (τα)e can be calculated from Equation 6.10.9 with some
precision, (τα)e is seldom more than 1 to 2% greater than (τα). For a one-cover
nonselective collector, a1 = 0.27. If the cover absorbs 4% of the incident radiation, that
is, the cover is ordinary glass with KL of about 0.03, then (τα)e is 1% greater than
(τα). For a one-cover selective collector with this glass, the difference is 0.5%. For a
one-cover selective collector with low-iron glass with KL about 0.01, (τα)e is about
0.1% greater than (τα). For a two-cover nonselective system (τα)e is almost 2% greater

Table 6.10.1 Constants for Use in Equations 6.10.8 and 6.10.9

Number of
Covers ai εp = 0.95 εp = 0.50 εp = 0.10

1 a1 0.27 0.21 0.13
2 a1 0.15 0.12 0.09

a2 0.62 0.53 0.40
3 a1 0.14 0.08 0.06

a2 0.45 0.40 0.31
a3 0.75 0.67 0.53
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than (τα). AS discussed in Section 5.5, (τα) is approximately 1% greater than the
product of τ and α. Since surface radiation properties are seldom known to within 1%,
the effective transmittance-absorptance product can be approximated for collectors with
ordinary glass by

(τα)e
∼= 1.02τα (6.10.10a)

and for collectors with covers with negligible absorption by

(τα)e
∼= 1.01τα (6.10.10b)

6.11 EFFECTS OF DUST AND SHADING

The effects of dust and shading are difficult to generalize. Data reported by Dietz (1963)
show that at the angles of incidence of interest (0 to 50◦

) the maximum reduction of
transmittance of covers due to dirt was 2.7%. From long-term experiments on collectors
in the Boston area, Hottel and Woertz (1942) found that collector performance decreased
approximately 1% due to dirty glass. In a rainless 30-day experiment in India, Garg (1974)
found that dust reduced the transmittance by an average of 8% for glass tilted at 45◦. To
account for dust in temperate climates, it is suggested that radiation absorbed by the plate
be reduced by 1%; in dry and dusty climates, absorbed radiation can be reduced by 2%.

Shading effects can also be significant. Whenever the angle of incidence is off normal,
some of the collector structure will intercept solar radiation. Some of this radiation will be
reflected to the absorbing plate if the sidewalls are of a high-reflectance material. Hottel
and Woertz (1942), based on experiments with two-cover collectors, recommend that the
radiation absorbed by the plate be reduced by 3% to account for shading effects if the net
(unobstructed) glass area is used in all calculations. The net glass area accounts for the
blockage by the supports for the glass. Most modern collectors use one cover, and module
areas are larger, both of which reduce shading effects. A reduction of S of 1% may be a
more appropriate correction for these collectors.

Example 6.11.1

In Example 6.7.1, the effects of dust, shading, and absorption by the cover were all
neglected. Reevaluate the daily performance taking these quantities into account. The
single glass cover has KL = 0.037 and the plate has a flat-black (nonselective) absorbing
surface.

Solution

This glass (KL = 0.037) absorbs approximately 4% of the incident radiation and, according
to Table 6.10.1 and Equation 6.10.8, 27% of this is not lost. Thus (τα)e is 1.01 × (τα).
The effects of dust and shading each reduce the absorbed radiation by 1%; the net effect is
to decrease S by 1%. The table that follows gives new values for S and the hourly energy
gains with FR = 0.8 and UL = 8.0 W/m2 ◦C. The daily efficiency is reduced from 38
to 37%.
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Time
IT

(MJ/m2)

S

(MJ/m2)

T

(
◦C)

qu

(MJ/m2) η

7–8 0.02 0.00 −11 0.00 0.00
8–9 0.43 0.34 −8 0.00 0.00
9–10 0.99 0.80 −2 0.00 0.00
10–11 3.92 3.22 2 1.70 0.43
11–12 3.36 2.78 3 1.37 0.41
12–1 4.01 3.32 6 1.87 0.47
1–2 3.84 3.15 7 1.76 0.46
2–3 1.96 1.60 8 0.54 0.27
3–4 1.21 0.97 9 0.06 0.05
4–5 0.05 0.00 7 0.00 0.00

19.79 7.30

ηday = 7.30

19.79
= 0.37

�

6.12 HEAT CAPACITY EFFECTS IN FLAT-PLATE COLLECTORS

The operation of most solar energy systems is inherently transient; there is no such thing
as steady-state operation when one considers the transient nature of the driving forces.
This observation has led to numerical studies by Klein et al. (1974), Wijeysundera (1978),
and others on the effects of collector heat capacity on collector performance. The effects
can be regarded in two distinct parts. One part is due to the heating of the collector from
its early morning low temperature to its final operating temperature in the afternoon. The
second part is due to intermittent behavior during the day whenever the driving forces such
as solar radiation and wind change rapidly.

Klein et al. (1974) showed that the daily morning heating of the collector results in a
loss that can be significant but is negligible for many situations. For example, the radiation
on the collector of Example 6.11.1 before 10 AM was 1.44 MJ/m2. The calculated losses
exceeded this value during this time period because these calculated losses assumed that
the fluid entering the collector was at 40◦C. In reality, no fluid would be circulating and the
absorbed solar energy would heat the collector without reducing the useful energy gain.

The amount of preheating that will occur in a given collector can be estimated by
solving the transient energy balance equations for the various parts of the collector. Even
though these equations can be developed to almost any desired degree of accuracy, the
driving forces such as solar radiation, wind speed, and ambient temperature are usually
known only at hour intervals. This means that any predicted transient behavior between
the hourly intervals can only be approximate, even with detailed analysis. Consequently, a
simplified analysis is warranted to determine if more detailed analysis is desirable.

To illustrate the method, consider a single-cover collector. Assume the absorber plate,
the water in the tubes, and one-half of the back insulation are all at the same temperature.
Also assume that the cover is at a uniform temperature that is different from the plate
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temperature. An energy balance on the absorber plate, water, and one-half of the back
insulation yields

(mC)p
dTp

dt
= Ac[S − Up−c(Tp − Tc)] (6.12.1)

The subscripts c and p represent cover and plate; Up−c is the loss coefficient from the plate
to the cover and t is time. An energy balance on the cover yields

(mC)c
dTc

dt
= Ac[Up−c(Tp − Tc) + Uc−a(Ta − Tc)] (6.12.2)

where Uc−a is the loss coefficient from the cover to the ambient air and Ta is the ambient
temperature. It is possible to solve these two equations simultaneously; however, a great
simplification occurs if we assume (Tc − Ta)/(Tp − Ta) remains constant at its steady-state
value. In other words, we must assume that the following relationship holds8:

Uc−a(Tc − Ta) = UL(Tp − Ta) (6.12.3)

Differentiating Equation 6.12.3, assuming Ta is a constant, we have

dTc

dt
= UL

Uc−a

dTp

dt
(6.12.4)

Adding Equation 6.12.1 to 6.12.2 and using Equation 6.12.4, we obtain the following
differential equation for the plate temperature:[

(mC)p + UL

Uc−a

(mC)c

]
dTp

dt
= Ac[S − UL(Tp − Ta)] (6.12.5)

The term in square brackets on the left-hand side represents an effective heat capacity of
the collector and is written as (mC)e. By the same reasoning, the effective heat capacity of
a collector with n covers would be

(mC)e = (mC)p +
n∑

i=1

ai(mC)c,i (6.12.6)

where ai is the ratio of the overall loss coefficient to the loss coefficient from the cover in
question to the surroundings. This is the same quantity presented in Table 6.10.1.

If we assume that S and Ta remain constant for some period t, the solution to
Equation 6.12.5 is

S − UL(Tp − Ta)

S − UL(Tp,initial − Ta)
= exp

(
AcULt

(mC)e

)
(6.12.7)

The simplification introduced through the use of Equation 6.12.3 is significant in
that the problem of determining heat capacity effects has been reduced to solving one

8The back and edge losses are assumed to be small.
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differential equation. The error introduced by this simplification is difficult to assess
for all conditions without solving the set of differential equations. Wijeysundera (1978)
compared this one-node approximation against a two-node solution and experimental data
and found good agreement for single-cover collectors. For two- and three-cover collectors
the predicted fractional temperature rise was less than 15% in error.

The collector plate temperature Tp can be evaluated at the end of each time period
by knowing S, UL, Ta , and the collector plate temperature at the beginning of the time
period. Repeated application of Equation 6.12.7 for each hour before the collector actually
operates serves to estimate the collector temperature as a function of time. An estimate
of the reduction in useful gain can then be obtained by multiplying the collector effective
heat capacity by the temperature rise necessary to bring the collector to its initial operating
temperature.

A similar loss occurs due to collector heat capacity whenever the final average collector
temperature in the afternoon exceeds the initial average temperature. This loss can be easily
estimated bymultiplying collector effective heat capacity times this temperature difference.

Finally, Klein et al. (1974) showed that the effects of intermittent sunshine, wind speed,
and ambient air temperature were always negligible for normal collector construction.

Example 6.12.1

For the collector described in Example 6.11.1, estimate the reduction in useful energy gain
due to heat capacity effects. The plate and tubes are copper. The collector has the following
specifications:

Plate thickness 0.5 mm
Tube inside diameter 10.0 mm
Tube spacing 150.0 mm
Glass cover thickness 3.5 mm
Back-insulation thickness 50.0 mm

The collector materials have the following properties:

C, kJ/kg ◦C ρ, kg/m3

Copper 0.48 8800
Glass 0.80 2500
Insulation 0.80 50

Solution

Since the collector operates with a constant inlet temperature, only the early morning
heating will influence the useful gain. The collector heat capacity includes the glass, plate,
tubes, water in tubes, and insulation. The heat capacity of the glass is

0.0035 m × 2500 kg/m3 × 0.8 kJ/kg ◦C = 7 kJ/m2 ◦C

For the plate, tubes, water in tubes, and insulation, the heat capacities are 2, 1, 2, and
2 kJ/m2 ◦C, respectively. The insulation exposed to the ambient remains near ambient
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temperature so that the effective insulation heat capacitance is one-half of its actual value.
The effective collector capacity is thus 2 + 1 + 2 + 1 + 0.27 × 7 = 8 kJ/m2 ◦C. From
Equation 6.12.7, the collector temperature at the end of the period from 8 to 9, assuming
that the initial collector temperature is equal to the ambient temperature, is

T +
p = Ta + S

UL

[
1 − exp

(
−AcULt

(mC)e

)]

= −8 + 0.34 × 106/3600

8

[
1 − exp

(
−8 × 3600

8000

)]
= 3◦C

For the second-hour period, the initial temperature is 3◦C and the temperature at 10:00 AM

becomes

T +
p = Ta + S

UL

−
[

S

UL

− (
Ti − Ta

)]
exp

(
−AcULt

(mC)e

)

= −2 + 0.79 × 106/3600

8
−

[
0.79 × 106/3600

8
− (3 + 2)

]
exp

(
−8 × 3600

8000

)

= 25◦C

By 10:00 AM, the collector has been heated to within 15◦C of its operating temperature
at 40◦C. The reduction in useful gain is the energy required to heat the collector the last
15◦C, or 120 kJ/m2. Thus the useful energy gain from 10 to 11 should be reduced from
1.65 to 1.53 MJ/m2. Note that this collector responds quickly to the various changes as the
exponential term in the preceding calculation was small. [The collector ‘‘time constant’’
is (mC)e/AcUL, which is approximately 15min. The time constant with liquid flowing is
on the order of 1 to 2min, as shown in Section 6.17.1 �

6.13 LIQUID HEATER PLATE GEOMETRIES

In the preceding sections, we have considered only one basic collector design: a sheet-and-
tube solar water heater with parallel tubes on the back of the plate. There are many different
designs of flat-plate collectors, but fortunately it is not necessary to develop a completely
new analysis for each situation. Hottel and Whillier (1958), Whillier (1977), and Bliss
(1959) have shown that the generalized relationships developed for the tube-and-sheet
case apply to most collector designs. It is necessary to derive the appropriate form of the
collector efficiency factor F ′, and Equations 6.7.5 and 6.7.6 then can be used to predict the
thermal performance. Under some circumstances, the loss coefficient UL will have to be
modified slightly. In this and the next section the analyses of the basic design are applied
to other configurations.

Figure 6.13.1 shows seven different liquid heater designs. The first three have parallel
tubes (risers) thermally fastened to a plate and connected at the top and bottom by headers
to admit and remove the liquid. The first of these is the basic design discussed in the
previous sections; the important equations for F , F ′, and UL are shown. The design shown
in (b) is the same, except that the tubes are mounted on top of the plate rather than under it.
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Figure 6.13.1 (a–g) Liquid heater designs and collector efficiency factor equations.
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Figure 6.13.1 (a–g) (Continued)

A design shown in (c) has the tubes centered in the plane of the plate forming an integral
part of the plate structure.

In types (d), (e), and (f), long, narrow, flat absorbers are mounted inside evacuated
glass tubes.9 Convective heat losses from collectors are usually significant, but they can be
reduced or eliminated by evacuating the space between the absorber and the cover. As the
pressure is reduced to a moderately low level, convection ceases but conduction through
the gas remains constant until the mean free path of the molecules is on the order of the
characteristic spacing. There are flat-plate collectors built with seals at the edges, posts to
support the cover, and evacuated spaces above (and below) the absorber plate. However,
most practical designs have been based on evacuated tubes, which provide the structural
strength to withstand the pressure differences.

The collector type shown in (d) is constructed with a single fin and tube with glass-
to-metal seals at both ends; with this configuration, bellows are used to accommodate
differential expansion of the glass envelope and the metal fin and tube. This configuration
is similar to type (a) with a single riser tube.

Liquid flow in the type (e) collector is ‘‘down and back,’’ with a U-tube joining the
two conduits. Two glass-to-metal seals are provided at the same end of the tube. The two
flow conduits down and back are in close proximity; with this arrangement, it is necessary
that the thermal resistance between the two conduits be high, that is, that the two streams
be thermally decoupled. If the resistance were zero, the two conduits would be at the same
temperature, and collection would be zero. Ortabasi and Buehl (1975) constructed such a
collector with the plate split into two parts to avoid the coupling problem. If coupling is
not significant, the analysis of type (e) collectors is basically the same as for the types (a),
(b), or (c) even though the inlet and outlet manifolds are at the same end of the tubes.

Heat pipes can be used to extract energy from evacuated collectors, as shown in
Figure 6.13.1(f). In the arrangement shown, the portion of the heat pipe in contact with
the fin is the boiler portion. The condenser is a short section in good thermal contact with
the pipe or duct through which the fluid to be heated is pumped; the condenser is shown

9The first evacuated tubular collector was built by Speyer (1965). The design shown in Figure 6.13.1(e) is similar
to Speyer’s.
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fastened with a conducting clamp to the pipe carrying the fluid to be heated. These designs
have the advantage that they have only one seal, at one end of the tube, and the fin and
heat pipe are free to expand inside the evacuated space. In contrast to most other flat-plate
collectors, the temperature gradients along the length of the heat pipe will be small, but
there will be gradients along the header from one heat pipe connector to the next.

There are important differences between flat-plate collectors with flat covers such as
types (a) to (c) and cylindrical covers such as types (d) to (f). The fin width (or diameter)
must be less than the tube diameter, so the absorbing surface will have projected areas less
than that of the tube. The tubes are usually closely packed. The planes of the absorbers
may be different from the plane of the tube arrays. The angular dependence of solar
transmittance will be different from that of a flat cover.10 Manifold designs vary widely,
and manifold losses may be important. And metal-to-glass seals must be provided.

Other important collector geometries exist for which F ′ and FR cannot easily be
expressed in a simple form. The risers in (a), (b), and (c) are all parallel tubes; an
alternative design is the serpentine tube arrangement shown in Figure 6.13.1(g). If a
thermal break is made midway between the tubes, for example, by cutting through the
absorber plate, then the collector can be analyzed as a conventional collector. If a break
is not provided, reduced performance can be expected and a more complicated analysis is
necessary.

Abdel-Khalik (1976) analytically solved the case of a single bend, and Zhang and
Lavan (1985) obtained solutions for three and four bends. For a single bend, Zhang
and Lavan show that the solution for FR is given by Equation 6.13.1 in terms of three
dimensionless parameters F1, F2, and F3 (the parameters F4, F5, and F6 are functions of
F2 only):

FR = F1F3F5


 2F4

F6 exp

[
−

√
1 − F 2

2/F3

]
+ F5

− 1


 (6.13.1)

The parameters F1 through F6 are given by

F1 = κ

ULW

κR(1 + γ )2 − 1 − γ − κR

[κR(1 + γ ) − 1]2 − (κR)2
(6.13.2a)

F2 = 1

κR(1 + γ )2 − 1 − γ − κR
(6.13.2b)

F3 = ṁCp

F1ULAc

(6.13.2c)

F4 =
(
1 − F 2

2

F 2
2

)1/2

(6.13.2d)

F5 = 1

F2
+ F4 − 1 (6.13.2e)

10See Section 6.19 for further information on angular dependence of (τα) of evacuated-tube collectors.
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F6 = 1 − 1

F2
+ F4 (6.13.2f)

and

κ = (kδUL)1/2

sinh[(W − D)(UL/kδ)1/2]
(6.13.2g)

γ = −2 cosh

[
(W − D)

(
UL

kδ

)1/2
]

− DUL

κ
(6.13.2h)

R = 1

Cb

+ 1

πDihfi
(6.13.2i)

Zhang and Lavan (1985) point out that Equation 6.13.1 is valid for any number of bends if
the group ṁCp/F1ULAc is greater than about 1.0. For smaller values of this group, their
paper should be consulted.

Example 6.13.1

Determine the heat removal factor for a collector with a serpentine tube having the
following specifications [see Figure 6.13.1(g)]:

Length of one serpentine segment L 1.2 m
Distance between tubes W 0.1 m
Number of segments N 6
Plate thickness δ 1.5 mm
Tube outside diameter D 7.5 mm
Tube inside diameter Di 6.5 mm
Plate thermal conductivity k 211 W/m ◦C
Overall loss coefficient UL 5 W/m2 ◦C
Fluid mass flow rate ṁ 0.014 kg/s
Fluid specific heat Cp 3352 J/kg ◦C
Fluid-to-tube heat transfer coefficient hfi 1500 W/m2 ◦C
Bond conductance Cb ∞ W/m ◦C

Solution

From Equation 6.13.2(g):

κ = (211 × 0.0015 × 5)1/2

sinh

[
(0.1 − 0.0075)

(
5

211 × 0.0015

)1/2
] = 3.346 W/m ◦C

From Equation 6.13.2(h):

γ = −2 cosh

[
(0.1 − 0.0075)

(
5

211 × 0.0015

)1/2
]

− 0.0075 × 5

3.346
= −2.148



280 Flat-Plate Collectors

From Equation 6.13.2(i):

R = 1

π × 0.0065 × 1500
= 0.0326 m ◦C/W

Then kR = 3.346 × 0.0326 = 0.1091. From Equation 6.13.2(a):

F1 = 3.346

5 × 0.1

0.1091(1 − 2.148)2 − 1 + 2.148 − 0.1091

[0.1091(1 − 2.148) − 1]2 − (0.109)2
= 6.310

From Equation 6.13.2(b):

F2 = 1

1.1827
= 0.846

The collector area NWL = 6 × 0.1 × 1.2 = 0.72 m2. From Equation 6.13.2(c) the dimen-
sionless capacitance rate is

F3 = 0.014 × 3352

6.309 × 5 × 0.72
= 2.066

From Equations 6.13.2(d) to 6.13.2(f), F4 = 0.631, F5 = 0.814, and F6 = 0.449. Finally
from Equation 6.13.1,

FR

F1
= 0.148 and FR = 0.148 × 6.310 = 0.93 �

The most common liquid solar heater is uncovered and used for low-temperature
applications such as swimming pool heating. These collectors are typically made from
plastics such as stabilized polyolefin. The parallel-flow channels either are in direct contact
with one another or are connected by very short fins. The short fins are necessary due to
the low thermal conductivity of the plastic material. The same basic equations apply for
these collectors, but the lack of a cover means that estimating the collector loss coefficient
is very uncertain.

6.14 AIR HEATERS

Figure 6.14.1 shows six designs for air heating collectors. Also on this figure are equations
for the collector efficiency factors that have been derived for these geometries. For (e) and
(f), the Löf overlapped glass plates and the matrix air heater, the analyses to date have not
put the results in a generalized form. For these two situations, it is necessary to resort to
numerical techniques for analysis. Selcuk (1971) has analyzed the overlapped glass plate
system. Chiou et al. (1965), Hamid and Beckman (1971), and Neeper (1979) have studied
the matrix-type air heaters. Hollands and Shewen (1981) have analyzed the effects of flow
passage geometry on hfi and F ′.

To illustrate the procedure for deriving F ′ and UL for an air heater, we derive the
equation for type (a) of Figure 6.14.1. Although type (b) is the more common design for
an air heater, type (a) is somewhat more complicated to analyze. Also, type (a) is similar
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Figure 6.14.1 (a–f) Air heater designs and efficiency factors. In (b), (c), and (d) it is assumed that
back losses are from a source at the same temperature as top losses.
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to a collector-storage wall in a passive heating system. A schematic of the collector and
thermal network is shown in Figure 6.14.2. The derivation follows that suggested by Jones
(1979).

At some location along the flow direction the absorbed solar energy heats up the plate
to a temperature Tp. Energy is transferred from the plate to the ambient air at Ta through the
back loss coefficient Ub, to the fluid at Tf through the convection heat transfer coefficient
h2, and to the bottom of the cover glass through the linearized radiation heat transfer
coefficient hr . Energy is transferred to the cover glass from the fluid through the heat
transfer coefficient h1. Energy is lost to the ambient air through the combined convection
and radiation coefficient Ut . Note that Ut can account for multiple covers.

Energy balances on the cover, the plate, and the fluid yield the following equations:

Ut(Ta − Tc) + hr(Tp − Tc) + h1(Tf − Tc) = 0 (6.14.1)

S + Ub(Ta − Tp) + h2(Tf − Tp) + hr(Tc − Tp) = 0 (6.14.2)

h1(Tc − Tf ) + h2(Tp − Tf ) = qu (6.14.3)

These three equations are solved so that the useful gain is expressed as a function of
Ut , h1h2, hr , Tf , and Ta . In other words, Tp and Tc must be eliminated. The algebra is
somewhat tedious and only a few of the intermediate steps are given. Solving the first two
equations for Tp − Tf and Tc − Tf ,

Tp − Tf = S(Ut + hr + h1) − (Tf − Ta)(Uthr + UtUb + Ubhr + Ubh1)

(Ut + hr + h1)(Ub + h2 + hr) − h2
r

(6.14.4)

Tc − Tf = Shr − (Tf − Ta)(Uth2 + UtUb + Uthr + Ubhr)

(Ut + hr + h1)(Ub + h2 + hr) − h2
r

(6.14.5)

Substituting these into the equation for qu and rearranging, we obtain

qu = F ′[S − UL(Tf − Ta)] (6.14.6)

Figure 6.14.2 Type (a) solar air heater and thermal network.
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where

F ′ = hrh1 + Uth2 + h2hr + h1h2

(Ut + hr + h1)(Ub + h2 + hr) − h2
r

(6.14.7)

and

UL = (Ub + Ut)(hrh1 + h2hr + h1h2) + UbUt(h1 + h2)

hrh1 + Uth2 + h2hr + h1h2
(6.14.8)

Note that UL for this collector is not just the top loss coefficient in the absence of back
losses but also accounts for heat transfer between the absorbing surface and the bottom of
the cover. Whenever the heat removal fluid is in contact with a transparent cover, UL will
be modified in a similar fashion.

The equations for type (b) air heaters are derived in a similar manner, but the working
fluid does not contact the cover system. For simplicity, back losses are assumed to occur
from the absorber plate temperature. The following example shows calculation of the
performance of a type (b) air heater.

Example 6.14.1

Calculate the outlet temperature and efficiency of a single-cover type (b) air heater of
Figure 6.14.1 at a 45◦ slope when the radiation incident on the collector is 900 W/m2. The
plate-to-cover spacing is 20mm and the air channel depth is 10mm. The collector is 1m
wide by 4m long. The absorber plate is selective with an emittance of 0.1 and the effective
transmittance-absorptance product is 0.82. The inlet air temperature is 60◦C, the ambient
air temperature is 10◦C, and the mass flow rate of the air is 0.056 kg/s. The wind heat
transfer coefficient is 10 W/m2 ◦C and the sum of the back and edge loss coefficients is
1.0 W/m2 ◦C (see Example 6.4.3). The emittances of the surfaces of the inside of the duct,
ε1 and ε2, are both 0.95.

Solution

From Figure 6.4.4(e) with an assumed average plate temperature of 70◦C, the top loss
coefficient is 3.3 W/m2 ◦C, and with the back and edge loss coefficient of 1.0 W/m2 ◦C,
the overall loss coefficient is 4.3 W/m2 ◦C. The radiation coefficient between the two
air duct surfaces is estimated by assuming a mean radiant temperature equal to the mean
fluid temperature. With an estimated mean fluid temperature of 70◦C,11 we have, from
Equations 3.10.2 and 3.10.3,

hr = 4σT
3

1/ε1 + 1/ε2 − 1
= 4 × 5.67 × 10−8 × 3433

2/0.95 − 1
= 8.3 W/m2 ◦C

The heat transfer coefficients between the air and two duct walls will be assumed to be
equal. The characteristic length is the hydraulic diameter, which for flat plates is twice the

11Section 6.9 suggests a first estimate of the mean fluid temperature as 20◦C above the inlet fluid temperature.
Here we have used a smaller increment to illustrate the iterative solution to the problem.
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plate spacing. The Reynolds number, at an assumed average fluid temperature of 70◦C, is

Re = ρVDh

µ
= ṁDh

Af µ
= 0.056(2 × 0.01)

(0.01 × 1)2.04 × 10−5
= 5490

The length-to-diameter ratio is
L

Dh

= 4

2 × 0.01
= 200

Since Re > 2100 and L/Dh is large, the flow is turbulent and fully developed. From
Equation 3.14.6

Nu = 0.0158(5490)0.8 = 15.5

The heat transfer coefficients inside the duct, h1 and h2, are then

h = 15.5
k

Dh

= 15.5 × 0.029

2 × 0.01
= 22 W/m2 ◦C

From Figure 6.14.1(b), with h1 = h2 = h,

F ′ =
[
1 + UL

h + [
(1/h) + (1/hr)

]−1

]−1

=

1 + 4.3

22 +
(

1

22
+ 1

8.3

)


−1

= 0.87

The dimensionless capacitance rate is

ṁCp

AcULF ′ = 0.056 × 1009

4 × 4.3 × 0.87
= 3.78

From Equation 6.7.5 or Figure 6.7.1,

F ′′ = 3.78[1 − e−1/3.78] = 0.88
or

FR = F ′′F ′ = 0.88 × 0.87 = 0.77

The useful gain, from Equation 6.7.6, is

Qu = 4 × 0.77[900 × 0.82 − 4.3(60 − 10)] = 1610 W

The outlet temperature is

To = Ti + Qu

ṁCp

= 60 + 1610

0.056 × 1009
= 89◦C

It is now necessary to check the assumed mean fluid and absorber plate temperatures. The
mean plate temperature is found from Equation 6.9.4,

Tpm = 60 + 1610/4

4.3 × 0.77
(1 − 0.77) = 88◦C
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and the mean fluid temperature is found from Equation 6.9.2,

Tfm = 60 + 1610/4

4.3 × 0.77
(1 − 0.88) = 74◦C

Since the initial guess of the plate and fluid temperatures was 70◦C, another iter-
ation is necessary. With a new assumed average plate temperature of 88◦C, Ut =
3.4 W/m2 ◦C and UL = 4.4 W/m2 ◦C. The radiation heat transfer coefficient between the
two duct surfaces is 8.7 W/m2 ◦C (with T assumed to be the same as Tfm, or 348 K), the
Reynolds number is 5400, and the heat transfer coefficient is 23 W/m2 ◦C. The parameters
F ′, F ′′, and FR are unchanged so that the useful energy gain remains at 1610W. Note that
even though the first iteration used an estimate of the plate temperature that was 18◦C in
error, only minor changes resulted from the second iteration.

The efficiency is

η = Qu

AcGT

= 1610

4 × 900
= 0.45, 45% �

A novel uncovered air heating collector has been studied both analytically and
experimentally by Kutscher et al. (1993), Kutscher (1994), and Summers (1995). These
transpired systems consist of a dark (solar-absorbing) building façade that is perforated
and sealed around the edges. A fan draws outside air in through the perforations and into
the space between the absorber and the building wall. The air is heated as it passes over
the front surface, through the holes, and along the backside of the collector. The heated air
is then ducted into a building or into another heater to bring the temperature to the desired
level. These systems are often very large, and as a result the convection loss from the
surface is very small (if the suction flow rate per unit area is sufficiently large, convection
losses only occur at the edges). Consequently, the collector losses consist primarily of
radiation to the surroundings. The collector useful gain is the difference between the
absorbed radiation and the radiation losses:

Qu = Ac[S − εσFc−g(T
4
c − T 4

a ) − εσ (1 − Fc−g)(T
4
c − T 4

sky)] (6.14.9)

where Fc−g is the view factors from collector to ground (equal to 1
2 for a vertical collector)

and ε is the collector infrared emittance. The collector temperature is found from an
effectiveness relating the collector useful energy gain to the maximum possible energy
gain:

Qu

ṁcp(Tc − Ta)
= 1 − exp(−NTU) = 1 − exp

[
−h

(
Ac − Aholes

)
ṁCp

]
(6.14.10)

where ṁ is the mass flow rate through the collector holes,Aholes is the area of the holes, and
h is the heat transfer coefficient found from Equation 3.16.8 The collector useful energy
gain Qu can be eliminated between Equations 6.14.9 and 6.14.10, resulting in a single
nonlinear equation for the collector temperature Tc. With Tc known the useful energy gain



286 Flat-Plate Collectors

can be determined from either Equation 6.14.9 or 6.14.10 and the outlet temperature can
be calculated from

Qu = ṁcp (To − Ta) (6.14.11)

Example 6.14.2

Determine the useful energy gain, the collector efficiency, the outlet temperature, and the
pressure drop of a transpired collector 10m wide by 3m high. The holes are close packed
(equilateral triangles) with a spacing between holes of 18mm and a hole diameter of
1.6mm. The mass flow rate through the collector per unit of collector area is 0.05 kg/m2 s.
The collector surface is painted with a nonselective paint with an infrared emittance and a
solar absorptance of 0.90. The ambient temperature is 300 K and the sky temperature is
292 K. The solar energy incident on the surface is 800 W/m2.

Solution

At a temperature of 300 K, ρ = 1.176 kg/m3, k = 0.0257 W/m K, cp = 1007 J/kg K,

and µ = 1.857 × 10−5 kg/m s. For equilateral triangles with holes at the corners one-half
of a hole is associated with each triangle. The porosity σp, the ratio of hole area to triangle
area (which is the same as the area of all holes to the collector area), is then

σp = Ahole

Atriangle
= Aholes

Ac

= π

2
√
3

(
D

P

)2

= 0.907

(
0.0016

0.018

)2

= 0.00717

resulting in Aholes = 0.215 m2. The velocity through the holes is then

Vholes = 0.05 × Ac

ρAholes
= 0.05 × 30

1.176 × 0.215
= 5.93 m/s

and the Reynolds number is

ReD = ρVholesD

µ
= 1.176 × 5.93 × 0.0016

0.00001857
= 601

The heat transfer coefficient is found from Equation 3.16.8:

h = 0.0257

0.0016
2.75

(
0.018

0.0016

)−1.2

6010.43 = 37.9 W/m2 K

resulting in

NTU = h(Ac − Aholes)

ṁcp

= 37.9(30 − 0.215)

0.05 × 30 × 1007
= 0.747

The view factor from the collector to the ground is 0.5. From Equations 6.14.9 and 6.14.10
a nonlinear equation for the collector temperature is

S − εσ


T 4

c −
(
T 4

a + T 4
sky

)
2


 = ṁ

Ac

cp(Tc − Ta)(1 − e−NTU)
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Everything but Tc is known. Solving, Tc = 321.4 K. The useful gain from Equation 6.14.9
is

Qu = Ac

[
S − εσ

(
T 4

c −
T 4

a + T 4
sky

2

)]

= 30

[
0.9 × 800 − 0.90 × 5.67 × 10−8

(
321.44 − 3004 + 2924

2

)]
= 17,000 W

and the outlet temperature from Equation 6.14.11 is

To = Ta + Qu

ṁcp

= 300 + 17,000

0.05 × 30 × 1007
= 311.3 K = 38◦C

The collector efficiency is the useful energy gain divided by the incident solar, or

η = 17,000

30 × 800
= 0.71

The approach velocity is Vapp = ṁ/(ρAc) = 0.05/1.176 = 0.0425 m/s. The pressure drop
across the plate is found from Equation 3.16.9:

�p = ρV 2
app

2
6.82

(
1 − σp

σp

)2

Re−0.236
D

= 1.176 × 0.04252

2
6.82

(
1 − 0.00717

0.00717

)2

601−0.236 = 307 Pa

This pressure drop and other pressure losses in the flow path must be made up by the
system fan to produce the desired airflow rate. �

Transpired collectors have some operating characteristics that are generally opposite
to those of conventional collectors. Kutscher (1994) shows that wind will increase the heat
transfer coefficient somewhat leading to increased collector performance. Kutscher also
provides a correlation for the heat transfer coefficient that includes the effect of wind. The
plate thermal conductivity has little influence on the collector performance so that the plate
could be made from metal or plastic. And finally, as the ambient temperature decreases,
the heat loss by radiation decreases, resulting in an increase of the collector efficiency
(a conventional air heater heating outside air will also exhibit an increase in efficiency with
decreasing ambient temperature).

Kutscher (2005) suggests the following design guidelines for transpired solar collec-
tors: The minimum approach velocity should be 0.020 m/s and the minimum hole pressure
drop should be 25 Pa.

6.15 MEASUREMENTS OF COLLECTOR PERFORMANCE

The first detailed experimental study of the performance of flat-plate collectors, by Hottel
and Woertz (1942), was based on energy balance measurements on an array of collectors
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on an experimental solar-heated building. The analysis was basically similar to that of
the previous sections, but with performance calculations based on mean plate temperature
rather than on inlet temperature and FR . They developed a correlation for thermal losses
which was a forerunner of Equation 6.4.9. Their experimental data were for time periods of
many days, and calculated and measured performance agreed within approximately 13%
before effects of dust and shading were taken into account.

Tabor (1958)modified theHottel andWoertz loss calculation by use of newcorrelations
for convection transfer between parallel planes and values of emittance of glass lower
than those used by Hottel and Woertz. These modifications permitted estimation of loss
coefficients for collectors with selective surfaces. Tabor found equilibrium (no fluid flow)
temperatures from experiment and theory for a particular collector to be 172 and 176◦C,
indicating satisfactory agreement. He also recalculated the results of Hottel and Woertz
using his modified heat loss coefficients and found calculated and measured losses for two
sets of conditions to be 326 versus 329 W/m2 ◦C and 264 versus 262 W/m2 ◦C, again
indicating excellent agreement. Moore et al. (1974) made extensive comparisons of the
performance of a flat-plate liquid heating collector with results predicted by use of the
original Hottel and Woertz method. The operating conditions were similar to those of
Hottel and Woertz, and agreement was good.

As shown by these examples and by many other measurements, there is substantial
experimental evidence that the energy balance calculationmethods developed in this chapter
are very satisfactory representations of the performance of most flat-plate collectors.

6.16 COLLECTOR CHARACTERIZATIONS

Based on the theory outlined in the previous sections and the laboratory measurements
that support the theory, several methods for characterizing collectors can be noted. These
characterizations, or models, have various numbers of parameters and are thus of varying
complexity, and they serve different purposes. At one extreme very detailed models include
all of the design features of the collector (plate thickness, tube spacing, number of covers
and cover material, back and edge insulation dimensions, etc.). At the other extreme is
a model that includes only two parameters, one that shows how the collector absorbs
radiation and the other how it loses heat. (The simplest model would be a one-parameter
model, a single efficiency; this is essentially useless as the efficiency is dependent on
the collector operating temperature and ambient temperature, so that in most collector
applications the efficiency changes with time.)

For collector design (i.e., specification of the details of the design, such as plate
thickness, tube spacing, etc.) and for detailed understanding of how collectors function,
detailed models are appropriate. The most complete steady-state model includes all of the
design parameters entering the terms in Equation 6.7.6, that is, those that determine FR ,
UL, and (τα)av. To this can be added an analysis of transient behavior, which can be a
single lumped-capacitance analysis (like that of Section 6.12) or a multinode analysis. For
most flat-plate collectors, the single-capacitance model is adequate, and for many it may
not be necessary to consider thermal capacitance at all.

For use in simulations of thermal processes, less complex models are usually adequate.
Several of these have been used [e.g., in the simulation program TRNSYS (2012) and by
Wirsum (1988)]; in these models, one, two, or all of the three major terms in Equation 6.7.6
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may be considered as variables12: an angular-dependent (τα)av, a temperature-dependent
UL, and a temperature-dependent FR .

The definition of instantaneous efficiency, combined with Equation 6.7.6, provides the
basis for simulation models:

ηi = Qu

AcGT

= FR[GT (τα)av − UL(Ti − Ta)]

GT

(6.16.1)

If most of the radiation is beam radiation that is nearly normal to the collector and if FR

and UL do not vary greatly in the range of operation of the collector, FR(τα)n and FRUL

are two parameters that describe how the collector works, where FR(τα)n is an indication
of how energy is absorbed and FRUL is an indication of how energy is lost. These two
parameters constitute the simplest practical collector model.

A third parameter describes the effects of the angle of incidence of the radiation. An
incidence angle modifier for beam radiation can be defined as the ratio (τα)b/(τα)n; it
is a function of θb. As shown in the next section, the incidence angle modifier can be
approximately represented in terms of a single coefficient bo, the third parameter in this
simple collector model.

We now have a three-parameter model [FR(τα)n, FRUL, and bo] for a flat-plate
collectorwhich takes into account themajor phenomena associatedwith collector operation.
This model will be utilized in Part III of this book on design of systems.

Other models can be written which account for temperature dependence of UL and FR

and for complex angular relationships for (τα)av. Thus there is a range of collector thermal
performance models that vary in their level of detail. The selection of a model depends
on the purposes at hand. If the collector operates over restricted ranges of conditions,
which is true of many space and water heating applications, then the simplest model is
quite adequate. If operating conditions are highly variable, more complex models may be
needed.

6.17 COLLECTOR TESTS: EFFICIENCY, INCIDENCE ANGLE MODIFIER,
AND TIME CONSTANT

This section is concerned with how collector tests are done and how test data are presented
in useful ways. In the next section, test data are presented for typical flat-plate collectors
of the types shown in Sections 6.13 and 6.14. The following two sections discuss methods
for manipulating test data to get them in forms that are needed for designing solar energy
systems.

In the mid-1970s many new collector designs appeared on the commercial market.
Needs developed for standard tests to provide collector operating data. Information was
needed on how a collector absorbs energy, how it loses heat, the effects of angle of
incidence of solar radiation, and the significant heat capacity effects. In response to this
need in the United States, the National Bureau of Standards (NBS; Hill and Kusuda, 1974)
devised a test procedure [see also Hill and Streed (1976, 1977) and Hill et al. (1979)]13

12In Equation 6.7.6 S can be written as GT (τα)av.
13European test practices are discussed in detail by Gillett and Moon (1985).
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which has been modified by ASHRAE. The ASHRAE/ANSI 93–2003 (2003) standard
procedure is the basis for this section. A standard test procedure has been adopted by the
European Union (EU; EN 12975–1:2000 and EN 12975–1:2001). Other countries have
either developed their own test standard or adopted either the ASHRAE or the EU standard.

Collector thermal performance tests can be considered in three parts. The first
is determination of instantaneous efficiency with beam radiation nearly normal to the
absorber surface. The second is determination of effects of angle of incidence of the solar
radiation. The third is determination of collector time constant, a measure of effective heat
capacity.

The basic method of measuring collector performance is to expose the operating
collector to solar radiation and measure the fluid inlet and outlet temperatures and the fluid
flow rate. The useful gain is then

Qu = ṁCp(To − Ti) (6.17.1)

In addition, radiation on the collector, ambient temperature, and wind speed are also
recorded. Thus two types of information are available: data on the thermal output
and data on the conditions producing that thermal performance. These data permit the
characterization of a collector by parameters that indicate how the collector absorbs energy
and how it loses energy to the surroundings.

Equation 6.7.6, which describes the thermal performance of a collector operating
under steady conditions, can be written in terms of the incident radiation:

Qu = AcFR[GT (τα)av − UL(Ti − Ta)] (6.17.2)

Here (τα)av is a transmittance-absorptance product that is weighted according to the
proportions of beam, diffuse, and ground-reflected radiation on the collector, as discussed
in Section 5.9. Testing standards generally require that during a collector test the beam
normal radiation be high and the diffuse fraction be low. Consequently, the (τα) determined
under test conditions is for conditions under which a collector provides most of its useful
output, that is, when radiation is high and most of the incident radiation is beam radiation.
It is customary to drop the subscript av from Equation 6.17.2 and treat the resulting (τα)

as representative of the beam component.
Equations 6.17.1 and 6.17.2 can be used to define an instantaneous efficiency:

ηi = Qu

AcGT

= FR(τα) − FRUL(Ti − Ta)

GT

(6.17.3)

and

ηi = ṁCp (To − Ti)

AcGT

(6.17.4)

These equations are the basis of the standard test methods outlined in this section.
Other equations are also used. European practice is to base collector test results on

Tf,av, the arithmetic average of the fluid inlet and outlet temperatures.14 Thus

ηi = Fav (τα) − FavUL(Tf,av − Ta)

GT

(6.17.5)

14Methods for converting between FR and Fav are given in Section 6.19.
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ASHRAE 93–2003 sets forth three standard test procedures for liquid heaters and
one for air heaters. A schematic of one of these, a closed-loop system for liquid heating
collectors, is shown in Figure 6.17.1. Although details differ, the essential features of all
of the procedures can be summarized as follows:

1. Means are provided to feed the collector with fluid at a controlled inlet temperature;
tests are made over a range of inlet temperatures.

2. Solar radiation is measured by a pyranometer on the plane of the collector.

3. Means of measuring flow rate, inlet and outlet fluid temperatures, and ambient
conditions are provided.

4. Means are provided for measurements of pressure and pressure drop across the
collector.

The ASHRAE method for air collectors includes the essential features of those for
liquid heaters, with the addition of detailed specifications of conditions relating to airflow,
air mixing, air temperature measurements, and pressure drop measurements.

Measurements may be made either outdoors or indoors. Indoor tests are made using
a solar simulator, that is, a source producing radiant energy that has spectral distribution,
intensity, uniformity in intensity, and direction closely resembling that of solar radiation.
Means must also be provided to move air to produce wind. [See Vernon and Simon (1974),
Simon (1976), and Gillett (1980).] There are not many test facilities of this kind available,
the results are not always comparable to those of outdoor tests, and most collector tests
are done outdoors. Gillett (1980) has compared the results of outdoor tests with those
of mixed indoor and outdoor tests and notes that diffuse-fraction and longwave radiation
exchange (which are not the same indoors and outdoors) can affect the relative results of
the tests.

The general test procedure is to operate the collector in the test facility under nearly
steady conditions, measure the data to determine Qu from Equation 6.17.1, and measure
GT , Ti , and Ta , which are needed for analysis based on Equation 6.17.3. Of necessity,
this means outdoor tests are done in the midday hours on clear days when the beam
radiation is high and usually with the beam radiation nearly normal to the collector.
Thus the transmittance-absorptance product for these test conditions is approximately the
normal-incidence value and is written as (τα)n.

Tests are made with a range of inlet temperature conditions. To minimize effects of
heat capacity of collectors, tests are usually made in nearly symmetrical pairs, one before
and one after solar noon, with results of the pairs averaged. Instantaneous efficiencies are
determined from η = ṁCp(To − Ti)/AcGT for the averaged pairs and are plotted as a
function of (Ti − Ta)/GT . A sample plot of data taken at five test sites under conditions
meeting ASHRAE specifications is shown in Figure 6.17.2.

If UL, FR , and (τα)n were all constant, the plots of ηi, versus (Ti − Ta)/GT would
be straight lines with intercept FR(τα)n and slope −FRUL. However, they are not, and
the data scatter. From Section 6.4 it is clear that UL is a function of temperature and wind
speed, with decreasing dependence as the number of covers increases. Also, FR is a weak
function of temperature. And some variations of the relative proportions of beam, diffuse,
and ground-reflected components of solar radiation will occur. Thus scatter in the data are
to be expected, because of temperature dependence, wind effects, and angle-of-incidence
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Figure 6.17.1 Closed-loop test setup for liquid heating flat-plate collectors. From ASHRAE Standard 93–2003 (2003), with permission.
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Figure 6.17.2 Experimental collector efficiency data measured for a liquid heating flat-plate
collector with one cover and a selective absorber. Sixteen points are shown for each of five test
sites. The curve represents the theoretical characteristic derived from points calculated for the test
conditions. Adapted from Streed et al. (1979).

variations. In spite of these difficulties, long-time performance estimates of many solar
heating systems, collectors can be characterized by the intercept and slope [i.e., byFR(τα)n
and FRUL].

Example 6.17.1

A water heating collector with an aperture area of 4.10 m2 is tested by the ASHRAE
method, with beam radiation nearly normal to the plane of the collector. The following
information comes from the test:

Qu (MJ/h) GT (W/m2) Ti (
◦C) Ta (

◦C)

9.05 864 18.2 10.0
1.98 894 84.1 10.0

What are FR(τα)n and FRUL for this collector based on aperture area?

Solution

For the first data set,

ηi = 9.05 × 1000

864 × 3.6 × 4.10
= 0.71

and
Ti − Ta

GT

= 18.2 − 10.0

864
= 0.0095 m2C/W
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For the second data set, ηi = 0.15 and (Ti − Ta)/GT = 0.083 m2C/W. These two points
are shown on the plot.

The slope is
0.71 − 0.15

0.0095 − 0.083
= 7.62 W/m2 ◦C

Then FRUL = −slope = 7.62 W/m2C. The intercept of the line of the ηi axis is 0.78,
which is FR(τα)n. (In practice, tests produce multiple data points and a least-squares fit
would be used to find the best constants.) �

The collector area appears in the denominator of the definition of ηi . Various areas
have been used: gross area, glass area, aperture area, unshaded absorber plate area, and so
on. Gross collector area is defined as the total area occupied by a collector module, that is,
the total area of a collector array divided by the number of modules in the array. Aperture
area is defined as the unobstructed cover area or the total cover area less the area of cover
supports. The unshaded absorber plate area is also sometimes used. ASHRAE 93–2003
uses the gross collector area while European practice is to use the aperture area. It does not
matter which area is used as long as it is specified clearly so that the same area basis can
be used in subsequent design calculations.

In Example 6.17.1, if the collector has a gross area of 4.37 m2, FR(τα)n and FRUL

based on the gross area would be the numbers based on the aperture area multiplied by
4.10/4.37.

Additional methods of treating test data may be encountered. For example, Cooper
and Dunkle (1981) assume a linear temperature dependence of the overall loss coefficient
of the form

ULF ′ = a + b(T − Ta) (6.17.6)

resulting in the following expression for the instantaneous efficiency:

ηi = F ′(τα) − a
�Tm

GT

− b
�T 2

m

GT

(6.17.7)

where �Tm is the true mean fluid temperature difference.15 Cooper and Dunkle show
that replacing the true mean fluid temperature with the arithmetic average of inlet and

15The symbols ηo,a1, and a2 are sometimes used in place of F ′(τα), a, and b.
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outlet temperature, (Ti + To)/2 − Ta , results in very small errors for practical collector
designs.16 This formulation assumes a and b are constants at a particular wind speed; wind
speed variations can dominate the temperature effect for one-cover collectors. Additional
parameters are needed if wind speed dependence is considered. For plotting, a convenient
form of Equation 6.17.7 is obtained if b is replaced by a new (assumed to be constant)
parameter, b′ = bGT , so that the instantaneous efficiency is a second-order function of
�Tm/GT . The value of GT in the parameter b′ is typically assigned a value of 800 W/m2.
In the United States common practice when using Equation 6.17.7 is to replace �Tm by
Tin − Ta and to replace F ′ by FR . The values of the parameters a and b are different in this
representation.17

Proctor (1984) and Perers (1993) propose empirical efficiency equations that take
into account a wide range of conditions such as wind speed, temperature-dependent loss
coefficient, beam and diffuse fractions, radiation sink temperature, and thermal capacitance.

The second important aspect of collector testing is the determination of effects of angle
of incidence of the incident radiation. An incidence angle modifier Kτα can be introduced
into Equation 6.17.2. The dependence of (τα) on the angle of incidence of radiation on
the collector varies from one collector to another, and the standard test methods include
experimental estimation of this effect. In the discussion leading to Equation 6.17.3 it was
noted that the requirement of a clear test day means that the experimental value of (τα)

will be essentially the same as (τα)b. The incidence angle modifier for beam radiation
incident at angle θb is written as

Kτα(θb) = (τα)b

(τα)n
(6.17.8)

Then for clear days

Qu = AcFR[GT Kτα(τα)n − UL(Ti − Ta)] (6.17.9)

A general expression has been suggested by Souka and Safwat (1966) for angular
dependence of Kτα for collectors with flat covers as

Kτα = 1 − bo

(
1

cos θ
− 1

)
(6.17.10)

where bo is a constant called the incidence angle modifier coefficient. (Note that this
equation follows the ASHRAE 93–2003 convention and bo is generally a positive number,
which is opposite to the older ASHRAE standard.) Figure 6.17.3 shows an incidence
angle modifier Kτα for a typical single-cover collector plotted as a function of both θ and
1/ cos θ − 1. Also shown is the fit using Equation 6.17.10 where bo = 0.136. At incidence
angles less than about 60◦, Equation 6.17.10 is a useful approximation to account for

16Cooper and Dunkle (1981) provide exact analytical equations for the instantaneous efficiency. The use of the
average fluid temperature is discussed further in Section 6.19. Also note that the last term in Equation 6.17.7 is
�T 2

m/GT and not (�Tm/GT )2.
17See Section 6.19 for converting between the two representations.
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Figure 6.17.3 Incidence angle modifier as function of θ and 1/ cos θ − 1 for a collector with a flat
cover.

angle-of-incidence effects. At large angles of incidence, the linear relationship no longer
applies, but most of the useful energy absorbed in a collector system will be at times when
θ < 60◦.

ASHRAE 93–2003 recommends that experimental determination of Kτα be done by
positioning a collector in indoor tests so that θ is 0◦, 30◦, 45◦, and 60◦. For outdoor tests it
is recommended that pairs of tests symmetrical about solar noon be done early and late in
the day, when angles of incidence of beam radiation are approximately 30◦, 45◦, and 60◦.
The European standard suggests that the single angle of 50◦ be used.

Tesfamichael and Wäckelgård (2000) show that adding an exponent n to the term in
brackets [i.e., Kτα = 1 − bo(1/ cos θ − 1)n] and determining both bo and n, the fit can
be significantly improved and the range of validity can be greater than 60◦.

When predicting the performance of a collector with Equation 6.7.6, it is necessary
to consider separately the beam, diffuse, and ground-reflected radiation components. The
beam radiation is treated as outlined in this section. The diffuse and ground-reflected
radiation are considered to be at the appropriate angles of incidence from Figure 5.4.1.
The incidence angle modifier function determined for the beam component is used for the
diffuse and ground-reflected radiation at their effective angles. This approach is appropriate
since collector tests are made under clear-sky conditions when the fraction of beam is high
so the data are indicative of the effects of the angle of incidence of beam radiation. The
S in Equation 6.7.6, written in terms of the beam, diffuse, and ground-reflected incidence
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angle modifiers, is then

S = IbRbKτα,b(τα)n + IdKτα,d(τα)n

(
1 + cos β

2

)

+ ρgIK
τα,g

(τα)n

(
1 − cos β

2

)
(6.17.11)

Evacuated tubular collectors of the types shown in Figure 6.13.1(d–f) have covers
that are optically nonsymmetrical. As recommended by Mclntire and Read (1983), biaxial
incidence angle modifiers are used. Figure 6.17.4 shows the two planes of the modifiers,
the transverse and the longitudinal planes. An overall incidence angle modifier is taken as
the product of the two:

Kτα = (Kτα)t (Kτα)l (6.17.12)

The third aspect of collector testing is the determination of the heat capacity of a
collector in terms of a time constant. The time constant is defined as the time required
for a fluid leaving a collector to change through (1 − 1/e) = (0.632) of the total change
from its initial to its ultimate steady value after a step change in incident radiation or
inlet fluid temperature. The ASHRAE standard test procedure outlines two procedures for
estimating the time constant. The first is to operate a collector at nearly steady conditions
with inlet fluid temperature controlled at or very near ambient temperature. The solar
radiation is abruptly shut off by shading or repositioning the collector and the decrease in
outlet temperature (with the pump running) is noted as a function of time. The time t at
which the equality for Equation 6.17.12 is reached is the time constant of the collector:

To,t − Ti

To,init − Ti

= 1

e
= 0.368 (6.17.13)

Figure 6.17.4 The planes of the evacuated tube incidence angle modifiers. From Theunissen and
Beckman (1985).
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Figure 6.17.5 Time-temperature plot for a flat-plate air heater showing temperature drop on
sudden reduction of the solar radiation on the collector to zero. The time constant is the time for the
temperature to drop to 1/e of the total potential drop, that is, for B/A to reach 0.368. Adapted from
Hill et al. (1979).

where To,t is the outlet temperature at time t and To,init is the outlet temperature
when the solar radiation is interrupted. A typical time-temperature history is shown
in Figure 6.17.5.

An alternative method for measuring a collector time constant is to test a collector not
exposed to radiation (i.e., at night, indoors, or shaded) and impose a step change in the
temperature of the inlet fluid from a value well above ambient (e.g., 30◦C) to a value very
near ambient. Equation 6.17.13 also applies to this method (which may not give results
identical with the first method).

There are other test procedures and analyses which produce more detailed information
about collectors. Proctor (1984) provides a detailed discussion of evaluation of instruments
used in tests and the sensitivity of test results to instrumental errors. He shows that
uncertainties in radiation measurements dominate the uncertainties. He develops collector
efficiency equations based on a mean fluid temperature Tf,m that includes nonlinearities
in �T and separately accounts for ambient and sky temperatures. The result is a six-
constant model with various combinations of the constants applicable to various types of
collectors.

Gillett and Moon (1985) review European practices and standards for collector testing.
Proctor and James (1985) note that there can be as much as ± 10% variations in the
measured values of FR(τα)n in production runs of collectors with selective surfaces.
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6.18 TEST DATA

For purposes of illustrating the kinds of data that are available and the differences that exist
among collectors, test results for several flat-plate collectors are shown.18 These data are
based on the ASHRAE 93–2003 standard procedures. Figure 6.18.1 shows test points and
correlations for a double-glazed liquid heater. The points and solid curve are based on the
aperture area of the collector, that is, the unobstructed glass area. The dashed curve shows
the correlation based on the gross area of the collector. In some of the tests the intensity
of incident radiation GT was reduced by a shading screen to obtain points over a range of
values of (Ti − Ta)/GT .

Figure 6.18.2 shows a set of five curves for different collector designs. There are
obvious differences in these collector characteristics. The selection of one or another of
these collectors would depend on the operating conditions, that is, on the range of values of
(Ti − Ta)/GT that are expected in an application, and on costs. The fact that one collector
may be more efficient than another in part or all of its range of operating conditions does not
mean that it necessarily is a better collector in an economic context; as will be pointed out
later, collectors must be evaluated in terms of their performance in systems and ultimately
in terms of costs.

Hill et al. (1979) have measured the effects of angle of incidence of radiation on the
collector of Figure 6.18.1; these are shown in Figure 6.18.3.

Figure 6.18.4. shows characteristic curves for two air heating flat-plate collectors,
one of them operating at two different airflow rates. These curves are based on gross
collector area. It is characteristic of most air heaters that they are operated at relatively

Figure 6.18.1 Test points for a liquid heater based on collector aperture area. Also shown is the
correlation based on gross collector area. The collector is double glazed with antireflective coatings
on three glass surfaces and has a black chrome selective surface. Gross collector area is 1.66 m2 and
aperture area is 1.40 m2. Adapted from Hill et al. (1979).

18Solar collector performance test data are available on the World Wide Web. For example, in the United States
see the Solar Rating and Certification Corporation and its Directory of SRCC Certified Solar Collector Ratings
(updated periodically) at www.solar-rating.org.
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Figure 6.18.2 Characteristics of five collectors: (a) one-cover liquid heater with selective absorber;
(b) one-cover liquid heater with moderately selective black paint absorber; (c) one-cover air heater
with black nickel absorber; (d) glass vacuum tube liquid heater with sputtered aluminum nitride
absorber; (e) unglazed liquid heater with flat-black absorber. Details of plate thickness, tube spacing,
etc., vary among these collectors. The slope of (e) will be very sensitive to wind speed. Data from
Directory of SRCC Certified Solar Collector Ratings.

Figure 6.18.3 Data on incidence angle modifier for a double-glazed water heating collector. The
conditions of operation were collector tilted 25◦ to south, ambient temperature 34◦C, wind speed
4.5 m/s, and insolation 230 to 830 W/m2 of which an estimated 20% was diffuse. Adapted from
Hill et al. (1979).
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Figure 6.18.4 Characteristic curves for two air heaters: (a) one-cover, selective absorber, operated
at 25 liters/m2 s; (b) same collector, operated at 10 liters/m2 s; (c) one-cover selective black chrome
absorber, operated at 20 liters/m2 s.

low capacitance rates, have low heat transfer coefficients between absorber surface and
fluid, and show relatively low values of FR . The low flow rates are used to minimize
pressure drop in the collectors. The collector represented by (a) is operated at higher than
normal airflow rates. (Also, low airflow rates through pebble bed storage units used with
air heaters in space heating applications result in high thermal stratification, which has
operating advantages. See Chapters 9 and 13.)

Test data for flat-plate collectors in evacuated tubes are not as neatly categorized
as those for collectors with flat covers, as there is more variability in their design and
they may operate in higher temperature ranges where temperature dependence of losses is
more important. Figure 6.18.5 shows ηi-versus-(Ti − Ta)/GT data for an evacuated-tube

Figure 6.18.5 Test curves, operating points, and straight-line fit to the operating points for a
Sanyo evacuated tube collector of the type shown in Figure 6.13.1(d), with tubes close packed, flat
absorbers, and tubes oriented on horizontal axis. Adapted from International Energy Agency (1986).
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collector with flat absorbers and close-packed tubes. There is a spread of the data and a
dependence on radiation level that is not evident in ordinary flat-plate collectors.

As noted, the presence of cylindrical covers dictates that the optical properties of
these collectors will not be symmetrical. For collectors with tubes on the sloped axis,
if the slope is approximately the same as the latitude, the component of the angle of
incidence in the longitudinal plane will vary with declination, but not greatly, and the
major angle-of-incidence effects will be in the transverse plane.

6.19 THERMAL TEST DATA CONVERSION

Data from collector tests in the United States are usually expressed in terms of ηi and
(Ti − Ta)/GT as shown in Figures 6.18.2. Practice in some other countries is to express
ηi as a function of (Tav − Ta)/GT . Test data for air systems are sometimes expressed as ηi

as a function of (To − Ta)/GT . In this section, methods are presented for converting test
results from one format to another.

If test data are plotted as ηi versus (Tav − Ta)/GT , where Tav is the arithmetic average
of inlet and outlet fluid temperatures, the equation of the straight line is19

ηi = Fav(τα)n − FavUL

Tav − Ta

GT

(6.19.1)

If the flow rate of the fluid is known, the intercept Fav(τα)n and slope −FavUL of the
curve of Equation 6.19.1 are related to FRUL and FR(τα)n. Eliminating η and To from
Equations 6.17.3 to 6.17.5 (Beckman et al., 1977), these relationships are found to be

FR(τα)n = Fav(τα)n

(
1 + AcFavUL

2ṁCp

)−1

(6.19.2a)

Fav(τα)n = FR(τα)n

(
1 − AcFRUL

2ṁCp

)−1

(6.19.2b)

and

FRUL = FavUL

(
1 + AcFavUL

2ṁCp

)−1

(6.19.3a)

FavUL = FRUL

(
1 − AcFRUL

2ṁCp

)−1

(6.19.3b)

For air heater test data that are presented as plots of ηi , versus (To − Ta)/GT , the
intercept Fo(τα)n and slope − FoUL of these curves can be converted to FRUL and

19When the fluid flow rate is high, Fav, F
′, and FR are nearly the same.
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FR(τα)n by the following:

FR(τα)n = Fo(τα)n

(
1 + AcFoUL

ṁCp

)−1

(6.19.4a)

Fo(τα)n = FR(τα)n

(
1 − AcFRUL

ṁCp

)−1

(6.19.4b)

FRUL = FoUL

(
1 + AcFoUL

ṁCp

)−1

(6.19.5a)

FoUL = FRUL

(
1 − AcFRUL

ṁCp

)−1

(6.19.5b)

Example 6.19.1

What are FRUL and FR(τα)n for the two-cover air heater having FoUL = 3.70 W/m2 ◦C
and Fo(τα)n = 0.64? The volumetric flow rate per unit area is 10.1 liters/m2 s.

Solution

For air at 20◦C, Cp = 1006 J/kg and ρ = 1.204 kg/m3 or 0.001204 kg/liter. Then

AcFoUL

ṁCp

= 3.7

10.1 × 0.001204 × 1006
= 0.302

Then from Equations 6.19.4a and 6.19.5a,

FR(τα)n = 0.64

1 + 0.302
= 0.49

FRUL = 3.7

1 + 0.302
= 2.84 W/m2 ◦C �

Figure 6.19.1 shows linear test results for an air heating collector plotted in all three of
the common formats. The three curves have a common intercept at ηi = 0. For air heaters
the differences in the three methods of plotting are substantial; for liquid heaters operating
at normal to high flow rates, the differences among the three are less.

The collector area that is used to define the measured efficiency with Equation 6.17.4
is not the same in all standards. In the United States the convention is to use the gross
collector area—the area that takes space on a roof. In some standards the aperture area or
absorber area or other defined areas are used. For example in a collector panel consisting of
a number of separated evacuated tubes without a back reflector, one standard uses the area
inside the glass tubes. It is not difficult to change the performance parameters from one
area to another since all that is required is to know the area used in the test and the desired
(usually gross) area. The parameters in Equations 6.7.6 or 6.17.7 are then converted by a
simple area ratio.
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Figure 6.19.1 Efficiency curves for an air heating flat-plate collector plotted as functions of Ti ,
Tav, and To.

Sometimes a second-order collector equation is known but a linear equation is
desired. The simplest way to perform this conversion is numerically and is illustrated in
Example 6.19.2.

Example 6.19.2

Acollectormanufacturer supplies the following data based upon Equation 6.17.7when used
with the aperture area: F ′(τα)n = 0.736, a = 4.32 W/m2 K; b = 0.0062 W/m2 K2; test
volumetric flow rate 150 liters/h of 33.3% glycol-water mixture; aperture area 1.395 m2;
length 2.15m and width 0.935m. Convert these test data to the linear collector equation
(Equation 6.7.6) based upon the gross collector area (the f -chart design method of
Chapter 20 uses Equation 6.7.6).

Solution

The gross area is 2.15 × 0.935 = 2.010 m2 so that the ratio of aperture to gross
area is 1.395/2.010 = 0.694. The collector parameters based upon the gross area are
then F ′(τα)n = 0.736 × 0.694 = 0.511, a = 4.32 × 0.694 = 3.00 W/m2 K, b = 0.0062
× 0.694 = 0.0043 W/m2 K2. The linear fit and the second-order fit can have the same
efficiency and �T/G at only two conditions so it is necessary to choose two values
of �T/G where the two curves intersect. It is also necessary to choose a value of the
incident radiation so that the second-order collector equation is a function of �T/G.
Values of �T/G of 0.05 and 0.12 and G = 800 W/m2 are reasonable choices, leading to
two equations with two unknowns:

F ′(τα)n − F ′UL × 0.05 = 0.511 − 3.00 × 0.05 − 0.0043 × 800 × 0.052

F ′(τα)n − F ′UL × 0.12 = 0.511 − 3.00 × 0.12 − 0.0043 × 800 × 0.122
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which leads to F ′(τα)n = 0.531 and F ′UL = 3.58 W/m2 ◦C. Equations 6.19.2a and
6.19.3a are used to convert to the desired parameters of FR(τα)n and FRUL. The density
and specific heat of the collector fluid are 1.027 kg/liter and 3771 J/kg ◦C so that

FR(τα)n = 0.531 ×
(
1 + 2.010 × 3.58

2 × 150 × 1.027 × 3771/3600

)−1

= 0.519

FRUL = 3.58 ×
(
1 + 2.010 × 3.58

2 × 150 × 1.027 × 3771/3600

)−1

= 3.50 W/m2 ◦C

�

6.20 FLOW RATE CORRECTIONS TO FR(τα)n AND FRUL

Ideally, test data should be measured at flow rates corresponding to those to be used in
applications. If a collector is to be used at a flow rate other than that of the test conditions,
an approximate analytical correction to FR(τα)n and FRUL can be obtained from the ratios
of values of FR determined by use of Equation 6.7.4 or 6.7.5. Assume that the only effect
of changing flow rate is to change the temperature gradient in the flow direction and that
changes in F ′ due to changes of hfi with flow rate are small (reasonable assumptions for
liquid heating collectors operating at normal flow rates). The ratio r by which FRUL and
FR(τα)n are to be corrected is then given by

r = FRUL|use
FRUL|test

= FR(τα)n|use
FR(τα)n|test

(6.20.1)

r =

ṁCp

AcF
′UL

[
1 − exp

(−AcF
′UL/ṁCp

)]∣∣∣∣
use

ṁCp

AcF
′UL

[
1 − exp

(−AcF
′UL/ṁCp

)]∣∣∣∣
test

(6.20.2)

or

r =

ṁCp

Ac

[
1 − exp

(−AcF
′UL/ṁCp

)]∣∣∣∣
use

FRUL|test
(6.20.3)

To use these equations, it is necessary to know or estimate F ′UL. For the test conditions,
it can be calculated from FRUL. Rearranging Equation 6.7.4 and solving for F ′UL yields

F ′UL = − ṁCp

Ac

ln

(
1 − FRULAc

ṁCp

)
(6.20.4)

For liquid collectors, F ′UL calculated for the test conditions is approximately equal
to F ′UL at use conditions and can be used in both numerator and denominator of
Equation 6.20.2.
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Example 6.20.1

The water heating collector of Example 6.17.1 is to be used at a flow rate of 0.020 kg/s
rather than at the 0.040 kg/s at which the test data were obtained. Estimate the effect of
reducing the flow rate on FR(τα)n and FRUL.

Solution

Equation 6.20.2 will be used but Equation 6.20.3 could have been used. First, calculate
F ′UL for the test conditions from Equation 6.20.4:

F ′UL = −0.040 × 4187

4.10
ln

(
1 − 7.62 × 4.10

0.040 × 4187

)
= 8.43 W/m2 ◦C

Then r is obtained with Equation 6.20.2. For use conditions,

ṁCp

AcF
′UL

= 0.020 × 4187

4.10 × 8.43
= 2.42

For test conditions
ṁCp

AcF
′UL

= 0.040 × 4187

4.10 × 8.43
= 4.85

So

r = 2.42[1 − exp(−1/2.42)]

4.85[1 − exp(−1/4.85)]
= 0.91

Then at the reduced flow rate

FR(τα)n = 0.78 × 0.91 = 0.71

FRUL = 7.62 × 0.91 = 6.91 W/m2 ◦C
�

The procedure used in Example 6.20.1 should not be used for air heating collectors or
for liquid heating collectors where there is a strong dependence of hfi and thus F ′ on flow
rate. The defining equation for F ′ (Equation 6.5.18 or its equivalent from Figure 6.13.1 or
6.14.1) must be used at both use and test flow rates to estimate the effect of flow rate on F ′.
The collector tests do not provide adequate information with which to do this calculation,
and theory must be used to estimate F ′ at use and test conditions.

Example 6.20.2

Test evaluations of the air heater of Example 6.14.1 give FR(τα)n = 0.63 and FRUL =
3.20 W/m2 ◦C when the flow rate is 0.056 kg/s through the 4.00-m2 collector. The
conditions of the tests and of anticipated use (other than flow rate) are as outlined in
Example 6.14.1. What are FR(τα)n and FRUL if the flow rate through the collector is
reduced to 0.028 kg/s?
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Solution

The effects of flow rate on F ′ need to be checked for this situation, since the convection
coefficient from duct to air will change significantly. This requires calculation of the
convection and radiation coefficients hfi and hr as was done in Example 6.14.1 and
recalculation for the reduced flow rate. The details of that example are not repeated here. It
will be assumed that hr and UL are not greatly changed from the test to the use conditions,
so hr = 8.3 W/m2 ◦C and UL = 4.3 W/m2 ◦C.

When the flow rate is reduced, the Reynolds number becomes

Re = 0.028(2 × 0.01)

(0.01 × 1)2.04 × 10−5
= 2740

This is still in the turbulent (transition) range, so

Nu = 0.0158(2740)0.8 = 8.9

and

hfi = 8.09 × 0.029

2 × 0.01
= 12.9 W/m2 ◦C

The value of F ′ is calculated at the reduced flow rate in the same way it was calculated in
Example 6.14.1 for the test conditions:

F ′ =
[
1 + 4.3

12.9 + (1/12.9 + 1/8.3)−1

]−1

= 0.81

With the test condition calculation of F ′ = 0.87 and the use condition F ′ = 0.81, we can
use Equation 6.20.2. For test conditions,

ṁCp

AcF
′UL

= 3.69

For use conditions,
ṁCp

AcF
′UL

= 0.028 × 1009

4.00 × 0.81 × 4.3
= 2.03

So

r = 2.03[1 − exp(−1/2.03)]

3.69[1 − exp(−1/3.69)]
= 0.90

Then for use conditions,

FR(τα)n = 0.90 × 0.63 = 0.57

and
FRUL = 0.90 × 3.20 = 2.89 W/m2 ◦C �



308 Flat-Plate Collectors

6.21 FLOW DISTRIBUTION IN COLLECTORS

Performance calculations of collectors are based on an implicit assumption of uniform flow
distribution in all of the risers in single- or multiple-collector units. If flow is not uniform,
the parts of the collectors with low flow through risers will have lower FR than parts with
higher flow rates. Thus the design of both headers and risers is important in obtaining good
collector performance. This problem has been studied analytically and experimentally
by Dunkle and Davey (1970). It is of particular significance in large forced-circulation
systems; natural-circulation systems tend to be self-correcting and the problem is not as
critical. Weitbrecht et al. (2002) reviewed some earlier studies and presented an analytical
approach to the flow distribution problem with experimental verification.

Dunkle and Davey (1970) calculated the pressure drop along the headers for the
common situation of water entering the bottom header at one side of the collector and
leaving the top header at the other side. Their analysis is based on the assumptions that
flow is turbulent in headers and laminar in risers (assumptions logical for Australian and
many other water heaters). An example of calculated pressure distributions in top and
bottom headers is shown in Figure 6.21.1. The implications of these pressure distributions
are obvious; the pressure drops from bottom to top are greater at the ends than at the center
portion, leading to high flows in the end risers and low flows in the center risers.

This situation is found experimentally. Temperatures of absorber plates are measures
of how effectively energy is removed, and thus differences among temperatures measured
at the same relative location on individual collectors in banks is a measure of the lack
of uniformity of flow in risers. Figure 6.21.2 shows measured temperatures for a bank
of 12 collectors connected in parallel. The data show temperature differentials of 22◦C
from center to ends. Connecting the units in either a series–parallel or a parallel–series
arrangement, such as shown in Figure 6.21.3, results in more uniform flow distribution and
temperatures.

Manufacturers of collectors have worked out recommended practices for piping
collectors to avoid maldistribution of flow and minimize pressure drops, and the designer
of a system should refer to those recommendations. Otherwise, standard references on
design of piping networks should be consulted.

Figure 6.21.1 Pressure distribution in headers of an isothermal
absorber bank. Adapted from Dunkle and Davey (1970).
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Figure 6.21.2 Experimental temperature measurements on plates in a bank of collectors connected
in parallel. Adapted from Dunkle and Davey (1970).

a

b

Figure 6.21.3 Examples of alternative methods of connecting arrays in (a) series–parallel and (b)
parallel–series arrangements, as recommended by Dunkle and Davey (1970).

6.22 IN SITU COLLECTOR PERFORMANCE

There is no fundamental reason why a collector would not operate as well installed in an
application as it does on a test stand. However, there are some practical considerations that
can influence measured performance on-site. Differences between predicted and measured
performance may arise from several sources:

1. Flow of fluid through the collector may not be uniform through all parts of the
collector array. Parts of a collector array receiving reduced fluid flow will have
lower FR and poorer performance, resulting in degradation of array performance.
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2. Flow rates may not be those at which collectors were tested. The parameter FR is a
function of flow rate for both liquid and air heaters (particularly so for air heating
collectors), and changes in flow rate can make significant differences in collector
performance.

3. Leaks in air collectors may also introduce differences between predicted and mea-
sured performance. Collectors are usually operated at slightly less than atmospheric
pressure, resulting in leakage of cool ambient air in and reduced collector outlet
temperatures (Close and Yusoff, 1978).

4. Edge and back losses may be different in tests and applications. Edge losses may be
reduced in large arrays resulting in smaller UL than is obtained from measurements
on a single module.

5. Duct and pipe losses may be more significant in applications than in tests, as runs
may be longer and ducts and pipes may not be as well insulated.

6.23 PRACTICAL CONSIDERATIONS FOR FLAT-PLATE COLLECTORS

In this chapter we have discussed the thermal performance of collectors in theory, in
tests, and installed in systems. There are many other practical considerations in the
design, manufacture, shipment, installation, and long-term use of flat-plate collectors. In
this section we briefly illustrate some of these considerations and show two commercial
designs (one liquid and one air). The industry has advanced to the point that manufacturers
have developed installation and service manuals (see these manuals for more details).
The discussion here is based largely on the concept of factory-manufactured, modular
collectors that are assembled in large arrays on a job; the same practical considerations
hold for site-built collectors. Discussions of many aspects of installation and operation of
large collector arrays are given by the International Energy Agency (IEA, 1985).

Equilibrium temperatures (sometimes called stagnation temperatures), encountered
under conditions of high radiation with no fluid flowing through the collector, are
substantially higher than ordinary operating temperatures, and collectors must be designed
to withstand these temperatures. It is inevitable that at some time power failure, control
problems, servicing, summer shutdown, or other causes will lead to no-flow conditions.
(They may be encountered first during installation of the collectors.) The fluid and plate
temperatures are the same for the no-flow condition. The equilibrium temperatures of other
parts of the collector can be estimated from the ratios of thermal resistances between those
parts and ambient to that of the plate to ambient. These maximum equilibrium temperatures
place constraints on the materials, which must retain their important properties during and
after exposure to these temperatures, and on mechanical design to accommodate thermal
expansion. The maximum equilibrium temperature, a function of the ambient temperature
and the incident solar radiation, can be estimated by evaluating the fluid temperature in
Equation 6.7.6 with Qu = 0 :

Tmax = Ta + S

UL

(6.23.1)
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At an ambient temperature of 30◦C, absorbed solar radiation of 1000 W/m2, and UL in
the range of 8.33 to 3.70 W/m2 ◦C for single-cover flat-plate collectors (nonselective to
highly selective absorbers), the maximum equilibrium temperature ranges from 150 to
300◦C.

Extremely low temperatures must also be considered. This is particularly important
for liquid heating collectors where freeze protection must be provided. This may be done
by use of antifreeze fluids or by arranging the system so that the collector will drain
during periods when it is not operating. Corrosion is an important consideration with
collectors containing antifreeze solutions. Methods of freeze protection are in part system
considerations and will be treated in later chapters.

Materials of wide variety are used in collectors, including structural materials (such
as metal used in boxes), glazing (which is usually glass), insulation, caulking materials,
and so on. Skoda and Masters (1977) have compiled a survey of practical experience
with a range of materials and illustrate many problems that can arise if materials are not
carefully selected for withstanding weather, temperature extremes, temperature cycling,
and compatibility. A series of articles in Solar Age (1977) deals with fabrication and
corrosion prevention problems in the use of copper, steel, and aluminum absorber plates.

Covers and absorbers are particularly critical; their properties determine (τα) and εp

and thus strongly affect thermal performance. Degradation of these properties can seriously
affect long-term performance, and materials should be selected that have stable properties.
Condensation of moisture sometimes occurs under covers or between covers, and this
imparts an increased reflectance to covers; energy is required to evaporate the condensate
on start-up and collector performance is diminished, although the effect on long-term
performance may be small. Some collectors use sealed spaces under the top cover, and
some use breathing tubes containing desiccants to dry the air in the space under the top
cover. Covers and supports should be designed so that dirt will not get under the cover.
Materials used in the collector should not contain volatiles that can be evaporated during
periods of high collector temperatures; these volatiles condense on the underside of covers
and reduce transmittance.

Mechanical design affects thermal performance. It is important in that structural
strength of collectors must be adequate to withstand handling and installation and the
conditions to be expected over the lifetime of the units. Collectors must be water tight or
provided with drains to avoid rain damage and in high latitudes should be mounted so
as to allow snow to slide off. Wind loads may be high and tie-downs must be adequate
to withstand these loads. Some collectors may be designed to provide structural strength
or serve as the water-tight envelope of a building; these functions may impose additional
requirements on collector design and manufacture.

Hail damage to collectors has been a matter of concern. Löf (1980) reports the effects
on collectors of a hail storm in Colorado in 1979. Hail averaging 2 to 3 cm in diameter fell
for a period of several minutes, followed by a lull and then 1 or 2min of hail with sizes
in the 3- to 10-cm range. Eleven solar heating systems were in the path of the storms; the
slopes were 32◦ to 56◦, and most of the collector panels were about 1 × 2 m in size. Of
the 1010 collector modules on these systems, 11 suffered broken glass. In the same storm,
a greenhouse had about a third of its roof glass broken by the hail. Löf concludes that
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‘‘the risk of hail damage to collectors glazed with 3mm tempered glass mounted on slopes
greater than 30◦ is negligibly small.’’

Installation costs can be an important item of cost of solar collectors. These are largely
determined by three factors: handling, tie-down, and manifolding. Moving and positioning
of collector modules may be done by hand if modules are light enough or may be done
by machine for heavy modules or inaccessible mountings. Tie-downs must be adequate
to withstand wind loads; tie-down and weatherproofing should be accomplished with a
minimum of labor. Manifolding, connecting the inlets and outlets of many collectors in an
array to obtain the desired flow distribution, can be a very time-consuming and expensive
operation, and module design should be such as to minimize the labor and materials needed
for this operation.

Safety must also be considered in two contexts. First, it must be possible to handle
and install modules with a minimum of hazards. Second, materials used in collectors must
be capable of withstanding the maximum equilibrium temperatures without hazard of fire
or without evolution of toxic or flammable gases.

All of these considerations are important and must be viewed in the light of the many
years of low-maintenance service that should be expected of a well-designed collector. In
later chapters on economic calculations it will be noted that lifetimes of decades are used
in economic calculations, and collectors in most applications should be designed to last 10
to 30 years with minimum degradation in thermal performance or mechanical properties.

Here we illustrate two collectors that have been commercially manufactured. These
collectors are selected as typical of good design. Figure 6.23.1 shows a cross-sectional
view of two modules of an air heating collector. Manifolds are built into the structure of the

Figure 6.23.1 Cross-sectional view of two modules of a solar air heater. Air flows from one module
to another through side ports and manifold area. Courtesy Solaron Corp.
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Figure 6.23.2 Arrangement of collector array for a solar air heater. Courtesy Solaron Corp.

Figure 6.23.3 Construction details of a flat-plate liquid heater. Courtesy Lennox Industries.

collectors, and matching openings are provided on the sides of the manifold to interconnect
units placed side by side in an array. Figure 6.23.2 shows a schematic of a typical collector
array assembly; one pair of openings in the back of the array will serve as entrance and
exit ports for multiple modules.

Figure 6.23.3 shows details of a liquid heating collector. The absorber plate is steel
with bright nickel plating and a chrome black absorbing surface.

6.24 PUTTING IT ALL TOGETHER

The first six chapters of this book have covered many subjects all of which contribute
to the ability to predict the performance of flat-plate collectors. In order to illustrate the
analytical process, two example problems are solved. The first problem models a typical
flat-plate collector in detail and uses simulated test conditions to determine the usual test
parameters. The second problem uses the same collector operating over a typical winter
day. The thermal performance is estimated using the detailed model and the two simplified
models found in the first example. Koo (1999) used this material to develop & Collector
Design Program (CoDePro) for flat-plate collectors.
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Example 6.24.1

Consider a flat-plate collector with the following characteristics:

Number of glass covers 1
Cover KL product 0.121
Cover refractive index 1.526
Wind heat transfer coefficient 10 ± 5 W/m2 K
Back-insulation thickness 0.007 m
Back-insulation thermal conductivity 0.0245 W/m K
Edge loss coefficient 0.098 W/m2 K
Plate-to-cover spacing 0.028 m
Circulating fluid Water
Flow (based on gross area) 0.02 kg/s m2

Number of tubes in parallel 8
Distance between tubes 0.115 m
Tube length (neglect headers) 2.46 m
Tube diameter (thin walled) 0.015 m
Collector gross length 2.5 m
Collector gross width 1.0 m
Bond conductance between tubes and absorber 106 W/m2 K
Absorber plate thickness 0.0005 m
Absorber plate material Copper
Absorber plate solar absorptance (Example 4.8.2) 0.89
Plate emittance (curve fit from Example 4.8.2) −0.00443 + 0.0003451 × T

+(2.6186 × 10−7)T 2

The ISO 9806–1 test procedure requires a minimum total solar radiation of 800 W/m2

on the collector aperture with less than 20% diffuse solar radiation (ground reflected plus
sky), a mass flow rate of 0.02 kg/s m2, and a wind speed between 2 and 4 m/s. The
collector is operated in Madison, Wisconsin (latitude 43.1◦

, longitude 89.4◦), on June 16
at a slope of 19.75◦ (so that at noon the incidence angle is 0◦) on a clear day with kT = 0.7
(all day), an ambient temperature of 20◦C in a climate with a relative humidity of 70%.
The inlet temperature varies from 20 to 130◦C (at a pressure of 3 atm to avoid boiling). The
wind speed over the collector and its mounting is 2.7 m/s. The characteristic length of the
collector mounting is 3m (see Equation 3.15.10). The ground reflectance is estimated to
be 0.4. Generate a plot of collector efficiency as a function of (Tin − Ta)/IT and determine
values for the linear parameters given by Equation 6.17.3 and values for the second-order
parameters given by Equation 6.17.7 but with the U.S. custom of using Tin − Ta rather
than Tav − Ta . Also determine the incident angle modifier coefficient, bo.

Solution

The simultaneous solution to the system of equations was accomplished using EES (see
Example 6.4.1). As with all systems of nonlinear equations reasonable initial guesses are
required. For this problem for all inlet fluid temperatures only initial guesses for the mean
plate (50◦C) and mean fluid temperature (40◦C) are needed; all other variables had an
initial guess value of 1.0. Most variables are set to have a lower limit of zero. Once a
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solution is found, the initial guess values of all variables are set to the most recent solution
values. In this simulated test all measurements are assumed to occur very close to noon.
In reality it is necessary to make adjustments and then wait for steady-state conditions
between each test point.

The collector aperture area is 8 × 0.115 × 2.46 = 2.3 m2 and the gross area is 2.5 m2.
It does not matter which area is used as long as the value used is reported with the results.
Converting between the two areas is a simple matter of multiplying or dividing by the area
ratio. Since the gross area is important in laying out collectors on a building roof, the gross
area will be used here.

An inlet temperature of the water of 50◦C is used to illustrate the values of variables.
Water properties (at the mean fluid temperature T fluid = 50.3◦C : k = 0.631 W/m K,

c = 4181 J/kg K, µ = 0.00054 Pa s) are from EES. The heat transfer coefficient inside
the tube (163 W/m2 K) is from Equations 3.14.1 through 3.14.5 (with Table 3.14.1).
The mean plate temperature (52.6◦C) and fluid temperature (50.3◦C) are from Equations
6.9.2 and 6.9.4. The effective temperature of 3.5◦C is found from Equation 3.9.2. The top
loss coefficient (3.78 W/m2 ◦C), back loss coefficient (0.35 W/m2 ◦C), and overall loss
coefficient (4.23 W/m2 ◦C) are found using the methods of Example 6.4.1. The values
F ′ = 0.927, F ′′ = 0.997, and FR = 0.924 are found using the methods of Example
6.7.1. The incident radiation on a horizontal surface is 872 W/m2 (kT = 0.7), which,
using the HDKR method of Example 2.16.1, leads to an incident radiation on the sloped
collector of 928 W/m2 when the ground reflectance is 0.4 (from the ISO standards the
minimum incident radiation is 800 W/m2 with less than 20% diffuse solar). The absorbed
solar radiation (663 W/m2) is found using the HDKR method of Example 5.9.2. The
useful energy gain (4.03 MJ/h for the 2.5-m2 collector) is found using Equation 6.7.6.
The collector efficiency (0.483 based on gross area) is found using Equation 6.2.2 where
the time period was 1 h. The wind heat transfer coefficient (10 W/m2 K) is found using
Equation 3.15.10. Since the wind heat transfer coefficient is the variable with the least
certainty, the analysis is performed using the EES uncertainty propagation with the wind
heat transfer coefficient set to 10 ± 5 W/m2 K. The following figure shows the estimated
performance with error bars to indicate the uncertainty due to the wind heat transfer
coefficient. A linear fit (using the gross collector area) yields η = 0.610 − 4.06 �T/I and
a second order fit (with I = 800 W/m2) yields η = 0.594 − 3.21 �T/I − 0.0090 �T 2/I ,
where �T = Tin − Ta .

The incidence angle modifier is found with the inlet temperature fixed at 20◦C and
with beam incident angles of 0◦, 45◦, and 60◦. In Madison at noon in June at a slope of
19.75◦C it is not possible to cover the range of beam incident angles from 0◦ to 60◦; even
with the collector facing due north at noon the beam incidence angle is only 40◦

. Therefore
it is necessary to either change the slope to reach beam incident angles of 45◦ and 60◦ or
perform the test at a time other than noon. The problem with changing the slope of this
typical flat-plate collector is that changing the slope will impact the convection between the
absorber plate and the cover and will also affect the spatial distribution of ground-reflected
and diffuse-sky radiation, both of which will impact the incidence angle modifier. For some
collector designs (e.g., evacuated tubular collectors with heat pipe absorbers) changing the
slope can dramatically change the performance. Consequently, the test is performed with
the collector facing south at a slope of 19.75◦ at times when the beam incident angle is 45◦

(15:17) and 60◦ (18 : 24). In an actual test the collector is typically mounted on a platform
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that rotates about a vertical axis to maintain the incidence angle at the desired value over
the test period.

The ratio of the efficiency at an inlet temperature of 20◦C and at zero incidence angle
(0.593) to the efficiency at incidence angle θ is Kτα(θ). At 45◦ the efficiency is 0.557 and
at 60◦ the efficiency is 0.493. The results evaluating Kτα(θ) at every degree are shown in
the figure below where Kτα(θ) is plotted as a function of 1/ cos θ − 1. The slope of the
dotted line (−0.161) is the incidence angle modifier coefficient, bo.

�
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The use of the collector test equations (rather than the complete equations as described
in Example 6.24.1) in a simulation can yield reasonable results. Example 6.24.2 illustrates,
for one day, the agreement that can be expected. The time of the year, the collector slope,
and the reasonably high temperature difference between the inlet temperature and the
ambient temperature are all chosen to maximize the differences.

Example 6.24.2

The collector of Example 6.24.1 is operated in Madison, Wisconsin, on February 2 when
kT = 0.7, relative humidity is 50%, and the ambient temperature is constant at 0◦C. The
inlet temperature is 35◦C, and the collector slope is 60◦ with a zero surface azimuth angle.
The ground reflectance is 0.7 due to snow cover. Simulate the day’s performance using the
detailed equations and the two collector test equations of Example 6.24.1.

Solution

The useful energy gains from the two collector test equations applied to the situations of
this example are

Qu1 = 2.5[0.610IT Kτα − 4.06(35 − 0)]

Qu2 = 2.5[0.594IT Kτα − 3.21(35 − 0) − 0.0090(35 − 0)2]

where the average value of the incidence angle modifier is found from the equations of
Section 5.9 using the Liu-and-Jordan method. Note that in Example 6.24.1 the absorbed
radiation was estimated using the HDKR method, which is expected to yield the most
accurate estimate. The Liu-and-Jordan method is often used in simulations and will be
used here. Therefore

IT Kτα = IbRbKτα,b + IdKτα,d

(
1 + cos β

2

)
+ IρgKτα,g

(
1 − cos β

2

)

where each Kτα is evaluated using the incidence angle modifier equation

Kτα = 1 − 0.161

(
1

cos θ
− 1

)

at the appropriate angle (θ for the beam radiation and for the diffuse-sky and ground-
reflected radiation θe,d = 57◦ and θe,g = 65◦ from Figure 5.4.1). Even though the ground-
reflected equivalent angle is greater that 60◦, the maximum angle for Equation 6.17.10,
there is no available alternative when using typical test results.

The useful energy gain for the day using the linear collector equation is then

Q1 = 2.5

15

∫ ωsunset

ωsunrise

max{[0.610IT Kτα − 4.06(35 − 0)], 0} dω

The 15 deg/h converts the hourly gain to the gain per hour angle. The second-order
collector is treated in a similar manner. The ‘‘actual’’ energy gain (assuming the detailed
collector analysis of Example 6.24.1 represents reality) is also found by integrating over
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the day. The results shown in the figure were all obtained using EES. The ‘‘actual’’ value
for the day’s energy is 27.6 MJ; the linear model predicts 25.2 MJ and the second-order
model predicts 25.8 MJ. The linear and second-order collector models predict essentially
the same results but both are considerably below the result of the detailed model.

There are a number of reasons to explain the differences. The collector test in the
previous example was carried out at a slope of about 20◦ whereas the slope for this example
was 60◦. As can be seen from Figure 3.11.1, the slope of the collector can have a significant
impact on the convection heat loss from the absorber plate to the cover. This convection
heat loss is also impacted by the temperature level of the collector operation. That is,
when the ambient temperature is, say, 20◦C and the inlet minus ambient temperature is,
for example, 25◦C, the top heat loss coefficient will not be the same with a different
ambient temperature even though the temperature rise remains at 25◦C. The effective sky
temperature for Example 24.6.1 is 3.5◦C, whereas for this example it is −26.5◦C. These
very different surrounding temperatures impact the heat loss. Another difference is the
collector cover’s view of the sky and ground in the two examples due to the different
slopes. Finally, the detailed model uses the HDKR method for radiation processing and the
incidence angle modifiers estimated from fundamentals whereas the collector test equations
uses the Liu-and-Jordan method for radiation processing and the bo method for estimating
absorbed radiation. When a similar comparison is done where the test is ‘‘performed’’ in
June and the daylong simulation is done for a clear day in June, the detailed model predicts
a daily gain of 33.3 MJ and the linear and second-order models predict 32.6 and 32.7 MJ,
respectively. �

6.25 SUMMARY

In this chapter, we have gone through the theory of flat-plate collectors, shown performance
measurements on them, outlined methods of testing these units, and shown standard
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methods of presenting the thermal characteristics. The thermal performance data taken
on a test stand provide valuable information that will be used later in process design
calculations. Performance of a collector in an application will depend on the design of the
particular installation and also on the skill with which the equipment is assembled and
installed.
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7

Concentrating Collectors

For many applications it is desirable to deliver energy at temperatures higher than
those possible with flat-plate collectors. Energy delivery temperatures can be increased
by decreasing the area from which heat losses occur. This is done by interposing an
optical device between the source of radiation and the energy-absorbing surface. The
small absorber will have smaller heat losses compared to a flat-plate collector at the
same absorber temperature. In this chapter we discuss two related approaches: the use of
nonimaging concentrators and the use of imaging concentrators.

Many designs have been set forth for concentrating collectors. Concentrators can be
reflectors or refractors, can be cylindrical or surfaces of revolution, and can be continuous
or segmented. Receivers can be convex, flat, or concave and can be covered or uncovered.
Many modes of tracking are possible. Concentration ratios (the ratios of collector aperture
area to absorber area, which are approximately the factors by which radiation flux on
the energy-absorbing surface is increased) can vary over several orders of magnitude.
With this wide range of designs, it is difficult to develop general analyses applicable to
all concentrators. Thus concentrators are treated in two groups: nonimaging collectors
with low concentration ratio and linear imaging collectors with intermediate concentration
ratios. We also note some basic considerations of three-dimensional concentrators that can
operate at the high end of the concentration ratio scale.

Concentrators can have concentration ratios from low values less than unity to high
values of the order of 105. Increasing ratios mean increasing temperatures at which
energy can be delivered and increasing requirements for precision in optical quality and
positioning of the optical system. Thus the cost of delivered energy from a concentrating
collector is a function of the temperature at which it is available. At the highest range of
concentration and correspondingly highest precision of optics, concentrating collectors are
termed solar furnaces; these are laboratory tools for studying properties ofmaterials at high
temperatures and other high-temperature processes. Laszlo (1965) and the Proceedings of
the 1957 Solar Furnace Symposium (1957) include extensive discussions of solar furnaces.
The main concerns in this chapter are with energy delivery systems operating at low or
intermediate concentrations.

From an engineering point of view, concentrating collectors present problems in
addition to those of flat-plate collectors. They must (except at the very low end of the
concentration ratio scale) be oriented to ‘‘track’’ the sun so that beam radiation will
be directed onto the absorbing surface. However, the designer has available a range of
configurations that allow new sets of design parameters to be manipulated. There are also
new requirements for maintenance, particularly to retain the quality of optical systems
for long periods of time in the presence of dirt, weather, and oxidizing or other corrosive
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atmospheric components. The combination of operating problems and collector cost has
restricted the utility of concentrating collectors. New materials and better engineering of
systems have now led to large-scale applications, as will be noted in Chapter 17.

To avoid confusion of terminology, the word collector will be applied to the total
system, including the receiver and the concentrator. The receiver is that element of
the system where the radiation is absorbed and converted to some other energy form;
it includes the absorber, its associated covers, and insulation. The concentrator, or
optical system, is the part of the collector that directs radiation onto the receiver. The
aperture of the concentrator is the opening through which the solar radiation enters the
concentrator.

The first four sections in this chapter deal with general information on optical
principles and heat transfer that is important in concentrating collectors. The next is
concerned with arrays of cylindrical absorbers over diffuse reflectors. The following three
treat the performance of compound parabolic concentrator (CPC) collectors. The balance
of the chapter is concerned with imaging collectors and discusses linear collectors of types
being used in experimental industrial process heat and pumping applications and multiple
heliostat ‘‘central-receiver’’ collectors.

7.1 COLLECTOR CONFIGURATIONS

Many concentrator types are possible for increasing the flux of radiation on receivers.
They can be reflectors or refractors. They can be cylindrical to focus on a ‘‘line’’ or
circular to focus on a ‘‘point.’’ Receivers can be concave, flat, or convex. Examples of six
configurations are shown in Figure 7.1.1.

The first two are arrays of evacuated tubes with cylindrical absorbers spaced apart,
with back reflectors to direct radiation on the area between the tubes to the absorbers. The
first uses a flat diffuse back reflector and the second cusp-shaped specular reflectors. The

Figure 7.1.1 Possible concentrating collector configurations: (a) tubular absorbers with diffuse
back reflector; (b) tubular absorbers with specular cusp reflectors; (c) plane receiver with plane
reflectors; (d) parabolic concentrator; (e) Fresnel reflector; (f) array of heliostats with central
receiver.
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configuration shown in Figure 7.1.1(c) has a plane receiver with plane reflectors at the edges
to reflect additional radiation onto the receiver. The concentration ratios of this type are
low, with a maximum value of less than 4. Some of the diffuse components of radiation
incident on the reflectors would be absorbed at the receiver. These collectors can be
viewed as flat-plate collectors with augmented radiation. Analyses of these concentrators
have been presented by Hollands (1971), Selcuk (1979), and others. Figure 7.1.1(d)
shows a reflector of a parabolic section, which could be a cylindrical surface (with a
tubular receiver) or a surface of revolution (with a spherical or hemispherical receiver).
Cylindrical collectors of this type have been studied in some detail and are being
applied.

The continuous parabolic reflector can be replaced by a Fresnel reflector, a set of flat
reflectors on a moving array as shown in Figure 7.1.1(e), or its refracting equivalent. The
facets of the reflector can also be individually mounted and adjusted in position, as shown
in Figure 7.1.1(f). Large arrays of heliostats of this type, with receivers mounted on a
tower, are the basis of designs of central-receiver collectors.

For the concentrators shown in Figures 7.1.1(c–f), single-sided flat receivers may be
used (if the receiver is not ‘‘inside’’ the reflector). Cylindrical, hemispherical, or other
convex shapes may also be possible, and cavity receivers may also be used.

In general, concentrators with receivers much smaller than the aperture are effective
only on beam radiation. It is evident also that the angle of incidence of the beam radiation
on the concentrator is important and that sun tracking will be required for these collectors.
A variety of orienting mechanisms have been designed to move focusing collectors so
that the incident beam radiation will be reflected to the receiver. The motions required to
accomplish tracking vary with the design of the optical system, and a particular resultant
motion may be accomplished by more than one system of component motions.

Linear (cylindrical) optical systems will focus beam radiation to the receiver if the sun
is in the central plane of the concentrator (the plane including the focal axis and the vertex
line of the reflector). These collectors can be rotated about a single axis of rotation, which
may be north-south, east-west, or inclined and parallel to the earth’s axis (in which case
the rate of rotation is 15◦

/h). There are significant differences in quantity of incident beam
radiation, its time dependence, and the image quality obtained with these three modes of
orientation.

Reflectors that are surfaces of revolution (circular concentrators) generally must be
oriented so that the axis and sun are in line and thus must be able to move about two axes.
These axes may be horizontal and vertical or one axis of rotation may be inclined so that it
is parallel to the earth’s axis of rotation (i.e., a polar axis) and the other perpendicular to
it. The angle of incidence of beam radiation on a moving plane is indicated for the most
probable modes of orientation of that plane by the equations in Section 1.7.

Orientation systems can provide continuous or nearly continuous adjustments, with
movement of the collector to compensate for the changing position of the sun. For some
low-concentration linear collectors it is possible to adjust their position intermittently, with
weekly, monthly, or seasonal changes possible for some designs. Continuous orientation
systems may be based on manual or mechanized operation. Manual systems depend on the
observations of operators and their skill at making the necessary corrections and may be
adequate for some purposes if concentration ratios are not too high and labor costs are not
prohibitive; they have been suggested for use in areas of very low labor cost.
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Mechanized orienting systems can be sun-seeking systems or programmed systems.
Sun-seeking systems use detectors to determine system misalignment and through controls
make the necessary corrections to realign the assembly. Programmed systems, on the
other hand, cause the collector to be moved in a predetermined manner (e.g., 15◦

/h
about a polar axis) and may need only occasional checking to assure alignment. It may
also be advantageous to use a combination of these tracking methods, for example, by
superimposing small corrections by a sun-seeking mechanism on a programmed ‘‘rough
positioning’’ system. Any mechanized system must have the capability of adjusting the
position of the collector from end-of-day position to that for operation early the next day,
adjusting for intermittent clouds, and adjusting to a stowed position where it can best
withstand very high winds without damage.

7.2 CONCENTRATION RATIO

The most common definition of concentration ratio, and that used here, is an area
concentration ratio,1 the ratio of the area of aperture to the area of the receiver. (A flux
concentration ratio is defined as the ratio of the average energy flux on the receiver to
that on the aperture, but generally there are substantial variations in energy flux over the
surface of a receiver. A local flux concentration ratio can also be defined as the ratio
of the flux at any point on the receiver to that on the aperture, which will vary across
the receiver.)

The area concentration ratio is

C = Aa

Ar

(7.2.1)

This ratio has an upper limit that depends on whether the concentration is a three-
dimensional (circular) concentrator such as a paraboloid or a two-dimensional (linear)
concentrator such as a cylindrical parabolic concentrator. The following development of
the maximum concentration ratio, from Rabl (1976a), is based on the second law of
thermodynamics applied to radiative heat exchange between the sun and the receiver.
Consider the circular concentrator with aperture area Aa and receiver area Ar viewing the
sun of radius r at distance R, as shown in Figure 7.2.1. The half-angle subtended by the

Figure 7.2.1 Schematic of sun at Ts at distance R from a concentrator with aperture area Aa and
receiver area Ar. Adapted from Rabl (1976a).

1Usually termed simply concentration ratio.
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sun is θs. (The receiver is shown beyond the aperture for clarity; the argument is the same
if it is on the same side of the aperture as the sun.)

If the concentrator is perfect, the radiation from the sun on the aperture (and thus also
on the receiver) is the fraction of the radiation emitted by the sun which is intercepted by
the aperture. Although the sun is not a blackbody, for purposes of an approximate analysis
it can be assumed to be a blackbody at Ts :

Qs→r = Aa

r2

R2
σT 4

s (7.2.2)

A perfect receiver (i.e., blackbody) radiates energy equal to ArT
4
r , and a fraction of

this, Er−s , reaches the sun
2:

Qr→s = ArσT 4
rEr−s (7.2.3)

When Tr and Ts are the same, the second law of thermodynamics requires that Qs→r

be equal to Qr→s . So from Equations 7.2.2 and 7.2.3

Aa

Ar

= R2

r2
Er−s (7.2.4)

and since the maximum value of Er−s is unity, the maximum concentration ratio for
circular concentrators is (

Aa

Ar

)
circular,max

= R2

r2
= 1

sin2 θs

(7.2.5)

A similar development for linear concentrators leads to

(
Aa

Ar

)
linear,max

= 1

sin θs

(7.2.6)

Thus with θs = 0.27◦, the maximum possible concentration ratio for circular concentrators
is 45,000, and for linear concentrators the maximum is 212.

The higher the temperature at which energy is to be delivered, the higher must be the
concentration ratio and the more precise must be the optics of both the concentrator and the
orientation system. Figure 7.2.2 shows practical ranges of concentration ratios and types
of optical systems needed to deliver energy at various temperatures.

Concentrators can be divided into two categories: nonimaging and imaging. Nonimag-
ing concentrators, as the name implies, do not produce clearly defined images of the sun on
the absorber but rather distribute radiation from all parts of the solar disk onto all parts of
the absorber. The concentration ratios of linear nonimaging collectors are in the low range
and are generally below 10. Imaging concentrators, in contrast, are analogous to camera
lenses in that they form images (usually of very low quality by ordinary optical standards)
on the absorber.

2Er−s is an exchange factor as used in Equation 3.8.2.
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Figure 7.2.2 Relationship between concentration ratio and temperature of receiver operation. The
‘‘lower limit’’ curve represents concentration ratios at which the thermal losses will equal the
absorbed energy; higher ratios will then result in useful gain. The shaded range corresponds to
collection efficiencies of 40 to 60% and represents a probable range of operation. Also shown are
approximate ranges in which several types of reflectors might be used. (This figure is not to be used
for design. It is based on an assumed set of conditions determining the absorbed radiation and the
thermal losses and on reasonable design practice at various temperatures. The positions of these
curves would shift under conditions other than those assumed.) From Duffie and Löf (1962).

7.3 THERMAL PERFORMANCE OF CONCENTRATING COLLECTORS

Calculation of the performance of concentrating collectors follows the same general
outlines as for flat-plate collectors (for example, see Forristall, 2003). The absorbed
radiation per unit area of aperture S must be estimated from the radiation and the optical
characteristics of the concentrator and receiver. Estimation of S is discussed in sections
to follow. Thermal losses from the receiver must be estimated, usually in terms of a
loss coefficient UL, which is based on the area of the receiver. In principle, temperature
gradients along the receiver can be accounted for by a flow factor FR to allow the use of
inlet fluid temperatures in energy balance calculations. This section is concerned with the
estimation of UL and FR.

Themethods for calculating thermal losses from receivers are not as easily summarized
as in the case of flat-plate collectors. The shapes and designs are widely variable, the
temperatures are higher, the edge effects are more significant, conduction terms may be
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quite high, and the problems may be compounded by nonuniformity of radiation flux on
receivers which can result in substantial temperature gradients across the energy-absorbing
surfaces. It is difficult to present a single general method of estimating thermal losses, and
ultimately each receiver geometry must be analyzed as a special case.

The nature of the thermal losses for receivers of concentrating collectors is the same
as for flat-plate exchangers. Receivers may have covers transparent to solar radiation. If
so, the outward losses from the absorber by convection and radiation to the atmosphere
are correspondingly modified and equations similar to those of Chapter 6 can be used
to estimate their magnitude. As with flat-plate systems, the losses can be estimated as
being independent of the intensity of incident radiation (although this may not be strictly
true if a transparent cover absorbs appreciable solar radiation). In any event, an effective
transmittance-absorptance product can also be defined for focusing systems. Furthermore,
with focusing systems the radiation flux at the receiver is generally such that only cover
materials with very low absorptance for solar radiation can be used without thermal
damage to the cover. Conduction losses occur through the supporting structure and through
insulation on parts of the receiver that are not irradiated.

The generalized thermal analysis of a concentrating collector is similar to that of a flat-
plate collector. Although not necessary, it is convenient to derive appropriate expressions
for the collector efficiency factor F ′, the loss coefficientUL, and the collector heat removal
factor FR. With FR and UL known, the collector useful gain can be calculated from an
expression that is similar to that for a flat-plate collector. One significant difference between
a concentrating collector and a flat-plate collector is the high temperatures encountered in
the concentrating collector. High temperatures mean that thermal radiation is important,
leading to the loss coefficient being temperature dependent.

As an example of calculating the thermal losses and the loss coefficient UL, consider
an uncovered cylindrical absorbing tube used as a receiver with a linear concentrator.
Assume that there are no temperature gradients around the receiver tube. The loss and loss
coefficient considering convection and radiation from the surface and conduction through
the support structure are

Qloss

Ar

= hw (Tr − Ta) + εσ (T 4
r − T 4

sky) + Ucond (Tr − Ta)

= (hw + hr + Ucond) (Tr − Ta)

= UL (Tr − Ta) (7.3.1)

The linearized radiation coefficient can be calculated from

hr =
εσ (T 4

r − T 4
sky)

Tr − Ta

(7.3.2)

If a single value of UL is not acceptable due to large temperature gradients in the flow
direction, the collector can be considered as divided into segments each with constant
UL, as was done by Stuetzle et al. (2004). The estimation of hw for cylinders is noted
in Section 3.15. Estimation of conductive losses must be based on knowledge of the
construction details or on measurements on a particular collector.
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Linear concentratorsmay be fittedwith cylindrical absorbers surrounded by transparent
tubular covers. For a collector of length L the heat transfer from the receiver at Tr to the
inside of the cover at Tci through the cover to Tco and then to the surroundings at Ta and
Tsky is given by

Qloss = 2πkeff L

ln (Dci/Dr)
(Tr − Tci) + πDrLσ(T 4

r − T 4
ci)

1

εr

+ 1 − εc

εc

(
Dr

Dci

) (7.3.3)

Qloss = 2πkcL(Tci − Tco)

ln (Dco/Dci)
(7.3.4)

Qloss = πDcoLhw (Tco − Ta) + εcπDcoLσ (T 4
co − T 4

sky) (7.3.5)

where the subscript r represents the receiver and subscripts ci and co represent the cover
inside and outside. The cover thermal conductivity is kc and keff is an effective conductivity
for convection between the receiver and the cover and is found from Equation 3.11.5. If
the annulus is evacuated so that convection is suppressed, keff can be zero at very low
pressures.3 The outside convective coefficient hw is calculated with Equation 3.15.12.

The procedure used to solve Equations 7.3.3 to 7.3.5 by hand is to estimate Tco (which
will be much closer to Ta than Tr ), calculate Qloss from Equation 7.3.5, and substitute these
quantities into Equation 7.3.4 to find an estimate of Tci. Equation 7.3.3 is used to check
the initial guess of Tco by comparing Qloss from Equation 7.3.5 with that calculated from
Equation 7.3.3.

It may be necessary to account for absorption of solar radiation by the cover. If so, the
absorbed energy can be added to the left-hand side of Equation 7.3.5, which assumes all of
the energy is absorbed on the outside of the cover. The principles are identical with those
shown in Chapter 6 for flat-plate collectors. If there is significant heat loss through supports
to the surroundings, a suitable heat loss equation of the form Qsupp = (UA)supp �T can
be included with Equations 7.7.3 to 7.7.5. The total heat loss is then the sum of Qloss
and Qsupp.

Example 7.3.1

Calculate the loss coefficient UL for a 60-mm cylindrical receiver at 200◦C. The absorber
surface has an emittance of 0.31. The absorber is covered by a glass tubular cover 90mm
in outer diameter and 4mm thick. The space between the absorber and cover is evacuated.
The wind speed is 5m/s and the sky and air temperatures are 2 and 10◦C, respectively.

Solution

The equations describing the losses can be solved by various equation-solving programs.
Here we will illustrate an iterative hand calculation. For the first guess, assume the cover
temperature is 290 K. To estimate the wind heat transfer coefficient, it is necessary to find

3With the space initially evacuated over time the space can become filled with hydrogen. A getter is often used
to remove hydrogen from the annulus.
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the Reynolds number for an air temperature that is the average of the cover and ambient
temperatures, or 286.5 K:

Re = ρVD

µ
= 1.232 × 5 × 0.090

1.794 × 10−5
= 30,900

The wind heat transfer coefficient is then found from Equation 3.15.12:

Nu = hwDco

k
= 0.30(30900)0.6 = 148

hw = 148 × 0.2046

0.090
= 40.5 W/m2 ◦C

Substituting hw into Equation 7.3.5 with a 1-m length provides the first estimate of the loss:

Qloss = π × 0.090 × 1[40.5 × (290 − 283) + 0.88 × 5.67 × 10−8 (2904 − 2754)]

= 99.5 W

The inside cover temperature is found from Equation 7.3.4:

Tci = 290 + 99.5 × ln(0.090/0.082)

2 × π × 1.4 × 1
= 291.1 K

Equation 7.3.3 is used to find the heat loss, which is compared with the original heat loss. If
they are not equal, it is necessary to make another guess of the outside cover temperature.
From Equation 7.3.3

Qloss = π × 0.06 × 1 × 5.67 × 10−8 (4734 − 291.54)
1

0.31
+ 1 − 0.88

0.88

(
0.060

0.082

) = 137.8 W

Since 137.8 is not equal to 99.5 (the difference is +38.3), our initial guess of the outside
cover temperature was too low. A second guess of the outside cover temperature of 295 K
has an error of−27.8 W. Linear interpolation to find the temperature where the error is zero
yields a cover temperature of 292.9 K. With this new cover temperature the loss calculated
from Equations 7.3.3 and 7.3.5 are virtually identical and equal to 136.7 W. The loss
coefficient (based on receiver area) is found from the definition given by Equation 7.3.1 as

UL = 136.7

π × 0.06 × 1 × (473.0 − 283.0)
= 3.82 W/m2 ◦C

The large variation of the loss coefficient with receiver temperature is shown in the
following figure. A collector that has a significant temperature change in the flow direction
should be divided into a number of small sections.4

4The treatment of two or more collectors in series is the subject of Section 10.5.
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In Example 7.3.1 the annulus is assumed to be evacuated. If this space is not evacuated,
then the heat transfer through the gas must be included. Equations 3.11.5 and 3.11.7 can
be used to estimate the gas heat transfer which can be very significant. For example, if air
at a pressure of 100 Pa is present in the collector annulus, the loss coefficient at a receiver
temperature of 473 K is 6.68 W/m2 K.

Next consider the factors which account for temperature gradients in the flow direction.
The development is analogous to that for flat-plate collectors, but the different geometries
require modified procedures. Again treating linear concentrating systems with cylindrical
receivers, the heat transfer resistance from the outer surface of the receiving tube to the
fluid in the tube should include the tube wall as the heat flux in a concentrating system may
be high. The overall heat transfer coefficient (based on the outside receiver tube diameter)
between the surroundings and the fluid is

Uo =
(

1

UL

+ Do

hfiDi

+ Do ln
(
Do/Di

)
2k

)−1

(7.3.6)

whereDi andDo are the inside and outside tube diameters, hfi is the heat transfer coefficient
inside the tube, and k is the thermal conductivity of the tube.

The useful energy gain per unit of collector length q ′
u, expressed in terms of the

local receiver temperature Tr and the absorbed solar radiation per unit of aperture
area S, is

q ′
u = AaS

L
− ArUL

L
(Tr − Ta) (7.3.7)

where Aa is the unshaded area of the concentrator aperture and Ar is the area of the
receiver (πDoL for the cylindrical absorber). In terms of the energy transfer to the fluid at
local fluid temperature Tf ,

q ′
u = (Ar/L)(Tr − Tf )

Do

hfiDi

+
(

Do

2k
ln

Do

Di

) (7.3.8)

If Tr is eliminated from Equations 7.3.7 and 7.3.8, we have

q ′
u = F ′ Aa

L

[
S − Ar

Aa

UL

(
Tf − Ta

)]
(7.3.9)
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where the collector efficiency factor F ′ is given as

F ′ = 1/UL

1

UL

+ Do

hfiDi

+
(

Do

2k
ln

Do

Di

) (7.3.10)

or

F ′ = Uo

UL

(7.3.11)

The form of Equations 7.3.9 to 7.3.11 is identical to that of Equations 6.5.16 to 6.5.19.
If the same procedure is followed as was used to derive Equation 6.7.6, the following
equation results:

Qu = FRAa

[
S − Ar

Aa

UL

(
Ti − Ta

)]
(7.3.12)

In a manner analogous to that for a flat-plate collector, the collector flow factor F ′′ is
given as

F ′′ = FR

F ′ = ṁCp

ArULF ′

[
1 − exp

(
−ArULF ′

ṁCp

)]
(7.3.13)

The differences between covered and uncovered receivers are in the calculations of S
and UL.

If a receiver of this type serves as a boiler, F ′ is given by Equation 7.3.10, but FR

is then identically equal to F ′ as there is no temperature gradient in the flow direction. If
a part of the receiver serves as a boiler and other parts as fluid heaters, the two or three
segments of the receiver must be treated separately.

Example 7.3.2

A cylindrical parabolic concentrator with width 2.5m and length 10m has an absorbed
radiation per unit area of aperture of 430 W/m2. The receiver is a cylinder with an
emittance of 0.31 and is surrounded by an evacuated glass cylindrical envelope. The
absorber has a diameter of 60mm, and the transparent envelope has an outer diameter of
90mm with a thickness of 4mm. The collector is designed to heat a fluid entering the
absorber at 155.2◦C at a flow rate of 0.0537 kg/s. The fluid has Cp = 3.26 kJ/kg◦C. The
heat transfer coefficient inside the tube is 300 W/m2 ◦C and the overall loss coefficient is
3.82 W/m2 ◦C (fromExample 7.3.1). The tube is made of stainless steel (k = 16 W/m ◦C)

with a wall thickness of 5mm. If the ambient temperature is 10◦C, calculate the useful
gain and exit fluid temperature.

Solution

The solution is based on Equation 7.3.12. The area of the receiver is

Ar = πDL = π × 0.06 × 10 = 1.88 m2

Taking into account shading of the central part of the collector by the receiver,

Aa = (2.5 − 0.09) 10 = 24.1 m2
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To calculate FR we first calculate F ′ for this situation from Equation 7.3.10:

F ′ = 1/3.82
1

3.82
+ 0.060

300 × 0.050
+ 0.060 ln (0.060/0.050)

2 × 16

= 0.984

Then FR from Equation 7.3.13 is calculated as follows:

ṁCp

ArULF ′ = 0.0537 × 3260

1.88 × 3.82 × 0.984
= 24.77

F ′′ = 24.77 [1 − exp(−1/24.77)] = 0.980

FR = F ′′ × F ′ = 0.980 × 0.984 = 0.964

The useful gain from Equation 7.13.12 is

Qu = 24.1 × 0.964

[
430 − 1.88 × 3.82

24.1
(200 − 10)

]
= 8675 W

The fluid temperature rise is

�T = Qu

ṁCp

= 8675

0.0537 × 3260
= 49.6◦C

and the exit fluid temperature is 155.2 + 49.6 = 204.8◦C. The average temperature drop
from the outside of the receiver to the fluid is

Tro − Tf = Qu

[
1

πDriLhfi
+ ln

(
Dro/Dri

)
2πkrecL

]

= 8675

[
1

π × 0.05 × 10 × 300
+ In (0.060/0.050)

2 × π × 16 × 10

]
= 20.0◦C

so that the average receiver temperature is (155.2 + 204.8)/2 + 20.0 = 200◦C, which was
the assumed value in Example 7.3.1. Under typical circumstances the average receiver
surface temperature would not be known and it would be necessary to solve the equations
of Examples 7.3.1 and 7.3.2 simultaneously. See Problem 7.2. �

Control problems can arise for collectors that are very long in the flow direction. Parabolic
trough collectors can be more than 1000m long so that the heat transfer fluid may take
one-half hour or more to traverse from inlet to outlet. If the desire is to maintain a constant
outlet temperature, the only available control variable is the fluid flow rate. An adjustment
of the flow rate will continue to have an impact on the outlet temperature for the duration
of the fluid transit time. Stuetzle et al. (2004) used a model predictive control strategy to
control the flow rate in an optimal manner. A mathematical model of the collector was
developed that includes the transit time and was used with a predicted weather pattern to
predict future outlet temperatures. An optimum time-dependent flow rate was determined
with the model and predicted weather and used to control the real fluid flow rate for a short
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period of time. At the end of the short time period another time-dependent optimal flow
rate was determined and the processes repeated. Although the process was not tested in a
real system, it was tested by simulation with good results.

7.4 OPTICAL PERFORMANCE OF CONCENTRATING COLLECTORS

Concentrating collectors have optical properties that vary substantially with the geometry
of the device. The following general concepts can be applied to all concentrators, although
the ways in which they are applied vary with configuration. An equation for S, the absorbed
radiation per unit area of unshaded aperture, can be written as

S = Ibρ(γ τα)nKγτα (7.4.1)

The terms in this equation have implications that are different from those for flat-plate
collectors, and the treatment of them depends on collector geometry.

The effective incident radiation measured on the plane of the aperture Ib includes only
beam radiation for all concentrators except those of low concentration ratio (i.e., perhaps
10 or below). For systems of low concentration ratio, part of the diffuse radiation will
be reflected to the receiver, with the amount depending on the acceptance angle of the
concentrator.

Generally ρ is the specular reflectance of the concentrator. For diffuse reflectors
used with cylindrical absorbers, it will be the diffuse reflectance. If the concentrator is a
refractor, it will be the transmittance of the refractor.

The next three factors, γ , τ , and α, are functions of the angle of incidence of radiation
on the aperture. The effects of angle of incidence on these characteristics may be considered
individually or they may, as implied by Equation 7.4.1, be combined in an incidence angle
modifier.

The intercept factor γ is defined as the fraction of the reflected radiation that is
incident on the absorbing surface of the receiver. This concept is particularly useful in
describing imaging concentrators. An example of an image formed in the focal plane of a
linear concentrator is shown in Figure 7.4.1; if a receiver extends from A to B, the intercept
factor will be

γ =

∫ B

A

I (w) dw∫ +∞

−∞
I (w) dw

(7.4.2)

The objective in using concentrating systems is to reduce heat losses from the absorber by
reducing its area. Most imaging collectors are built with receivers large enough to intercept
a large fraction of the reflected radiation but not large enough to intercept the low-intensity
fringes of the images. Values of γ greater than 0.9 are common.

Here τ is the transmittance of any cover system on the receiver. Its calculation may
be difficult as the angles of incidence of the radiation from the reflector on the cover
may be uncertain. The absorptance of the absorber for the reflected (and transmitted) solar
radiation, α, may be difficult to determine for the same reason as that of τ .

An incidence angle modifier Kγτα can be used to account for deviations from the
normal of the angle of incidence of the radiation on the aperture. For cylindrical systems,
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Figure 7.4.1 An example of a flux distribution in the focal plane of a linear imaging concentrator.
The receiver extends from A to B.

biaxial incidence modifiers are required, with separate treatment for the longitudinal and
transverse planes. However, the transverse incidence angle modifier would only be used
for tracking errors and may not be needed in practice. For circular systems that are fully
symmetric, a single modifier will be adequate. If the system is not fully symmetric,5 biaxial
or possibly more complex modifiers will be needed. As written in Equation 7.4.1, Kγτα

includes the effects of angle of incidence on the intercept factor; in general, as the angle
of incidence of radiation increases, the size of the image will increase and the fraction of
the reflected radiation intercepted by the receiver will decrease. With cylindrical (linear)
systems there may be end effects if the collector is not long compared to its focal length;
this effect can be included in Kγτα.

These optical terms will be discussed for two classes of concentrators, nonimaging
and imaging, in the following sections.

7.5 CYLINDRICAL ABSORBER ARRAYS

In Chapter 6, we discussed collectors with selective flat absorbers placed in evacuated tubes
and noted that low loss coefficients can be obtained. Another type of evacuated tubular
collector is the Dewar type in which the vacuum is maintained between two concentric
glass tubes; a cylindrical absorbing surface is on the outside of the inner of the two tubes
or on a cylindrical fin inside of the inner tube. Two important configurations of these tubes
are shown in Figures 7.5.1(a) and (b).

In type (a), the selective absorbing surface is on the outside of the inner glass tube of
the vacuum jacket, in the evacuated space. A third tube, the delivery tube, is used to move
fluid into (or out of) the end of the Dewar and thus move the fluid past the solar-heated
inner tube of the jacket. The working fluid fills the space inside of the Dewar. The delivery
tube should be designed to reduce thermal coupling between the in and out streams.
Figure 7.5.1(b) shows a design with a fin-and-tube absorber inserted in the Dewar. The fin
is rolled into a cylindrical form to provide a ‘‘spring’’ fit when inserted. The absorbing

5The central-receiver collectors described in Sections 7.15 and 17.5 are examples of unsymmetrical circular
systems.
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Figure 7.5.1 Two types of evacuated Dewar tubes with cylindrical absorbers: (a) Dewar with
delivery tube; (b) Dewar with inserted fin and tube. Adapted from International Energy Agency
(1986).

Figure 7.5.2 Section of a collector with an array of cylindrical absorbers and a diffuse back
reflector.

surface is on the fin. In this design, the quantity of fluid in the Dewar is very much less,
and breakage of a tube does not result in loss of fluid and failure of an array.

Figure 7.5.2 shows a cross section of an array of cylindrical absorbers spaced
approximately a diameter apart and a diameter above a diffuse back reflector. Some of
the incident radiation is absorbed directly by the cylinders. Some that is incident on the
back reflector is reflected to the cylinders, and some is reflected back to the sky and
lost. The optical properties of these reflectors and tube arrays are nonsymmetrical (as are
those of flat absorbers with cylindrical covers) and biaxial incidence angle modifiers are
used. Theunissen and Beckman (1985) have computed the optical properties of arrays
of tubes for incident beam, diffuse, and reflected radiation, for arrays sloped toward the
south with tube axes north-south, and with the diffuse reflectance of the back reflector
equal to 0.8.

Values of FR(γ τα)n for these collectors with flat diffuse back reflectors are typically
0.65 to 0.70. Transverse plane incidence angle modifiers for a collector of this type are
shown in Figure 7.5.3. Data are from Chow et al. (1984), who also did ray-trace studies
to derive theoretical incidence angle modifier (IAM) curves; they found that the measured
curves agreed with the theoretical within the experimental errors. Mather (1980) notes
similar experimental results.
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Figure 7.5.3 Measured transverse incidence angle modifiers for 30-mm-diameter cover tubes and
22-mm absorber tubes over white diffuse back reflectors. Curve a: tube-to-tube spacing s = 60 mm
and height h = 40 mm. Curve b: tube-to-tube spacing is 45mm and height is 32mm. Data from
Chow et al. (1984).

Figure 7.5.4 Calculated loss coefficients for evacuated
tubular collectors of the type shown in Figure 7.5.1(a)
considering (a) radiation transfer only across the evacu-
ated space and (b) adding an estimate of 50% to allow
for manifold losses. The U values are based on aperture
area of an array with tubes spaced a tube diameter apart.
Based on Rabl (1985).

Loss coefficients for these collectors are more temperature dependent than those for
flat-plate collectors. Radiation, the major mechanism for heat transfer across the evacuated
space, is dependent on the difference of the fourth power of the temperatures, and the
collectors in many applications run at higher temperatures than flat-plate collectors. Rabl
(1985) shows calculations of overall loss coefficients for the tubes based on the absorber
area. For typical spacing of tubes with a tube diameter space between them, the results
based on aperture area Uap are shown as curve (a) in Figure 7.5.4. Rabl suggests that
losses in manifolds can be as much as 50% of those from the tubes. Curve (b) reflects this
increase and can be considered as an overall loss coefficient UL from an array of tubes and
its associated manifold.

7.6 OPTICAL CHARACTERISTICS OF NONIMAGING CONCENTRATORS

It is possible to construct concentrating collectors that can function seasonally or annually
with minimum requirements for tracking (with its attendant mechanical complications).
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These nonimaging concentrators have the capability of reflecting to the receiver all of
the incident radiation on the aperture over ranges of incidence angles within wide limits.
The limits define the acceptance angle of the concentrator. As all radiation incident
within the acceptance angle is reflected to the receiver, the diffuse radiation within these
angles is also useful input to the collector.

Most of this section is devoted to compound parabolic concentrators.6 These
concentrators had their origins in instruments for detection of Cherenkov radiation in high-
energy physics experiments, a development noted by Hinterberger and Winston (1966).
An independent and parallel development occurred in the USSR (Baranov and Melnikov,
1966). Their potential as concentrators for solar energy collectors was pointed out by
Winston (1974), and they have been the basis of detailed study since then by Welford and
Winston (1978), Rabl (1976a,b), and many others.

The basic concept of the CPC is shown in Figure 7.6.1. These concentrators are
potentially most useful as linear or trough-type concentrators (although the analysis has
also been done for three-dimensional concentrators), and the following is based on the
two-dimensional CPC. Each side of the CPC is a parabola; the focus and axis of only the
right-hand parabola are indicated. Each parabola extends until its surface is parallel with
the CPC axis. The angle between the axis of the CPC and the line connecting the focus of
one of the parabolas with the opposite edge of the aperture is the acceptance half-angle θc.

If the reflector is perfect, any radiation entering the aperture at angles between ±θc will
be reflected to a receiver at the base of the concentrator by specularly reflecting parabolic
reflectors.

Figure 7.6.1 Cross section of a symmetrical
nontruncated CPC.

6The term CPC is applied to many nonimaging concentrators even though their geometry differs from parabolic.
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Figure 7.6.2 Fraction of radiation incident on
the aperture of a CPC at angle θ which reaches
the absorber surface if ρ = 1: θc = acceptance
half-angle, � = angular surface error. (——)
Full CPC with no surface errors; (------) trun-
cated CPC with no surface errors; (· · · · · ·) full
CPC with surface errors. Adapted from Rabl
(1976b).

Concentrators of the type of Figure 7.6.1 have area concentration ratios which
are functions of the acceptance half-angle θc. For an ideal two-dimensional system the
relationship is7

Ci = 1

sin θc

(7.6.1)

An ideal CPC in this context is one which has parabolas with no errors. Thus an ideal CPC
with an acceptance half-angle of 23.5◦ will have Ci = 2.51, and one with an acceptance
half-angle of 11.75◦ will have Ci = 4.91. Figure 7.6.2 shows the fraction of radiation
incident on the aperture at angle θ which reaches the absorber as a function of θ . For the
ideal CPC, the fraction is unity out to θc and zero beyond. For a real CPC with surface
errors, some radiation incident at angles less than θc does not reach the absorber, and some
at angles greater than θc does reach it.

At the upper end points of the parabolas in a CPC, the surfaces are parallel to the central
plane of symmetry of the concentrator. The upper ends of the reflectors thus contribute little
to the radiation reaching the absorber, and the CPC can be truncated to reduce its height
from h to h′ with a resulting saving in reflector area but little sacrifice in performance. A
truncated CPC is shown in Figure 7.6.3. The dashed plot in Figure 7.6.2 shows the spread

Parabola axis

h

2a´

2aT

2a

hT

Figure 7.6.3 A CPC truncated so its height-
aperture ratio is about one-half of the full CPC.

7This can be shown by the same arguments that led to Equations 7.2.6.
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Figure 7.6.4 Ratio of height to aperture for full and truncated CPCs as a function of C and θc.
Adapted from Rabl (1976b).

of the image for the truncated concentrator. Limited truncation affects the acceptance angle
very little, but it does change the height-to-aperture ratio, the concentration ratio, and
the average number of reflections undergone by radiation before it reaches the absorber
surface. The effects of truncation are shown for otherwise ideal CPCs in Figures 7.6.4
to 7.6.6. Figure 7.6.4 shows the height-to-aperture ratio and Figure 7.6.5 shows the ratio
of reflector area to aperture area. Figure 7.6.6 shows the average number of reflections
undergone by radiation entering the aperture before it reaches the absorber. If the truncation
is such that the average number of reflections is below the (N)min curve, that average
number is at least 1 − 1/C.

The use of these plots can be illustrated as follows. An ideal full CPC has an
acceptance half-angle θc of 12◦. From Figure 7.6.4 the height-to-aperture ratio is 2.8
and the concentration ratio is 4.8. From Figure 7.6.5, the area of reflector required is
5.6 times the aperture. The average number of reflections undergone by radiation before
reaching the absorber surface is 0.97 from Figure 7.6.6. If this CPC is truncated so that its
height-to-aperture ratio is 1.4, from Figure 7.6.4 the concentration ratio will drop to 4.2.
Then from Figure 7.6.5 the reflector area–aperture area ratio is 3.0 and from Figure 7.6.6
the average number of reflections will be at least 1 − 1/4.2 = 0.76.

Figures 7.6.4 to 7.6.6 are sometimes difficult to read to the desired accuracy. The
following equations were used to generate these plots.8 Equations 7.6.2 to 7.6.4 for a

8These equations can have multiple solutions. Like most nonlinear systems of equations good guesses are often
needed to find the appropriate solution. Valid solutions will have hT /h ≤ 1 and φ ≥ 2θ .
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Figure 7.6.5 Ratio of reflector area to aperture area for full and truncated CPCs. Adapted from
Rabl (1976b).
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Figure 7.6.6 The average number of reflections undergone by radiation within the acceptance
angle reaching the absorber surface of full and truncated CPCs. Adapted from Rabl (1976b).
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full CPC and 7.6.5 to 7.6.8 for a truncated CPC (with subscript T ) are from Welford
and Winston (1978). Equation 7.6.9, the average number of reflections for either a full or
truncated CPC, is from Rabl (1976a):

f = a′(1 + sin θc) (7.6.2)

a = a′

sin θc

(7.6.3)

h = f cos θc

sin2 θc

(7.6.4)

aT = f sin(φT − θc)

sin2(φT /2)
− a′ (7.6.5)

hT = f cos(φT − θc)

sin2(φT /2)
(7.6.6)

C = aT

a′ or for a full CPC C = a

a′ = 1

sin θc

(7.6.7)

ART

2aT

= f

2

[
cos (φ/2)

sin2(φ/2)
+ ln cot

(
φ

4

)]∣∣∣∣
φT

θc+π/2

(7.6.8)

ni = max

[
C

ART

4aT

− x2 − cos2 θ

2 (1 + sin θ)
, 1 − 1

C

]
(7.6.9a)

x =
(
1 + sin θ

cos θ

) (
− sin θ +

(
1 + hT

h
cot2 θ

)1/2
)

(7.6.9b)

whereART is the reflector area per unit depth of a truncated CPC (if φT = 2θc, then ART =
AR), ni is the average number of reflections, and the other variables are shown in
Figure 7.6.3.

Example 7.6.1

A CPC is to be designed with a concentration ratio of 2.0. Prepare plots of θc, φ, ART , hT ,

and ni as functions of the ratio of the truncated height to the full CPC height.

Solution

In order to prepare the plots, we need to solve the CPC equations 7.6.2 to 7.6.9 since it is
difficult to read the graphs with sufficient accuracy. From any of the three plots it is clear
that a full CPC with an acceptance angle of about 30◦ or a truncated CPC with a smaller
acceptance angle will satisfy the requirement of the problem. From Equation 7.6.7 a full
CPC with C = 2 has θc = sin−1 ( 1

2

) = 30◦
. We will assume the absorber area a′ is equal

to unity so that from Equation 7.6.2 the focal length f = (1 + sin θc) = 1.5. The aperture
area a = 2 from Equation 7.6.3 and the height h = 2.60 from Equation 7.6.4. For this full
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CPC the angle φ is equal to the angle 2θc so that, from Equation 7.6.8, AR = 2.67. The
average number of reflections from Equation 7.6.9 is 0.67.

For a truncated CPC with, for example, a known value of h/hT we need to solve
simultaneously for θc, φ, f, h, and hT from Equations 7.6.2, 7.6.4, 7.6.5, and 7.6.6. Solving
systems of algebraic equations is EESy with appropriate software. With h/hT = 0.5 we
find θc = 27.02, φ = 70.73, f = 0.727, h = 3.14, and hT = 1.57. The truncated receiver
area ART is then 1.66 and the average number of reflections is 0.5. Choosing a range of
values for h/hT from 0 to 1 the following plot can be constructed.

(d
eg

)

�

Compound parabolic concentrators with flat receivers should have a gap between the
receiver and the reflector to prevent the reflector from acting as a fin conducting heat
from the receiver. The gap results in a loss of reflector area and a corresponding loss in
performance and should be kept small (Rabl, 1985).

The preceding discussion has been based on flat receivers occupying the plane between
the two foci (Figure 7.6.3). Other receiver shapes can be used; Winston and Hinterberger
(1975) showed that a CPC can be developed with aperture l which will concentrate
incident radiation with incidence angles between ±θc onto any convex absorber with
circumference l sin θc. The method of generation of the shape of the CPC is illustrated
by Figure 7.6.7, which shows a special case of interest, a cylindrical absorber. Parts
AB and AC of the reflector are convolutes of parts AF and AG of the absorber. The
requirement for the rest of the reflector is that at any point P the normal to the reflector
NP must bisect the angle between the tangent to the absorber PT and the line QP,

which is at an angle θc to the axis of the CPC. This CPC is used with evacuated tubular
receivers. They can be truncated in the same way as other CPCs. An example is shown in
Figure 7.6.8.

This method can be used to generate a reflector for any convex receiver shape. Thus
a set of CPC-type concentrators (not necessarily parabolas) can be evolved that permit
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Figure 7.6.7 A CPC for a tubular receiver. Adapted
from Rabl (1978).

Figure 7.6.8 An array of truncated CPC reflectors with evacuated tubular receivers with a glass
cover over the array. Courtesy of Energy Design Corporation.

Figure 7.6.9 Involute reflector for use with cylindrical
absorber. Adapted from O’Gallagher et al. (1980).

a range of choices of receiver shape. The CPCs can be used in series; the receiver for a
primary concentrator can be the aperture of a secondary concentrator. The concentrators
need not be symmetrical.

Tubular absorbers are often used with CPC reflectors. O’Gallagher et al. (1980) have
shown that the reflector shape leading to maximum absorption of radiation by cylindrical
absorbers is an involute, shown in Figure 7.6.9.
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7.7 ORIENTATION AND ABSORBED ENERGY FOR CPC COLLECTORS

The advantages of CPCs are that they can function without continuous tracking and still
achieve some concentration. However, they must be properly oriented to maximize the
absorbed radiation when output from the collector is needed. To determine the operation
at any time (which is a step to finding the best orientation), it is necessary to calculate the
absorbed radiation. A particularly critical question is whether or not the beam radiation
will be absorbed.

A logical orientation for such a collector is along a horizontal east-west axis, sloped
toward the equator, and more or less adjustable about that axis. The CPC is arranged so that
the pseudo–incidence angle9 of beam radiation (the projection of the angle of incidence
on the north-south vertical plane) lies within the limits ±θc during the times when output
is needed from the collector. In practice, compromises are necessary between frequency of
movement of the collector and concentration ratio, with high ratios associated with small
acceptance angles and relatively frequent positioning.

To estimate the radiation absorbed by the receiver of a CPC, it is necessary to
determine if the angle of incidence of the beam radiation is within the acceptance angle
2θc and then estimate the contributions of the beam and diffuse radiation plus the ground-
reflected radiation if it is within the acceptance angle. The absorbed radiation can be
estimated as

S = Gb,CPCτc,bτCPC,bαb + Gd,CPCτc,dτCPC,dαd + Gg,CPCτc,gτCPC,gαg (7.7.1a)

Gb,CPC = FGbn cos θ (7.7.1b)

Gd,CPC =




Gd

C
if (β + θc) < 90◦

Gd

2

(
1

C
+ cos β

)
if (β + θc) > 90◦

(7.7.1c)

Gg,CPC =



0 if (β + θc) < 90◦

Gd

2

(
1

C
− cos β

)
if (β + θc) > 90◦

(7.7.1d)

The first term in Equation 7.7.1a is the beam contribution to S, the second is the contribution
of the diffuse, and the third is the contribution of the ground-reflected radiation. In the
first term, Gb,CPC is the beam radiation on the aperture that is within the acceptance angle,
τc,b is the transmittance for beam radiation of any cover which may be placed over the
concentrator array, and αb is the absorptance of the receiver for the beam radiation. The
factor τCPC,b is a ‘‘transmittance’’ of the CPC which accounts for reflection losses and is
a function of the average number of reflections. The factors in the terms for diffuse and
ground-reflected radiation are analogous to those for the beam radiation.

The ground-reflected radiation is only effective if β + θc > 90◦, that is, if the receiver
‘‘sees’’ the ground. The angles are shown in Figure 7.7.1. Equations 7.7.1c and 7.7.1d

9This angle is referred to in architectural literature as the solar profile angle and by Hollands (1971) as the
east-west vertical (EWV) angle.
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Figure 7.7.1 Projection on a north-south plane of
CPC acceptance angles and slope for a CPC on a
east-west axis.

account for the contribution or lack thereof of the ground-reflected radiation. Here the
diffuse radiation is assumed to be isotropic.10

Figure 7.7.1 shows the acceptance angle of a CPC on a vertical north-south plane for
a CPC oriented east-west. Two angles, β − θc and β + θc, are the angles from the vertical
in this plane to the two limits describing the acceptance angle. Mitchell (1979) has shown
that the following condition must be met in order for the beam radiation to be effective:

(β − θc) ≤ tan−1(tan θz cos γs) ≤ (β + θc) (7.7.2)

It is convenient to introduce the control function F in Equation 7.7.1b, which is 1 if
the criterion of Equation 7.7.2 is met and 0 otherwise. If beam radiation is incident on the
aperture within the acceptance angle, F = 1 and the beam radiation term will be included
in the calculation of S.

A CPC collector will probably have a transparent cover over the array of reflectors.
This serves both to protect the reflecting and absorbing surfaces and to reduce thermal
losses from the absorber. Then beam and diffuse radiation effectively entering the CPC are
reduced by the transmittance of the cover τc.

Only part of the incident diffuse radiation effectively enters the CPC, and that part is
a function of the acceptance angle. A relationship between the mean angle of incidence
of effective diffuse radiation from the sky and the acceptance half-angle θc is shown in
Figure 7.7.2. This is based on the assumption that the diffuse radiation is isotropic. The
relationship depends on the nature of the cover system, and the figure shows a band of
solutions including one and two covers, refractive indices from 1.34 to 1.526, and KL per
cover up to 0.0524. An equation for the equivalent angle of incidence θe (the dashed line) is

θe = 44.86 − 0.0716θc + 0.00512θ2
c − 0.00002798θ3

c (7.7.3)

Thus for a CPC with θc = 20◦
, the mean angle of incidence of effective diffuse radiation is

45◦ and the transmittance of the cover for this radiation is that of beam radiation at 45◦
. In

general, CPCs are orientated such that they do not utilize any ground-reflected radiation.
If the CPC can see the ground, then the effective incidence angle for ground-reflected
radiation and diffuse radiation can be assumed to be equal.

10If the diffuse has a significant circumsolar contribution, the method described in this section will underestimate
the effective diffuse radiation.
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Figure 7.7.2 Equivalent incidence angle for isotropic diffuse radiation for a CPC as a function of
acceptance half-angle. From Brandemuehl and Beckman (1980).

The terms τCPC,b, τCPC,d , and τCPC,g in Equation 7.7.1a are transmittances of the
CPC that account for the specular reflectance of the concentrator and the average number
of reflections. The terms are usually treated as the same, and an appropriate value to be
applied to all three of them is estimated from the number of reflections ni from Figure 7.6.6
and the reflectance ρ by the equation

τCPC = ρni (7.7.4)

Here it is assumed that end effects are negligible or that the ends are highly reflective.
The absorptances αb, αd, and αg of the receiver surface depend on the angles of

incidence of the radiation on the surface. The angles of incidence vary depending on the
angle of incidence of the radiation on the aperture of the CPC, the number of reflections
undergone by the radiation, and the shape of the reflecting and receiving surfaces. If the
average number of reflections is small, as it will be for large acceptance angles, then
as a first approximation the absorptance can be taken as that corresponding to the angle
of incidence of the effective radiation on the aperture of the CPC; however, this will
generally result in overestimation of α. Due to lack of design information, there may be no
alternative.

Example 7.7.1

An uncovered full CPC collector array is mounted on a horizontal east-west axis and
oriented at a slope of 25◦ from the horizontal. The latitude is 35◦ N. The acceptance angle
2θc = 24◦

. At 10 AM on August 1, the beam normal radiation Gbn = 805 W/m2. Estimate
the beam radiation incident on the CPC per square meter of aperture area.
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Solution

The first step is to see if the criterion of Equation 7.7.2 is met, that is, whether F is 0 or
1. For this date, n = 213, ω = −30◦

, and δ = 17.9◦
. From Equation 1.6.5, θz = 31.6◦

.

From Equations 1.6.6

γS = (−1)

∣∣∣∣cos−1
(
cos 31.6 sin 35 − sin 17.9

sin 31.6 cos 35

)∣∣∣∣ = −65.2◦

For this collector, β − θc = 25 − 12 = 13◦ and β + θc = 25 + 12 = 37◦
. From Equation

7.7.2, tan−1 [tan 31.6 cos(−65.2)] = 14.5◦
. Since 14.5◦ lies between 13◦ and 37◦

, F = 1.
The angle of incidence of the beam radiation on the aperture can be obtained with Equation
1.6.7a:

cos θ = cos(35 − 25) cos 17.9 cos 30 + sin(35 − 25) sin 17.9 = 0.865

The effective beam radiation incident on the aperture of the CPC is

Gb,CPC = 1 × 805 × 0.865 = 700W/m2 �

Example 7.7.2

At the location and time of Example 7.7.1 the diffuse radiation on a horizontal surface is
320W/m2. The CPC of Example 7.7.1 is truncated and has a concentration ratio of 4.5.
The reflectance of the CPC reflector is 0.89 and the absorptance of the receiver is 0.94.
Estimate the total radiation absorbed by the receiver per unit receiver area if the CPC array
has a glass cover with KL = 0.0125.

Solution

For these circumstances β + θc = 37◦
, so there is no contribution of ground-reflected

radiation. Equation 7.7.1c is used to estimate the effective diffuse radiation:

Gd,CPC = 320

4.5
= 71W/m2

The angle of incidence of the beam radiation on the cover is cos−1(0.865), or 30◦. The
transmittance of the cover for this radiation, from Figure 5.3.1, is 0.90. The mean angle
of incidence for the diffuse radiation from Figure 7.7.2 is 45◦. From Figure 5.3.1 the
transmittance for this radiation is 0.89. From Figure 7.6.6 the average number of reflections
is 0.81. The radiation absorbed by the receiver per unit area of the receiver is then the
contribution of the beam and diffuse components times the concentration ratio:

S = 4.5 × 0.94 × (700 × 0.90 + 71 × 0.89)0.890.81 = 2668W/m2 �

Example 7.7.3

What is the diffuse and ground-reflected radiation incident on the receiver surface for a
full CPC collector with an acceptance half-angle of 18◦ sloped at 80◦ to south at latitude
35◦? The horizontal total radiation is 530W/m2, the diffuse is 175W/m2, and the ground
reflectance is 0.7.
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Solution

In this case the ground-reflected radiation must be considered, as β + θc > 90◦
. Equations

7.7.1c and 7.7.1d are used with C replaced by 1/ sin θc for this full CPC:

Gd,CPC = 175

2
(sin 18 + cos 80) = 42.2W/m2

Gg,CPC = 530 × 0.7

2
(sin 18 − cos 80) = 25.1W/m2

�

There are a variety of CPC geometries that require special treatment. For example, a
common form of CPC uses evacuated tubular receivers with cylindrical absorbing surfaces,
interposing an additional cover that must be considered. Evacuated tubes with flat receivers
can also be used with cusp reflectors similar to those shown in Figure 7.6.9. With the
procedures outlined in this section, it is possible to estimate the energy absorbed by many
CPC collectors. In the next section, the absorbed energy is combined with the thermal
performance analysis of Section 7.2 to show how collector performance can be estimated
for any set of operating conditions.

7.8 PERFORMANCE OF CPC COLLECTORS

The basic equation summarizing the performance of a CPC collector is Equation 7.3.12,
where S is calculated by Equations 7.7.1. The remaining question is the calculation of
the appropriate thermal loss coefficient UL. Losses from CPCs will include losses from
the receivers (which are calculated by methods that are basically the same as for other
collectors) plus losses from manifolds, as shown in Figure 7.5.4.

Rabl (1976b) presents a discussion of calculation of loss coefficients for a CPC
collector geometry using a flat absorber. Figure 7.8.1 shows his estimations of overall

Figure 7.8.1 Estimated loss coefficients for CPC collectors with flat absorbers. From Rabl (1976b).
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loss coefficients per unit area of absorber for use in Equation 7.3.12. The coefficients
are functions of concentration ratio; the method used in their estimation assumed fixed
conduction losses independent of concentration ratio, and both radiation and convection
from plate to cover are to some degree functions of the concentration ratio. Estimates are
shown for two plate emittances and two plate temperatures.

With estimates of UL from Figure 7.8.1, from measurements, or from calculations
and with knowledge of the meteorological conditions and inlet fluid temperature, the
procedure for calculating collector output is the same as for a flat-plate collector. Then FR

is calculated fromF ′,UL, and the fluid flow rate ṁ and F ′′ is calculated by Equation 7.3.13;
Qu is calculated with Equation 7.3.12, and the average plate temperature is calculated as
the basis for a check of the assumed Tp (and UL).

Example 7.8.1

The CPC collector of Example 7.7.2 has a flat receiver with εp = 0.10. Under the
conditions of its use, it is expected that F ′ = 0.87. The inlet fluid temperature is 130◦C
and the ambient temperature is 28◦C. The collector array of 10 m2 total aperture area has
10 concentrators each with an aperture width of 0.30m, with flow in parallel through the
10 receivers. The total flow rate is 0.135 kg/s and the fluid heat capacity is 3560 J/kg ◦C.
Estimate the useful gain from the collector when the absorbed radiation S = 590W/m2.
Base UL on Rabl’s estimates as indicated in Figure 7.8.1.

Solution

Assume the absorber temperature Tp = 140◦C. From Figure 7.8.1 the overall loss coeffi-
cient UL is approximately 6.1W/m2 ◦C for this CPC with a concentration ratio of 4.5. The
flow rate per unit area of aperture is ṁ/Aa = 0.135/10 = 0.0135 kg/m2 s. With these, FR

can be calculated from Equation 7.3.13:

FR = 0.0135 × 3560

6.1

[
1 − exp

(
− 6.1 × 0.87

0.0135 × 3560

)]
= 0.82

The total useful gain can be estimated from Equation 7.3.12:

Qu = 10 × 0.82

[
590 − 6.1 (130 − 28)

4.5

]
= 3.7 kW

The temperature rise through the collector is

�T = 3700

0.135 × 3560
= 7.7 ◦C

Equation 6.8.4 could be used to estimate the mean receiver temperature of 134◦C and a
new UL estimated based on the revised mean absorber temperature Tp. It will be close to
the 140◦C assumed, and it is not possible to improve significantly on the estimate already
made. �

Rabl et al. (1980) have measured the performance of several experimental CPC
collectors. A collector with a cylindrical absorber, a concentration ratio of 5.2, an
acceptance half-angle of 6.5◦

, and a flat cover over the array had Fav(τα)n = 0.68 and
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FavUL = 0.185W/m2 ◦C. Operating data from some CPC arrays with evacuated tubular
receivers have been reported to be similar to that shown in Figure 6.18.5, which indicates
a more complex dependence of efficiency on incident radiation and operating temperature
than is indicated by the two-parameter model.

7.9 LINEAR IMAGING CONCENTRATORS: GEOMETRY

Linear concentrators with parabolic cross section have been studied extensively both
analytically and experimentally and have been proposed and used for applications requiring
intermediate concentration ratios and temperatures in the range of 100 to 500◦C.Figure 7.9.1
shows a collector of this type which is part of a power generation system in California. The
receiver used with this concentrator is cylindrical and is enclosed in an evacuated tubular
cover; flat receivers have also been used with reflectors of this type.

To understand how these collectors operate, it is necessary to describe the optical
properties of the concentrators and the images (the distribution of solar radiation flux across
the focus) they produce. This section treats the geometry of reflectors and the width of the
images they produce. The next section is concerned with the distribution of flux in images
from perfect reflectors. Section 7.11 then treats images produced by imperfect reflectors.
The final section in this series is on energy balances on these collectors.

For collectors of this type, the absorbed radiation per unit area of unshaded aperture is
given by Equation 7.4.1. In order to evaluate S, it is necessary to know the characteristics
of the images produced by reflectors. Theoretical images, that is, those produced by perfect
concentrators that are perfectly aligned, depend on concentrator geometry. Cross sections
of a linear parabolic concentrator are shown in Figures 7.9.2 and 7.9.3. The equation of the
parabola, in terms of the coordinate system shown, is

y2 = 4fx (7.9.1)

The aperture is a and the focal length (the distance from the focal point to the vertex) is f .

Figure 7.9.1 Collector with linear parabolic concentrator used in a power generation installation.
Photo courtesy of Luz Corporation.
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Figure 7.9.2 Section of a linear parabolic concen-
trator showing major dimensions and the x, y, z

coordinates.

Figure 7.9.3 Image dimensions for a linear concentrator.

The radiation beam shown in Figure 7.9.3 is incident on the reflector at point B at the
rim where themirror radius is a maximum at rr . The angle φr is the rim angle, described
by AFB, and is given by

ϕr = tan−1
[

8 (f/a)

16(f/a)2 − 1

]
= sin−1

(
a

2rr

)
(7.9.2)

For convenience, φr is plotted as a function of f/a in Figure 7.9.4.
For any point of the parabolic reflector the local mirror radius is

r = 2f

1 + cos φ
(7.9.3)
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Figure 7.9.4 Rim angle φr as a function of focal length–
aperture ratio.

An incident beam of solar radiation is a cone with an angular width of 0.53◦ (i.e.,
a half-angle θs of 0.267

◦ or 16′). For present purposes, assume that the concentrator is
symmetrical and that the beam radiation is normal to the aperture. Thus the beam radiation
is incident on the concentrator in a direction parallel to the central plane of the parabola
(the x-z plane described by the axis and focus of the parabola). (The effects of alignment
errors will be noted in Section 7.11.)

Figure 7.9.5 shows schematically how the reflected radiation from the rim of the
parabola determines the width of the focal zone. The width of the solar image in the
focal plane increases with increasing rim angle. The minimum sizes of flat, circular, and
semicircular receivers centered at the focal point to intercept all of the reflected radiation
are shown. It is clear from this diagram that the angle of incidence of radiation on the
surface of any of these receiver shapes is variable.

For specular parabolic reflectors of perfect shape and alignment, the size of the receiver
to intercept all of the solar image can be calculated. The diameterD of a cylindrical receiver
is given as

D = 2rr sin 0.267 = a sin 0.267

sin φr

(7.9.4)

Figure 7.9.5 Schematic of reflected radiation from center and rim of a (half) parabolic reflector,
with minimum plane, circular, and semicircular receivers to intercept all reflected radiation from a
full parabola.
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For a flat receiver in the focal plane of the parabola (the y-z plane through F , as shown in
Figure 7.9.3) the width W is given as

W = 2rr sin 0.267

cos(φr + 0.267)
= a sin 0.267

sin φr cos(φr + 0.267)
(7.9.5)

Note that W is also the diameter of a semicircular receiver.
For a flat receiver, as φ varies from zero to φr, r increases from f to rr and the

theoretical image size in the focal plane increases from D (evaluated with rr equal to
f ) to W . The focal length is a determining factor in image size, and the aperture is the
determining factor in total energy; thus the image brightness or energy flux concentration
at the receiver of a focusing system will be a function of the ratio a/f.

7.10 IMAGES FORMED BY PERFECT LINEAR CONCENTRATORS

We turn now to a more detailed consideration of the theoretical images produced by
perfectly oriented cylindrical parabolic reflectors.11 Only images formed on planes per-
pendicular to the axis of the parabola will be considered; these examples provide the basis
for an appreciation of the important factors in the operation of concentrators.

The radiation incident on a differential element of area of a reflector can be thought
of as a cone having an apex angle of 32′, or a half-angle of 16′. The reflected radiation
from the element will be a similar cone and will have the same apex angle if the reflector
is perfect. The intersection of this cone with the receiver surface determines the image
size and shape for that element, and the total image is the sum of the images for all of the
elements of the reflector.

Consider a flat receiver perpendicular to the axis of a perfect parabola at its focal point,
with beam radiation normal to the aperture. The intersection of the focal plane and a cone
of reflected radiation from an element is an ellipse, with minor axis of 2r sin 16′ and major
axis of y1 − y2, where y1 = r sin 16′/ cos(φ − 16′) and y2 = r sin 16′/ cos(φ + 16′).
The total image is the sum of the ellipses for all of the elements of the reflector.

Evans (1977) has determined the distribution of energy flux in the integrated images
on the focal plane for three models of the sun, including a nonuniform solar disk with
an intensity distribution suggested by Lose (1957) based on data of Abetti (1938). The
nonuniform disk model takes into account the fact that the sun radiates more from its
central portion than it does from the limb, or edge. Figures 7.10.1(a), 7.10.2, and 7.10.3
show the distribution of energy across images for several perfect concentrators for the
nonuniform solar disk.

The local concentration ratio Cl = I (y)/Ib,ap is the ratio of intensity at any position
y in the image to the intensity on the aperture of the concentrator. Local concentration
ratios are shown in Figure 7.10.1(a). The abscissa is the distance from the image center,

11This and the following sections are based on numerical integrations of images formed by parabolic cylinder
reflectors on focal planes and draws on the work of Evans (1977). An alternative approach extensively developed
by Rabl (1985) is based on the concept that images can be described as Gaussian in character. Many concentrators
use cylindrical receivers, which require modifications of the analyses. Ray-trace methods are often used in the
analysis and design of these collectors.



7.10 Images Formed by Perfect Linear Concentrators 355

Figure 7.10.1 (a) Image distributions for perfect concentrators for the nonuniform solar disk. From
Evans (1977). (b) Intercept factors for images from perfect concentrators obtained by integrating
areas under curves of (a).

Figure 7.10.2 Image distributions for the nonuniform solar disk for several pointing errors in the
x-y plane. From Evans (1977).
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Figure 7.10.3 Image distributions for 30◦ rim angle reflectors for several displacements of the
plane of the image from the focal plane. The dashed curve shows the effect of shading of the reflector
by the absorber. From Evans (1977).

expressed in dimensionless form as y/f . A reflectance of 1 was assumed in these
calculations. Distributions are shown for five rim angles of the reflector. As rim angle
increases, the local concentration ratio increases, as does the size of the image. (If a uniform
solar disk is assumed, the distributions show lower concentration ratios in the center of the
image and higher ratios in the outer portions of the images than for the nonuniform model.)

The distributions of Figure 7.10.1(a) can be integrated from zero to y/f to show the
intercept factor γ, the fraction of the total image that is intercepted by the flat receiver in
the focal plane. Intercept factors are shown in Figure 7.10.1(b).

Example 7.10.1

A perfect cylindrical parabolic reflector has an aperture of 7.00m and a focal length of
6.53m. It is long in the z direction so that end effects are negligible. The incident beam
radiation normal to the aperture is 805W/m2. The specular reflectance of the concentrator
is 0.85.

What is the image width? What is the radiation intensity at the center of the image for
the nonuniform solar disk? What is the intensity of the image at a point in the focal plane
26mm from the axis, and how much of the total solar energy is incident on a symmetrical
receiver 52mm wide?

Solution

The f/a ratio of this concentrator is 6.53/7.00 = 0.933. From Equation 7.9.2 the rim angle
for a concentrator of these dimensions is

ϕr = tan

(
8 × 0.933

16 × 0.9332 − 1

)
= 30◦

From Equation 7.9.5 the image width is

W = 7.00 sin 0.267

sin 30 cos(30 + 0.267)
= 0.076 m
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From Figure 7.10.1(a), for the nonuniform solar disk, the local concentration ratio Cl

at the axis is 149. Thus the flux in the image at the axis is

I (y = 0) = Ib,apρCl = 805 × 0.85 × 149 = 102 kW/m2

At a distance 0.026m from the axis, (y/f )103 = 0.026 × 103/6.53 = 4.0. Again from
Figure 7.10.1(a), at φr = 30◦

, Cl = 69 and

I (y = 0.026) = 805 × 0.85 × 69 = 47 kW/m2

From Figure 7.10.1(b), at (y/f )103 = 4.0, the intercept factor is 0.92, so the energy per
unit length on a receiver of width of 52mm, neglecting shading by the receiver, is

7.00 × 805 × 0.85 × 0.92 = 4.41 kW/m �

To this point, orientation of the collector has been considered to be perfect, that is,
with the beam radiation normal to the aperture. Two kinds of variation from this situation
arise. The first is pointing errors in the x-y plane. The second is variation of the angle of
incidence in the x-z plane that results from the mode of tracking.

Calculations similar to those resulting in Figure 7.10.1(a) have been done by Evans
(1977) for perfect reflectors with alignment errors in the x-y plane. The results are shown in
Figure 7.10.2 for two rim angles and three alignment errors. Figure 7.10.3 shows the effects
of displacement L of the image plane from the focal plane for a perfect reflector with a rim
angle of 30◦ with the radiation normal to the aperture. The dashed lines show the effect of
shading of the reflector by the receiver for receiver widths of 0.05f, 0.1f, 0.2f, and 0.3f.

It is clear that significant displacements of a receiver from the focal plane (or gross reflector
distortions that lead to variation in focal length) lead to major changes in the nature of the
image. The effect increases as rim angle increases.

Linear parabolic concentrators may be oriented in several ways to track the beam
radiation. In general, the beam radiation will be in the principal plane (the x-z plane) of the
collector as described by the focus and vertex of the parabola but will not be normal to the
aperture. Rabl (1985) shows that under these circumstances a parabolic trough collector can
be analyzed by projections in the x-y plane. Common modes of orientation are adjustment
about horizontal axes, aligned either east-west or north-south; rotation about a polar axis
is occasionally used. In these situations the angle of incidence θ of beam radiation on the
aperture of the collector, if it is parallel to the central plane of the reflector, is described by
Equation 1.7.2a, 1.7.3a, or 1.7.5a.

As the angle of incidence in the x-z plane increases, the apparent half-angle subtended
by the sun (the projection on the x-y plane of the 0.267◦ half-angle) increases as
1/ cos θ. The effect on image width W is obtained from Equation 7.9.5 by substituting
0.267/ cos θ for 0.267:

W = 2rr sin(0.267/ cos θ)

cos(ϕr + 0.267/ cos θ)
(7.10.1)

The effect of θ on image width is best illustrated by W/W0, the ratio of image width
at incidence angle θ to the width at θ = 0:

W

W0
= sin(0.267/ cos θ)

sin 0.267

cos(φr + 0.267)

cos(φr + 0.267/ cos θ)
≈ 1

cos θ
(7.10.2)
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This ratio does not change significantly with θ until the rim angle exceeds about 80◦. Until
θ becomes large, the second fraction varies little with θ and the dominant effect is that of
the first fraction. Also, the sine of a small angle is nearly equal to the angle, so W/W0 is
very nearly equal to 1/ cos θ.

The result of this image widening is that a linear parabolic concentrator oriented on
a horizontal east-west axis would have an image on the receiver very much enlarged in
the early and late hours of a day and of minimum size at noon. A collector oriented on a
north-south horizontal axis would have an image size that would be less variable through
the day. The effects of θ on image size are in addition to the effect of reduction of energy
in the image (for a given Ibn) by the factor cos θ.

Example 7.10.2

The concentrator of Example 7.10.1 is oriented with its z axis horizontal in the east-west
direction, and it is rotated continuously to minimize the angle of incidence of the beam
radiation. Assume that there is no pointing error in the x-y plane. At 3 PM on June 11, what
is the image width? What is the image intensity in the focal plane at the axis? What will the
image intensity be at a point 0.026m from the axis? What is the fraction of the specularly
reflected radiation that is intercepted by a symmetrical receiver in the focal plane that is
0.052m wide?

Solution

On June 11 at 3 PM, δ = 23.1◦ and ω = 45◦. From Equation 1.7.2a

cos θ = (1 − cos2 23.1 × sin2 45)1/2 = 0.760

θ = 40.6◦

From Example 7.10.1 φr = 30◦ and f = 6.53 m, so from Equation 7.9.3

rr = 2 × 6.53

1 + cos 30
= 7.00 m

The image width is found from Equation 7.10.1,

W = 2 × 7.00 sin(0.267/0.760)

cos(30 + 0.267/0.760)
= 0.099 m

(The same information can be obtained from Equation 7.10.2, where W0 is the width
calculated in Example 7.10.1. The width W = 0.076/ cos 40.6 = 0.099 m.)

The intensity at the center will be reduced by two effects, the reduced radiation
incident on the aperture resulting from off-normal solar radiation and the image spread due
to the apparent increase in the sun’s half-angle θs . From Example 7.10.1 the intensity at
the center is 102 kW/m2. For the off-normal condition of this example,

I (y = 0, θ = 40.6) = I (y = 0, θ = 0)(cos 40.6)
W0

W

= 102 × 0.759 × 0.076

0.099
= 59 kW/m2
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The area under a Cl-versus-y/f curve is fixed, so at a given y/f, as the image widens,
the local intensity diminishes. In Figure 7.10.1(a) the ordinate becomes Cl/ cos θ and the
abscissa becomes (y/f ) × 103 × cos θ . The value of (y/f ) × 103 of 4.0 of Example 7.10.1
is equivalent to a value of 4.0 cos 40.6 = 3.0 for this example. From Figure 7.10.1(a), at
an abscissa of 3.0, the ordinate Cl/ cos θ = 105, so the local concentration ratio Cl = 80.
The intensity is

I (y) = 0.026, θ = 40.6) = 805(cos 40.5)0.85 × 80 = 42 kW/m2

From Figure 7.10.1(b) at an abscissa of 3.0, the intercept factor is 0.78 and the energy
per unit length on a receiving surface of width 0.052m, neglecting receiver shading, is

7.00 × 805(cos 40.6) 0.85 × 0.78 = 2.8 kW/m �

Comparing the results of the two examples (at the same Ibn), when the angle of
incidence in the x-z plane went from 0◦ to 40.6◦, the image width increased from 76
to 99mm, the intensity at the center of the image dropped from 102 to 59 kW/m2, the
intensity at y = 26 mm decreased from 47 to 42 kW/m2, and the energy per unit length
incident on the receiving surface 52mm wide dropped from 4.4 to 2.8 kW/m.

7.11 IMAGES FROM IMPERFECT LINEAR CONCENTRATORS

The distributions shown in Figures 7.10.1 to 7.10.3 are for perfect parabolic cylinders. If a
reflector has small, two-dimensional surface slope errors that are normally distributed, the
images in the focal plane created by these reflectors for perfect alignment will be as shown
in Figure 7.11.1. Distributions for reflectors with rim angles of 30◦ and 75◦ are shown for
various values of the standard deviation of the normally distributed slope errors. Imperfect
reflectors will, as is intuitively obvious, produce larger images than the theoretical.

A second method of accounting for imperfections in the shape of a parabola is to
consider the reflected beam as having an angular width of (0.53 + δ) degrees, where δ is a
dispersion angle, as shown in Figure 7.11.2. Here δ is a measure of the limits of angular
errors of the reflector surface. With δ, equations can be written for the size of images
produced on cylinders or planes at the focus. The diameter of a cylindrical receiver that
would intercept all of the image would be

D = 2rr sin(0.267 + δ/2) = a sin(0.267 + δ/2)

sin φr

(7.11.1)

The image width on the focal plane, if the incident radiation were normal to the aperture,
would be

W = 2rr sin(0.267 + δ/2)

cos(φr + 0.267 + δ/2)
= a sin(0.267 + δ/2)

sin φr cos(φr + 0.267 + δ/2)
(7.11.2)

It may be possible to estimate δ from flux distribution measurements, by ray-trace
methods if the distribution of angular errors is known, or by knowledge of the distribution
of angular errors to be expected from the process used in manufacturing a reflector. An
assumption of normally distributed angular errors may be closer to reality.
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Figure 7.11.1 (a) Image distributions for imperfect reflectors for 30◦ rim angle for various standard
deviations of normally distributed reflector slope errors, (b) Image distributions for imperfect
reflectors for 75◦ rim angle for various standard deviations of normally distributed reflector slope
errors. From Evans (1977).

Figure 7.11.2 Schematic of a portion of a con-
centrator with a dispersion angle δ added to the
0.53◦ solar intercept angle.

Equations 7.11.1 and 7.11.2 give the diameter and width of images of imperfect
parabolic troughs that can be described by the dispersion angle δ. (Equations 7.9.4 and
7.9.5 give the same information for perfect reflectors.) The ratio (a/W)γ=1 is defined as
the ratio of the area of the aperture to the total area of the receiver when the receiver is just
large enough to intercept all of the specularly reflected radiation (i.e., when γ = 1). From
(a/W)γ=1 we can getCmax, the maximum area concentration ratio that leads to interception
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of the total image. For a concentrator producing an image with well-defined boundaries
and without pointing errors or mispositioning of the receiver, for a flat receiver of width W

with a shadow W wide, the maximum area concentration ratio for γ = 1 is (a/W)γ=1 − 1.
Then

Cmax = sin φr cos(φr + 0.267 + δ/2)

sin(0.267 + δ/2)
− 1 (7.11.3)

7.12 RAY-TRACE METHODS FOR EVALUATING CONCENTRATORS

Analysis of concentrating collectors (and other optical systems) is commonly done by
ray-trace methods. This is the process of following the paths of a large number of rays of
incident radiation through the optical system (the set of refracting and reflecting surfaces)
to determine the distribution of the processed rays on the surface of interest. Thus for a
concentrating collector, the ray trace starts with the assembly of rays of incident radiation
on the aperture and determines the distribution and intensity of those rays on the receiver.
This subject is treated in detail in many books on optics; a useful summary in the solar
energy context is provided by Welford and Winston (1981). Spencer and Murty (1962)
present a useful general treatment of the method, and Bendt et al. (1979) show application
of ray tracing to linear parabolic concentrators.

Ray tracing in solar collector systems is done with vectors. For a reflecting surface,
the direction and point of intersection of an incident ray with the reflecting surface are
determined. The normal to the surface is also determined from its shape, and the direction
of the reflected ray then follows from the principle that the angle of reflection equals the
angle of incidence. This is done in an appropriate set of coordinates. Refracting surfaces are
similarly treated using Snell’s law. Figure 7.12.1 shows an example of a ray-trace analysis
of a CPC; the sizes and shapes of receivers can be shown on the diagram to determine the
distribution and angles of incidence of radiation on those receivers.

7.13 INCIDENCE ANGLE MODIFIERS AND ENERGY BALANCES

In practice, images often do not have well-defined boundaries, and it usually is best to
use a receiver that will intercept less than all of the specularly reflected radiation. A
trade-off between increasing thermal losses with increasing area and increasing optical
losses with decreasing area is necessary to optimize long-term collector performance. This
optimization problem has been studied by Löf et al. (1962) and Löf and Duffie (1963),
with a result that for a wide range of conditions the optimum-size receiver will intercept 90
to 95% of the possible radiation. Thus an optical loss, often in a range of 5 to 10%, will be

Figure 7.12.1 A ray-trace diagram for a CPC reflector.
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incurred in this type of collector. This has been expressed in terms of the intercept factor
γ , the fraction of the specularly reflected radiation which is intercepted by the receiver.
Figure 7.10.1(b) shows intercept factors as a function of receiver width in the focal plane
for symmetrical collectors with perfect concentrators.

Errors in concentrator contours, tracking (pointing) errors, and errors in displacement
of receivers from the focus all lead to enlarged or shifted images and consequently affect
γ . These errors can also affect the transmittance of a cover system and the absorptance
of a receiver. In addition, a spread of the image at the receiver of a linear concentrator
depends on the angle of incidence of beam radiation θ as indicated in Section 7.10. These
effects can be represented by biaxial incidence angle modifiers, in the transverse (x-y) and
longitudinal (x-z) planes.

In the transverse plane, γ will drop off sharply as the transverse component of the
angle of incidence increases. This effect can be determined from information in curves like
those of Figure 7.10.2.

In the longitudinal plane, the twomajor effects will be that of image spread as a function
of θ (as noted in Section 7.10) and variation with θ of the reflectance, transmittance, and
absorptance. It is not practical to generalize these effects, and experimental data are
most useful to determine their magnitude. Figure 7.13.1 shows an example of measured
incidence angle modifiers as a function of θ . In addition, if the trough is not long in extent,
there will be end effects as the image from the end of the trough is formed beyond the end
of the receiver. Rabl (1985) gives an example of an end-effect correction for receivers that
are the same length l as the reflector and placed symmetrically over it:

κ(θ) = 1 − f

l

(
1 + a2

48f 2

)
tan θ (7.13.1)

As a first approximation the overall incidence angle modifier can be taken as the
product of the transverse and longitudinal components. These factors are in general not
simply expressed as analytic functions, and it is not now possible to write general equations
for overall effects of the angles of incidence in the longitudinal and transverse planes.

In order to estimate the useful output of the collector, it is necessary to estimate FR and
UL. Methods for calculating FR are basically the same as for flat-plate collectors, except

Figure 7.13.1 Incidence angle modifier as a function of
angle of incidence in the x-z plane for a Hexcel linear
parabolic collector. Adapted from Gaul and Rabl (1980).
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that fin and bond conductance terms generally will not appear in F ′; these considerations
are outlined in Section 7.3.

Values of UL may be difficult to determine. [For examples of calculation methods
for uncovered cylinders and cylinders with cylindrical covers, see Section 7.3, Tabor
(1955, 1958) and Forristall (2003).] An additional complication arises in that conduction
losses through supporting structures are highly variable with design and are dependent on
temperature. Some experimental data are available on loss coefficients for several receiver
designs. Table 7.13.1 provides a brief description of three receivers, and Figure 7.13.2 shows
measured loss coefficients as a function of the difference between receiver temperature and
ambient temperature. These loss coefficients are based on receiver area.

Table 7.13.1 Receiver Design and Collector Characteristicsa

Type Description C a, m f, m

A. Hexcel Steel pipe, black chrome coated. Back side
insulated. On absorbing side, cover is
glass semicylinder. Space not evacuated.

67 2.6 0.914

B. Solar Kinetics Steel tube, black chrome plated, inside a
borosilicate glass tube, not evacuated.

41 1.3 0.267

C. Suntec Systems Two parallel steel pipes, black chrome
plated, with down- and back-flow path.
Back insulated, front covered with flat
glass.

35 3.5 3.05

aFrom Leonard (1978).

Figure 7.13.2 Loss coefficients per unit of area of receiver as a function of the difference between
average receiver temperature and ambient temperature for three receivers described in Table 7.13.1.
Data from Leonard (1978).
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Example 7.13.1

A linear parabolic concentrator with a = 2.50 m and f = 1.00 m is continuously adjusted
about a horizontal east-west axis. It is to be fitted with a liquid heating receiver very similar
to type C in Table 7.13.1. The unit is 10.5m long. A strip of the reflector 0.21m wide is
shaded by the receiver. The receiver is designed to be just large enough to intercept all of
the specularly reflected beam radiation when the incident beam radiation is normal to the
aperture, and under those conditions the distribution of radiation in the focal plane can be
approximated as shown by the solid line on the figure below. The loss coefficient per unit
area of receiver is found from curve C in Figure 7.13.2.

The normal beam radiation Gbn at noon on April 20 is 975W/m2, and at 3 PM it is
810W/m2. Here (τα) for the receiver is estimated at 0.78 with radiation normal to the
aperture and ρ = 0.86. The inlet fluid temperature is 170◦C, the ambient temperature is
25◦C, and FR is estimated to be 0.85.

What will be the output of the collector at noon and at 3 PM?

Solution

The basic equation to be used for the estimation of useful gain is Equation 7.3.9. The first
step is to estimate an optical efficiency, then S, and then Qu. At noon, the radiation will
be normal to the aperture, and according to design specifications γ = 1. A fraction of the
reflector of 0.21/2.50, or 0.084, is shaded by the receiver, so 1 − 0.084, or 0.916, of the
reflector is effective. The product ργ τα is calculated by

ργ τα = 0.86 × 1.00 × 0.78 × 0.916 = 0.61

Based on the area of the unshaded aperture,

S = 975 × 0.61 = 600W/m2

At an estimated mean receiver surface temperature of 200◦C, UL from Figure 7.13.2
is 13.7 W/m2 ◦C. Then from Equation 7.3.9, at a concentration ratio Aa/Ar of(2.5 −
0.21)/0.21 = 10.9,

Qu = 0.85 × 10.5 × 2.5

[
600 − 13.7

10.9
(170 − 25)

]
= 9.3 kW

At 3 PM the angle of incidence of beam radiation on the aperture is 43.9◦ (from Equation
1.7.2a). This leads to significant image spread and changes in γ, τ, and α. The dashed line
in the figure shows how the image will spread, with its width (1/ cos 43.9) greater than at
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noon. An approximate integration between the limits of the receiver dimensions indicates
γ = 0.80. From Figures 4.11.1 and 5.3.1, α and τ will be reduced by approximately 3%
each, so an approximation to (τα) is 0.78(0.97)2 = 0.73. Then ργ τα = 0.86 × 0.80 ×
0.73 × 0.916 = 0.46.

At 3 PM, based on the unshaded aperture,

S = 810 × 0.46 cos 43.9 = 268W/m2

The useful gain is

Qu = 0.85 × 10.5 × 2.5

[
268 − 13.7

10.9
(170 − 25)

]
= 1.91 kW

�
In this example, some shortcuts have been taken. The mean angles of incidence of the

radiation on the receiver are not known when γ is significantly less than unity, and only
simple corrections accounting for incidence angles on the plane of the receiver have been
made. The integration to find γ is approximate. More detailed knowledge of the optical
characteristics of reflector orienting systems and receivers would have to be combined with
ray-trace techniques to improve on these calculations.

An experimental study of energy balances on a linear parabolic collector was reported
by Löf et al. (1962). While it is a special case, and while the concentrator f/a was smaller
than optimum, it provides an illustration of the importance of several factors affecting
performance of collectors of this type. The collector consisted of a parabolic cylinder
reflector of aperture 1.89m, length 3.66m, and focal length 0.305m, with bare tubular
receivers of three sizes coated with nonselective black paint having an absorptance of 0.95.
The collector was mounted so as to rotate on a polar axis at 15◦

/h. It was operated over a
range of temperatures from near ambient to approximately 180◦C with each of the three
receivers.

The intercept factors for various receiver sizes were determined frommeasurements of
the flux distribution at many locations on the focal tube. These distributions were averaged,
and the resulting mean distribution is shown in Figure 7.13.3. This distribution is similar

Figure 7.13.3 Experimental mean flux distribution for a parabolic cylinder reflector. From Löf
et al. (1962).
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Figure 7.13.4 Intercept factors for tubes centered at
position zero of the reflector of Figure 7.13.3. From
Löf et al. (1962).

to a Gaussian distribution and is displaced from the position of the theoretical focus. The
intercept factors that resulted from this distribution are shown in Figure 7.13.4.

The results of many energy balance measurements are summarized in Figure 7.13.5,
which shows the distribution of incident beam solar energy (during operation at steady
state in clear weather) into useful gain and various losses for a tube diameter of 60mm.
The relative magnitudes of the losses are evident.

From these figures it is possible to estimate the effects of design changes. For
example, for this collector, the use of selective surface of emittance 0.2 would reduce the

Figure 7.13.5 Distribution of incident energy for the 1.89-m reflector with 60-mm-diameter
receiver as a function of receiver temperature. From Löf et al. (1962).
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radiation loss by 79% of the values shown. However, radiation loss is not the dominant
loss [a generalization made by Edwards and Nelson (1961)]. The most obvious initial
improvements for this exchange would be in reduction of optical losses by using surfaces
of high reflectance and by intercept factor improvements.

In this study, the reflector and receiver tubes were supported by plates at each end;
these result in heat loss by conduction from the tubes. These losses were estimated from
temperature measurements along the supporting plates. Although not shown in the figures,
they were estimated at 3, 6, and 10% of the incident clear-sky radiation for receiver-surface
temperatures of 100, 135, and 175◦C, respectively, for the conditions of these experiments.

7.14 PARABOLOIDAL CONCENTRATORS

In the previous sections methods were outlined for calculation of absorbed radiation for
collectors with linear parabolic concentrators. A similar analysis can be done for collectors
with three-dimensional parabolic reflectors, that is, concentrators that are surfaces of
revolution. Rabl (1976a, 1985) summarizes important optical aspects of these collectors.
In a section through the axis of the paraboloid these collectors are represented by
Figures 7.9.2 and 7.9.3, and the rim angle φr and mirror radius r are analogous to those for
the linear concentrator. Dispersion also occurs in paraboloidal concentrators, and equations
analogous to Equation 7.11.2 can be written for collectors without tracking errors. For
spherical receivers (allowing for minimum shading by the receiver)

Cmax = sin2 φr

4 sin2(0.267 + δ/2)
− 1 (7.14.1)

For flat receivers

Cmax = sin2 φr cos
2(φr + 0.267 + δ/2)

4 sin2(0.267 + δ/2)
− 1 (7.14.2)

where Cmax is again defined as the maximum that can be obtained, based on interception
of all of the specularly reflected radiation which is within the cone of angular width
(0.534 + δ).

Cavity receivers may be used with paraboloidal concentrators to increase absorptance
and to reduce convective losses from the absorbing surface. The equations for optical
properties of systems with flat receivers will also apply to cavity receivers if appropriate
absorptances of the cavities are used.

Absorbed energy for a paraboloidal collector depends on properties in the same way as
linear parabolic collectors. However, at the higher concentration ratios achieved by these
collectors, any absorption of solar radiation in the cover material would lead to heating
of the cover, and as a result covers are usually not used. In the absence of a cover, the
absorbed energy for the unshaded aperture area of the collector is then

S = Ib,aρ(γ α)nKγα (7.14.3)

where the factors have the samemeaning as in Equation 7.4.1. The incidence angle modifier
may be circularly symmetrical; if the optical system is not symmetrical, biaxial or other
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modifiers may have to be used. The modifier accounts for pointing errors in the alignment
of the collector.

Calculation of thermal losses is very much a function of receiver geometry and
may be complicated by the existence of temperature gradients on the surface of a
receiver. For examples of these estimations, see reports of Boeing, Martin Marietta, and
McDonnell-Douglas (1977) on the receiver subsystems of central-receiver solar thermal
power systems.

7.15 CENTRAL-RECEIVER COLLECTORS

The central-receiver, or ‘‘power tower,’’ concept for generation of electrical energy from
solar energy is based on the use of very large concentrating collectors. The optical system
consists of a field of a large number of heliostats, each reflecting beam radiation onto a
central receiver. The result is a Fresnel-type concentrator, a parabolic reflector broken up
into small segments, as shown in Figure 7.1.1(f). Several additional optical phenomena
must be taken into account. Shading and blocking can occur (shading of incident beam
radiation from a heliostat by another heliostat and blocking of reflected radiation from a
heliostat by another which prevents that radiation from reaching the receiver). As a result
of these considerations, the heliostats are spaced apart, and only a fraction of the ground
area ψ is covered by mirrors. A ψ of about 0.3 to 0.5 has been suggested as a practical
value.

The maximum concentration ratio for a three-dimensional concentrator system with
radiation incident at an angle θi on the plane of the heliostat array (θi = θz for a horizontal
array), a rim angle of φr, and a dispersion angle of δ, if all reflected beam radiation is to
be intercepted by a spherical receiver, is

Cmax = ψ sin2 φr

4 sin2(0.267 + δ/2)
− 1 (7.15.1)

For a flat receiver, the concentration ratio is

Cmax = ψ

[
sin φr cos

(
φr + 0.267 + φ/2

)
sin(0.267 + δ/2)

]2

− 1 (7.15.2)

As with linear concentrators, the optimum performance may be obtained with intercept
factors less than unity. The designer of these collectors has additional considerations to take
into account. The heliostat field need not be symmetrical, the ground coverψ does not have
to be uniform, and the heliostat array is not necessarily all in one plane. These collectors
operate with high concentration ratios and at relatively high receiver temperatures.

There has been considerable work done on the design and performance of collectors
of this type in the 1970s, and a large body of literature is available. For example, see
the University of Houston-Sandia Proceedings of ERDA Workshops on Central Receiver
Systems (1977). Also, many papers have appeared in journals, and as a starting point
the reader could go to Hildebrandt and Vant-Hull (1977) or Vant-Hull (1977). The
Proceedings of the IEA Workshop on Design and Performance of Large Solar Thermal
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Figure 7.15.1 Solar One, a central receiver collector system. Photo courtesy of Sandia Laboratories.

Collector Arrays (IEA, 1984) includes performance reports on several central-receiver
collectors and components thereof. The ASME Transactions, Journal of Solar Energy
Engineering, volume 106, number 1 (1984), was devoted entirely to papers on central-
receiver systems. Radosevich and Skinrood (1989) review experience with Solar One,
a power-generating facility based on a central-receiver collector. A photograph of this
facility is shown in Figure 7.15.1. Solar One ceased operation in 1988 and was rebuilt and
restarted in 1996 as Solar Two (see Chapter 17).

7.16 PRACTICAL CONSIDERATIONS

Many of the practical considerations for flat-plate collectors also apply to concentrators; the
necessity to move the collectors and the higher temperature ranges over which they operate
impose additional requirements on focusing collectors. For more information on these
topics,12 see Radosevich and Skinrood (1989) for a report on Solar One and Harats and
Kearney (1989) for a description of experience with the large-scale Luz linear concentrator
systems used in power generation in California.

For acceptable performance, all of the terms in the optical efficiency ργ τα must be
maintained at acceptably high levels over the years of the system operating life. Tomaintain
high specular reflectance, mechanized methods of cleaning reflectors have been developed
for heliostats for central-receiver systems and for reflectors of linear concentrators, and
plant layout has to be arranged to allow access to the reflectors by the cleaning machinery.
Protection of the coatings on the back-silvered glass reflectors is necessary to reduce
corrosion of the reflecting surfaces to very low values.

The intercept factor is a function of quality of construction and also of collector
orientation. Control systems of precision appropriate to the quality of the optics of the
collector are needed. Each of the individual heliostats is controlled in Solar One. The Luz
systems have a controller and tracking drive for each solar collector assembly (235 m2

area each for LS-2 and 545 m2 area each for LS-3). There are obvious advantages to using
fewer controllers and drives, each controlling larger areas, but stiffness of the structures
becomes a limiting factor.

12See Chapter 17 for more information on these two systems.
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Receivers of concentrators operate at elevated temperatures, and absorbing surfaces
must be capable of prolonged exposure to the surrounding atmospheres at elevated
temperature while maintaining acceptable absorptance and emittance.

Tracking collectors are by nature not rigidly mounted on buildings or other structures
and are subject to wind loads that dictate structural requirements. Concentrators are
typically designed to operate in winds up to 15 to 20m/s; above that speed the reflectors are
usually moved to a stowed position in which they are capable of withstanding the forces
imposed by the maximum anticipated winds. Wind forces on outer collectors in very large
arrays are higher than those in interior rows, and the structures and tracking drives must be
designed to cope with these higher forces.

Concentrating collectors operate at temperatures that can range from 150 to 800◦C
and cycle on and off at least once each operating day. This means that receivers, fluid
circulation pumps, flexible connections, piping runs, heat exchangers, and other equipment
in the hot-fluid loops will cycle through substantial temperature excursions at least
once a day.

Concentrating collectors must, as is obvious, be carefully designed and constructed if
they are to provide reliable energy delivery over periods of many years.
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Energy Storage

Solar energy is a time-dependent energy resource. Energy needs for a very wide variety of
applications are also time dependent but in a different fashion than the solar energy supply.
Consequently, the storage of energy or other product of a solar process is necessary if solar
energy is to meet substantial portions of these energy needs.

Energy (or product) storage must be considered in the light of a solar process system,
the major components of which are the solar collector, storage units, conversion devices
(such as air conditioners or engines), loads, auxiliary (supplemental) energy supplies,
and control systems. The performance of each of these components is related to that
of the others. The dependence of the collector performance on temperature makes the
whole system performance sensitive to temperature. For example, in a solar-thermal power
system, a thermal energy storage systemwhich is characterized by high drop in temperature
between input and output will lead to unnecessarily high collector temperature and/or low
heat engine inlet temperature, both of which lead to poor system performance.

In passive solar heating, collector and storage components are integrated into the
building structure. The performance of storage media in passive heating systems is
interdependent with the absorption of energy, and we reserve discussion of part of this
aspect of solar energy storage for Chapter 14.

The optimum capacity of an energy storage system depends on the expected time
dependence of solar radiation availability, the nature of loads to be expected on the process,
the degree of reliability needed for the process, the manner in which auxiliary energy is
supplied, and an economic analysis that determines how much of the annual load should
be carried by solar and how much by the auxiliary energy source.

In this chapter we set forth the principles of several energy storage methods and
show how their capacities and rates of energy input and output can be calculated. In the
example problems, as in the collector examples, we arbitrarily assume temperatures or
energy quantities. In reality these must be found by simultaneous solutions of the equations
representing all of the system components. These matters are taken up in Chapter 10; we
will see there that the differential equations for storage are the key equations for most
systems, with time the independent variable and storage (and other) temperatures the
dependent variables.

8.1 PROCESS LOADS AND SOLAR COLLECTOR OUTPUTS

Consider an idealized solar process in which the time dependence of the load L̇ and gain
from the collector Qu are shown in Figure 8.1.1(a). During part of the time, available
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Figure 8.1.1 A solar energy process with storage. (a) Incident solar energy GT , collector useful
gain Qu, and loads L̇ as functions of time for a three-day period. Vertical shaded areas show times of
excess energy to be added to storage. Horizontal shaded areas show energy withdrawn from storage
to meet loads. Dotted areas show energy supplied to load from collector during collector operation.
(b) Energy added to or removed from storage, taking time t = 0 as a base. (c) Integrated values of
the useful gain from collector, the load, and the auxiliary energy for the same three-day period. In
this example solar energy collected is slightly more than half the integrated load.

energy exceeds the load on the process, and at other times it is less. A storage subsystem
can be added to store the excess collector output and return it when needed. Figure 8.1.1(b)
shows the energy stored as a function of time. Energy storage is clearly important in
determining system output. If there were no storage, the useful solar gain would be reduced
on the first and third days by the amount of energy added to storage on those days. This
would represent a major drop in solar contribution to meeting the load.

In most applications it is not practical to meet all of the loads L̇ on a process from solar
energy over long periods of time, and an auxiliary energy source must be used. The total
load L̇ is met by a combination of solar energy L̇S (which in practice will be somewhat
less than Qu because of losses) and L̇A (the auxiliary energy supplied).

It is also useful to show the integrated values of the major parameters Qu (i.e.,
approximately L̇S), L̇, and L̇A. Examples of these are shown in Figure 8.1.1(c). A major
objective of system performance analysis is a determination of long-term values of L̇A, the
amount of energy that must be purchased; this is needed to assess the cost of delivering
energy or product from the solar energy process and to estimate the fraction of total
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energy or product needs met from solar and auxiliary energy sources. In practice, these
integrations must be done over long periods (typically a year), and both collector area and
storage capacity are variables to be considered.

8.2 ENERGY STORAGE IN SOLAR PROCESS SYSTEMS

Energy storage may be in the form of sensible heat of a liquid or solid medium, as heat
of fusion in chemical systems, or as chemical energy of products in a reversible chemical
reaction. Mechanical energy can be converted to potential energy and stored in elevated
fluids. Products of solar processes other than energy may be stored; for example, distilled
water from a solar still may be stored in tanks until needed, and electrical energy can be
stored as chemical energy in batteries.

The choice of storage media depends on the nature of the process. For water heating,
energy storage as sensible heat of stored water is logical. If air heating collectors are used,
storage in sensible or latent heat effects in particulate storage units is indicated, such as
sensible heat in a pebble bed heat exchanger. In passive heating, storage is provided as
sensible heat in building elements. If photovoltaic or photochemical processes are used,
storage is logically in the form of chemical energy.

The major characteristics of a thermal energy storage system are (a) its capacity per
unit volume; (b) the temperature range over which it operates, that is, the temperature at
which heat is added to and removed from the system; (c) the means of addition or removal
of heat and the temperature differences associated therewith; (d) temperature stratification
in the storage unit; (e) the power requirements for addition or removal of heat; (f) the
containers, tanks, or other structural elements associated with the storage system; (g) the
means of controlling thermal losses from the storage system; and (h) its cost.

Of particular significance in any storage system are those factors affecting the
operation of the solar collector. The useful gain from a collector decreases as its average
plate temperature increases. A relationship between the average collector temperature and
the temperature at which heat is delivered to the load can be written as

T(collector) − T(delivery) = �T (transport from collector to storage)

+ �T (into storage)

+ �T (storage loss)

+ �T (out of storage)

+ �T (transport from storage to application)

+ �T (into application)

Thus, the temperature of the collector, which determines the useful gain for the collector,
is higher than the temperature at which the heat is finally used by the sum of a series of
temperature difference driving forces. An objective of system design, and particularly of
storage unit design, is to minimize or eliminate these temperature drops within economic
constraints.
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Figure 8.2.1 Schematic of alternative storage location at A or B.

A solar process designer may have alternatives in locating the energy storage compo-
nent. As an example, consider a process in which a heat engine converts solar energy into
electrical energy. In such a system storage can be provided as thermal storage between
the solar collector and the engine, as mechanical energy storage between the engine and
generator, or as chemical storage in a battery between the generator and the end application.
Solar cooling with an absorption air conditioner provides another example. Thermal energy
from the collector can be stored to be used when needed by the air conditioner, or alterna-
tively, the ‘‘cooling’’ produced by the air conditioner can be stored in a low-temperature
(below-ambient) thermal storage unit. These are illustrated schematically in Figure 8.2.1.

These two alternatives are not equivalent in capacity, costs, or effects on overall system
design and performance. The storage capacity required of a storage unit in position B is
less than that required in position A by (approximately) the efficiency of the intervening
converter. Thus if the conversion process is operating at 25% efficiency, the capacity of
storage at B must be approximately 25% of the capacity of A. Thermal energy storage
at A has the advantage that the converter can be designed to operate at a more nearly
constant rate, leading to better conversion efficiency and higher use factor on the converter;
it can lower converter capacity requirements by removing the need for operation at peak
capacities corresponding to direct solar input. Storage at B may be energy of a different
form than that at A. The choice between energy storage at A or at B may have very
different effects on the operating temperature of the solar collector, collector size, and
ultimately cost. These arguments may be substantially modified by requirements for use of
auxiliary energy.

8.3 WATER STORAGE

For many solar systems water is the ideal material in which to store usable heat. Energy is
added to and removed from this type of storage unit by transport of the storage medium
itself, thus eliminating the temperature drop between transport fluid and storage medium.
A typical system in which a water tank is used is shown in Figure 8.3.1. A forced-circulation

Figure 8.3.1 A typical system using water
tank storage, with water circulation through
collector to add energy and through the load to
remove energy.
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(pumped) system is shown, but it could be natural circulation. Energy delivery to the load
could be across a heat exchanger. Implicit in the following discussion is the idea that flow
rates into and out of the tanks, to collector and load, can be determined.

The energy storage capacity of a water (or other liquid) storage unit at uniform
temperature (i.e., fully mixed, or unstratified) operating over a finite temperature difference
is given by

Qs = (mCp)s �Ts (8.3.1)

where Qs is the total heat capacity for a cycle operating through the temperature range
�Ts and m is the mass of water in the unit. The temperature range over which such a unit
can operate is limited at the lower extreme for most applications by the requirements of
the process. The upper limit may be determined by the process, the vapor pressure of the
liquid, or the collector heat loss.

An energy balance on the unstratified tank shown in Figure 8.3.2 is

(mCp)s
dTs

dt
= Qu − L̇s − (UA)s(Ts − T ′

a) (8.3.2)

where Qu and L̇s are rates of addition or removal of energy from the collector and to the
load and T ′

a is the ambient temperature for the tank (which may not be the same as that for
a collector supplying energy to the tank).

Equation 8.3.2 is to be integrated over time to determine the long-term performance
of the storage unit and the solar process. Useful long-term analytical solutions are not
possible due to the complex time dependence of some of the terms. There are many possible
numerical integration methods. Using simple Euler integration is usually satisfactory [i.e.,
rewriting the temperature derivative as (T +

s − Ts)/�t and solving for the tank temperature
at the end of a time increment],

T +
s = Ts + �t

(mCp)s
[Qu − Ls − (UA)s(Ts − T ′

a)] (8.3.3)

Thus the temperature at the end of an hour is calculated from that at the beginning,
assuming that Qu, Ls , and the tank losses do not change during the hour. The terms in

Figure 8.3.2 Unstratified storage of massm operating at time-dependent temperature Ts in ambient
temperature T ′

a .
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Equation 8.3.2 are rates; in Equation 8.3.3 they are integrated quantities for the hour. 1

(By convention, the symbol Qu is used for both the rate and the hourly integrated useful
energy from the collector. Hourly radiation data are generally available, hence the use of a
1-h time base.)

Example 8.3.1 illustrates how the energy balance on a storage tank can be used to
predict its temperature as a function of time. Once the tank temperature is known, other
temperature-dependent quantities can be estimated. Solutions to the governing system
equations when integrated over long periods (usually a year) provide information on how
much solar energy is delivered to meet a load. As will be shown in Chapter 10, this is
essential information in assessing the economic feasibility of a solar process.

Example 8.3.1

A fully mixed water tank storage containing 1500 kg of water has a loss coefficient–area
product of 11.1 W/

◦C and is located in a room at 20◦C. At the beginning of a particular
hour the tank temperature is 45.0◦C. During the hour energy Qu is added to the tank
from a solar collector, and energy Ls is removed from the tank and delivered to a load as
indicated in the table. A calculation of the solar gain Qu using Equation 6.7.6 shows that
no energy is delivered during the first hour. A calculation of the load energy Ls shows
12 MJ is extracted from the tank during the first hour. Using Euler integration, calculate
the temperature of the tank at the end of each of 12 h.

Hour Qu, MJ Ls , MJ Ts , C T +
s , C

1 0 12 45 42.9
2 0 12 42.9 40.9
3 0 11 40.9 39.0
4 0 11 39.0 37.1
5 0 13 37.1 35.0
6 0 14 35.0 32.6
7 0 18 32.6 29.7
8 0 21 29.7 26.3
9 21 20 26.3 26.4
10 41 20 26.4 29.7
11 60 18 29.7 36.3
12 75 16 36.3 45.6

Solution

The energy balance on the tank in finite-difference form is Equation 8.3.3. Inserting the
appropriate constants, with a time increment of 1 h, yields

T +
s = Ts + 1

1500 × 4190
[Qu − Ls − 11.1 × 3600(Ts − 20)]

With the initial tank temperature Ts of 45.0
◦C and Qu and Ls of 0 and 12 MJ, respectively,

the estimated tank temperature at the end of the hourT +
s = 42.9◦C. The starting temperature

1The dot over Ls (the load supplied by storage) has been left off as a reminder that Ls is an average rate over the
time interval �t.
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for the next hour is thus 42.9◦C. For the next hour new estimates of Qu and Ls are obtained
using Ts = 42.9◦C and any other time-dependent variables such as the incident solar
radiation and ambient temperature. Tank losses, the last term in the brackets, are also easily
assessed; for the first hour of this example they are 1.0 MJ. By setting up the calculation in
the manner shown in this example, it is easy to integrate (i.e., add) Qu, Ls , and tank losses
over time. �

8.4 STRATIFICATION IN STORAGE TANKS

Water tanks may operate with significant degrees of stratification, that is, with the top of
the tank hotter than the bottom. Many stratified tank models have been developed; they
fall into either of two categories. In the first, themultinode approach, a tank is modeled as
divided into N nodes (sections), with energy balances written for each section of the tank;
the result is a set of N differential equations that can be solved for the temperatures of the
N nodes as functions of time. In the second, the plug flow approach, segments of liquid at
various temperatures are assumed to move through the tank in plug flow, and the models
are essentially bookkeeping methods to keep track of the size, temperature, and position of
the segments. Each of these approaches has many variations, and the selection of a model
depends on the use to which it will be put. Examples of each approach are discussed. None
of them lend themselves to hand calculations.

The degree of stratification in a real tank will depend on the design of the tank; the
size, location, and design of the inlets and outlets; and flow rates of the entering and
leaving streams. It is possible to design tanks with low inlet and outlet velocities that will
be highly stratified (Gari and Loehrke, 1982; Van Koppen et al., 1979). The effects of
stratification on solar process performance can be bracketed by calculating performance
with fully mixed tanks and with highly stratified tanks.

To formulate the equations for a multinode tank, it is necessary to make assumptions
about how the water entering the tank is distributed to the various nodes. For example, for
the five-node tank shown in Figure 8.4.1, water from the collector enters at a temperature
Tco, which lies between Ts,2 and Ts,3. It can be assumed that it all finds its way down inside
the tank to node 3, where its density nearly matches that of the water in the tank. (That
this can be done is clearly illustrated in Figure 8.4.2, which shows dyed water entering

Figure 8.4.1 A hypothetical five-node tank with Ts,2 > Tco >

Ts,3. Water can be considered to enter at node 3 or be distributed
among nodes 1, 2, and 3.
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Figure 8.4.2 Dyed water entering a stratified tank through a low-velocity manifold. From Gari and
Loehrke (1982).

a tank from a carefully designed inlet manifold.) Alternatively, it can be assumed that
the incoming water distributes itself in some way to nodes 1, 2, and 3. In the following
discussion, a model is developed that can represent a high degree of stratification; it is
assumed that the water in Figure 8.4.1 finds its way into node 3.

Stratification is difficult to evaluate without considering the end use. If the load can use
energy at the same efficiencywithout regard to its temperature level (that is, thermodynamic
availability), then maximum stratification would provide the lowest possible temperature
near the bottom of the tank and this would maximize collector output. On the other hand,
if the quality of the energy to the load is important, then minimizing the destruction of
available energy may be the proper criteria for defining maximum stratification (although
all parts of the system should be considered simultaneously in such an analysis). The
following analysis is intended to provide a limiting case in which the bottom of the tank is
maintained at a minimum temperature, but other criteria could be used.

For a three-node tank, as shown in Figure 8.4.3, the flow to the collector always leaves
from the bottom, node 3, and the flow to the load always leaves from the top, node 1. The
flow returning from the collector will return to the node that is closest to but less than the
collector outlet temperature. Suppose the three node temperatures are 45, 35, and 25◦C,
with, of course, the hottest at the top. Return water from the collector lower than 35◦C will
go to node 3 and between 35 and 45◦C would go to node 2.

A collector control function Fc
i can be defined to determine which node receives water

from the collector:

Fc
i =




1 if i = 1 and Tc,o > Ts,1

1 if Ts,i−1 ≥ Tc,o > Ts,i

0 if i = 0 or if i = N + 1

0 otherwise

(8.4.1)
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Figure 8.4.3 Three-node stratified liquid storage tank.

Note that if the collector is operating, then one and only one control function can be
nonzero. Also, a fictitious temperature Ts,0 of the nonexistent node zero is assumed to be
a large number. The three branches of the collector return water are controlled by this
collector return control function, as shown in Figure 8.4.3. For the three-node tank of the
previous paragraph with return water between 45 and 35◦C, Fc

1 = 0, F c
2 = 1, F c

3 = 0.
The liquid returning from the load can be controlled in a similar manner with a load

return control function FL
i .

FL
i =



1 if i = N and TL,r < Ts,N

1 if Ts,i−1 ≥ TL,r > Ts,i

0 if i = 0 or if i = N + 1

0 otherwise

(8.4.2)

The net flow between nodes can be either up or down depending upon the magnitudes
of the collector and load flow rates and the values of the two control functions at any
particular instant. It is convenient to define a mixed-flow rate that represents the net flow
into node i from node i − 1, excluding the effects of flow, if any, directly into the node
from the load:

ṁm,1 = 0 (8.4.3a)

ṁm,i = ṁc

i−1∑
j=1

Fc
j − ṁL

N∑
j=i+1

FL
j (8.4.3b)

ṁm,N+1 = 0 (8.4.3c)
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With these control functions, an energy balance on node i can be expressed as

mi

dTs,i

dt
=

(
UA

Cp

)
i

(T ′
a − Ts,i) + Fc

i ṁc(Tc,o − Ts,i) + FL
i ṁL(TL,r − Ts,i)

+
{

ṁm,i

(
Ts,i−1 − Ts,i

)
if ṁm,i > 0

ṁm,i+1(Ts,i − Ts,i+1) if ṁm,i+1 < 0
(8.4.4)

where a term has been added to account for losses from node i to an environment at T ′
a .

With a large number of nodes, the tank model given by Equation 8.4.4 represents a
high level of stratification that may not be achievable in actual experiments. There is very
little experimental evidence to support the use of this model to represent high stratification,
but the model is based on first principles.

As a practical matter, many tanks show some degree of stratification, and it is suggested
that three or four nodes may represent a reasonable compromise between conservative
design (represented by systems with one-node tanks) and the limiting situation of carefully
maintained high degrees of stratification.

Two other factors may be significant. First, stratified tanks will have some tendency
to destratify over time due to diffusion and wall conduction. This has been experimentally
studied by Lavan and Thompson (1977). Second, some tanks have sources of energy in
addition to that in fluids pumped into or out of the tank. If, for example, an auxiliary heater
coil were present in one of the nodes, an additional term could be added to Equation 8.4.4
to account for its effect.

Numerical integration of Equations 8.3.2 or 8.4.4 can be accomplished by several
techniques that are discussed in texts on numerical methods. The explicit Euler, implicit
Crank-Nicholson, predictor-corrector, and Runge–Kutta methods are the most common.
Because of the complicated nature of the tank equations when coupled to a load and a
collector, particularly with the stratified tank model, a computer must be used to obtain
solutions.

An alternative approach suggested by Kuhn et al. (1980) for modeling a stratified
storage tank is based on the assumption of plug flow of the fluid up or down in the tank.
[The resulting model is not amenable to the step-by-step solutions of a differential equation
as in Example 8.3.1 and is useful only in programs such as TRNSYS (2012).] Increments
of volume (segments) of fluid from either the collector (or other heat source) or load enter
the tank at an appropriate location, shifting the position of all existing segments in the tank
between the inlet and the return. The size of a segment depends on the flow rate and the
time increment used in the computation.

The point at which heated fluid is considered to enter the tank can be at a fixed position
or at a variable position. If the fluid is considered to enter at a fixed position, it may be
necessary to combine nodes above or below the entry to avoid temperature inversions. If
the inlet is considered to be at a variable position (in a manner analogous to that shown in
Figure 8.4.1), the position is selected so as to avoid temperature inversions.

Figure 8.4.4 illustrates the concept of the plug flow tank model. In this example,
the tank is initially divided into four segments of volume Vi (represented on the figure
by segments of the horizontal axis) and temperatures Ti without temperature inversions.
In one time step, the collector delivers a volume of liquid, Vc, equal to ṁc �t/ρ at a
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Figure 8.4.4 An example of the plug flow algebraic tank model. Adapted from Kuhn et al. (1980).

temperature Tc. Assuming that Tc > TL, a new segment is added at the top of the tank and
the existing profile is shifted down. At the same time, a volume of fluid VL returns from
the load, with VL = ṁL �t/ρ at a temperature of TL. (These steps are shown sequentially,
although they occur simultaneously.) If TL < T4, then a segment is added at the bottom of
the tank and the whole profile is shifted upward. The net shift of the profile in the tank is
volume Vc − VL or (ṁc − ṁL) �t/ρ. The segments and/or fractions of segments whose
positions fall outside the bounds of the tank are returned to the collector and/or load. The
average temperature of the fluid delivered to the load for the example of Figure 8.4.4 is

TD = VcTc + (VL − Vc)T1

VL

(8.4.5)

and the average heat source return temperature TR = TL.
The plug flow model, in contrast to the differential equations of the type of

Equation 8.4.5, is algebraic. Its use in simulations is primarily a matter of bookkeeping.
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This model can represent a somewhat higher degree of stratification than that of multinode
differential equation models (TRNSYS, 2012; Kuhn et al., 1980).

The number of nodes needed to adequately predict the performance of a solar storage
tank depends upon the application. If the goal is to predict the thermocline (i.e., the
temperature distribution) during laboratory testing of tanks with specified periods of
charging, discharging, and stand-by, Drück [as reported by Oberndorfer et al. (1999)]
needed more than 100 nodes to reproduce the measured exit temperatures. Kleinbach et al.
(1993) compared experimental data (for domestic hot-water-sized systems) with model
predictions and found that 10 or fewer nodes were satisfactory in predicting measured
performance. Oberndorfer et al. (1999) modeled a number of different systems using from
1 to 100 tank nodes and concluded that for annual predictions no more than 10 nodes
are necessary and 3 to 5 nodes are usually sufficient. The general conclusion from these
studies is that a 1-node tank model (i.e., a fully mixed tank) provides a conservative
estimate of annual performance and a 10-node model provides essentially the same system
performance estimate as a 100-node model.

8.5 PACKED-BED STORAGE

A packed-bed (also called a pebble bed or rock pile) storage unit uses the heat capacity of a
bed of loosely packed particulate material to store energy. A fluid, usually air, is circulated
through the bed to add or remove energy. A variety of solids may be used, rock being the
most widely used material.

A packed-bed storage unit is shown in Figure 8.5.1. Essential features include a
container, a screen to support the bed, support for the screen, and inlet and outlet ducts.
In operation, flow is maintained through the bed in one direction during addition of heat
(usually downward) and in the opposite direction during removal of heat. Note that heat

Figure 8.5.1 A packed-bed storage unit. Cour-
tesy of Solaron Corp.
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cannot be added and removed at the same time; this is in contrast to water storage systems,
where simultaneous addition to and removal from storage is possible.

Well-designed packed beds using rocks have several characteristics that are desirable
for solar energy applications: The heat transfer coefficient between the air and solid is
high, which promotes thermal stratification; the costs of the storage material and container
are low; the conductivity of the bed is low when there is no airflow; and the pressure drop
through the bed can be low.

A major advantage of a packed-bed storage unit is its high degree of stratification.
This can be visualized by consideration of a hypothetical situation of a bed initially
at a fixed temperature, which has air blown into it at a higher fixed temperature. The
temperature profiles in the bed during heating are shown in Figure 8.5.2. The high heat
transfer coefficient–area product between the air and pebbles means that high-temperature
air entering the bed quickly loses its energy to the pebbles. The pebbles near the entrance
are heated, but the temperature of the pebbles near the exit remains unchanged and the
exit air temperature remains very close to the initial bed temperature. As time progresses
a temperature front passes through the bed. By hour 5 the front reaches the end of the bed
and the exit air temperature begins to rise.

When the bed is fully charged, its temperature is uniform. Reversing the flow with
a new reduced inlet temperature results in a constant outlet temperature at the original
inlet temperature for 5 h and then a steadily decreasing temperature until the bed is fully
discharged.

If the heat transfer coefficient between air and pebbles were infinitely large, the
temperature front during charging or discharging would be square. The finite heat transfer
coefficient produces a ‘‘smeared’’ front that becomes less distinct as time progresses.

A packed bed in a solar heating system does not normally operate with constant inlet
temperature. During the day the variable solar radiation, ambient temperature, collector

Figure 8.5.2 Temperature distributions in a pebble bed while charging with inlet air at constant
temperature.
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Figure 8.5.3 Temperature profiles in the Colorado State University House II pebble bed during
charging and discharging. From Karaki et al. (1977).

inlet temperature, load requirements, and other time-dependent conditions result in a
variable collector outlet temperature. A set of typical measured temperature profiles in an
operating bed is shown in Figure 8.5.3. This bed was heated during the day with air from
collectors flowing down, and energy was removed during the evening and night by air at
temperatures near 20◦C flowing upward.

Many studies are available on the heating and cooling of packed beds. The first
analytical study was by Schumann (1929), and the following equations describing a
packed bed are often referred to as the Schumann model. The basic assumptions leading
to this model are one-dimensional plug flow, no axial conduction or dispersion, constant
properties, no mass transfer, no heat loss to the environment, and no temperature gradients
within the solid particles. The differential equations for the fluid and bed temperatures are

(ρCp)f ε
∂Tf

∂t
= − (ṁCp)f

A

∂Tf

∂x
+ hv(Tb − Tf ) (8.5.1)

(ρCp)b(1 − ε)
∂Tb

∂t
= hv(Tf − Tb) (8.5.2)

where ε is the bed void fraction, hv is the volumetric heat transfer coefficient between
the bed and the fluid (i.e., the usual area heat transfer coefficient times the bed particulate
surface area per unit bed volume), and other terms have their usual meanings. A corre-
lation relating hv to the bed characteristics and to the fluid flow conditions is given in
Section 3.16.
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For an air-based system, the first term on the left-hand side of Equation 8.5.1 can be
neglected and the equations can be written as

∂Tf

∂(x/L)
= NTU(Tb − Tf ) (8.5.3)

∂Tb

∂θ
= NTU(Tf − Tb) (8.5.4)

NTU = hvAL

(ṁCp)f
(8.5.5)

and the dimensionless time is

θ = t(ṁCp)f

(ρCp)b(1 − ε)AL
(8.5.6)

where A is bed cross-sectional area and L is bed length. Analytical solutions to these
equations exist for a step change in inlet conditions and for cyclic operation.

For the long-term study of solar energy systems, these analytical solutions are not
useful and numerical techniques must be employed. Kuhn et al. (1980) investigated a
large number of finite-difference schemes to numerically solve Equations 8.5.3 and 8.5.4
and concluded that the ‘‘complicated effectiveness-NTU’’ method of Hughes (1975) was
best suited for solar system simulation. The following development follows the simpler
‘‘effectiveness-NTU’’ method of Hughes, which is the same as the method proposed by
Mumma and Marvin (1976). For practical designs the two Hughes models give essentially
the same results, and the simpler one is recommended.

Over a length of bed �x as shown in Figure 8.5.4, the bed temperature can be
considered to be uniform. (The more complicated Hughes equations assumed the bed

Figure 8.5.4 Packed bed divided into N segments.
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temperature to have a linear variation over �x.) The air temperature has an exponential
profile and the air temperature leaving bed element i is found from

Tf,i+1 − Tb,i

Tf,i − Tb,i

= eNTU(�x/L) (8.5.7)

This equation is analogous to a heat exchanger operating as an evaporator. The energy
removed from the air and transferred to the bed in length �x is then

(ṁCp)f (Tf,i − Tf,i+1) = (ṁCp)f (Tf,i − Tb,i)η (8.5.8)

where η is a constant equal to 1 − e−NTU/N and N = L/�x.
With Equation 8.5.8, an energy balance on the rock within region �x can then be

expressed as
dTb,i

dθ
= ηN(Tf,i − Tb,i), i = 1, . . . , N (8.5.9)

Equation 8.5.9 represents N ordinary differential equations for the N bed temperatures.
Fluid temperatures are found from Equation 8.5.8. An extension to Equation 8.5.9 permits
energy loss to an environment at T ′

a to be included. Then

dTb,i

dθ
= ηN(Tf,i − Tb,i) + (U �A)i

(ṁCp)f
(T ′

a − Tb,i) (8.5.10)

where (U �A)i is the loss area–loss coefficient product for node i.
Hughes suggests that a Crank-Nicholson approach be used to solve Equation 8.5.10.

The time derivative is replaced by (T ′
a − Tb,i)/�θ and the bed temperatures on the right-

hand side of Equation 8.5.10 are replaced by (T +
b,i + Tb,i)/2. With all bed temperatures

known, the process starts at node 1 so that the inlet fluid temperature is known. A new
bed temperature is calculated from Equation 8.5.10 and an outlet fluid temperature from
Equation 8.5.8. This new fluid temperature becomes the inlet fluid temperature for node 2.

The repetitive solution of the Schumann model, even in the form of Equation 8.5.10,
is time consuming for year-long solar process calculations. This observation led Hughes
et al. (1976) to investigate an infinite NTUmodel. When the complete Schumann equations
are solved for various values of NTU, the long-term performance of a solar air heating
system with NTU = 25 is virtually the same as that with NTU = ∞.

For infinite NTU, Equations 8.5.3 and 8.5.4 can be combined into a single partial
differential equation since the bed and fluid temperatures are everywhere equal. With the
addition of a container heat loss term the result is

∂T

∂θ
= −L

∂T

∂x
+ (UA)b

(ṁCp)f
(T ′

a − T ) (8.5.11)

This is a single partial differential equation instead of the two coupled partial
differential equations of the Schumann model. The single equation represents both the bed
and air temperatures since the infinite NTU model assumes the two are identical.
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Figure 8.5.5 Long-term performance on a pebble bed as a function of NTU. The band represents
different values of collector and bed characteristics for solar heating systems. From Hughes et al.
(1976).

Figure 8.5.5 shows the ratio of the predicted long-term fraction of a heating load
met by solar energy for a system with a bed having a finite NTU to the solar fraction
with an infinite NTU bed. At NTU greater than 25 the ratio is unity, but at values as
low as 10 the ratio is above 0.95. Consequently, the infinite NTU model can be used for
long-term performance predictions even if NTU is as low as 10. Short-term predictions of
bed temperature profiles should be based on the full Schumann equations unless the bed
NTU is large.

The Schumann model is based on the assumption that the temperature gradients within
the particles of the packed bed are not significant; this assumption can be relaxed by
defining a corrected value of NTU. Jeffreson (1972) has shown that temperature gradients
within the rocks can be accommodated by defining a corrected NTU:

NTUc = NTU

1 + Bi/5
(8.5.12)

where Bi is the rock Biot number defined as hR/k, where R is an equivalent spherical
rock radius, k is the rock conductivity, and h is the fluid-to-rock heat transfer coefficient.
The NTUc can be used in any of the equations of this section instead of NTU to include
the effects of temperature gradients in the rock. If the Biot number is less than 0.1, the
temperature gradients within the pebbles can be neglected.

Example 8.5.1

A pebble bed has the following characteristics: length in flow direction 1.80m; cross-
sectional area 14.8 m2; air velocity 0.053m/s, equivalent diameter of pebbles 12.5mm,
void fraction 0.47, density of pebble material 1350 kg/m3, specific heat of pebbles
0.90 kJ/kg ◦C, thermal conductivity of pebble material 0.85 W/m ◦C, and surface area of
pebbles per unit volume 255 m2/m3. For this pebble bed, calculate the Biot number and
NTU. Will there be significant temperature gradients in the pebbles? Can the infinite NTU
model be used to calculate the performance of this storage unit?
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Solution

The temperature of the air is unknown. If we use a low temperature to evaluate properties
(e.g., 20◦C), the Biot number and NTU criteria will be more severe than if a high
temperature were used. The volumetric heat transfer coefficient from fluid to pebbles is
estimated from the Löf and Hawley equation of Section 3.16:

hv = 650(G/D)0.7

G = 0.053 × 1.204 = 0.0638 kg/m2 s

so
hv = 650(0.0638/0.0125)0.7 = 2030 W/m3 ◦C

and

h = 2030/255 = 8.0 W/m2 ◦C

Bi = hR

k
= 8.0 × 0.0125/2

0.85
= 0.059

Since the Biot number is less than 0.1,NTUc is nearly the same asNTU. From the definition
of NTU (Equation 8.5.5),

NTU = hvAL

(ṁCp)f
= 2030 × 14.8 × 1.80

0.053 × 14.8 × 1.004 × 1010
= 68

Thus the number of transfer units is much larger than 10, and the infinite NTU model is
appropriate. �

Example 8.5.2

For the pebble bed of Example 8.5.1 compute the bed air outlet temperature over a 16-h
time span as a function of time if the bed is initially at 25◦C and the air inlet temperature
varies sinusoidally from 25 to 65◦C and back to 25◦C over a 16-h period. Assume that the
heat loss from the side of the pebble bed is small.

Solution

Since Example 8.5.1 shows that the pebble Biot number is less than 0.1 and thatNTU > 25,
Equation 8.5.11 can be used to find the outlet temperature. There is an analytic solution
for this situation, but a numerical solution is generally more versatile. The bed is divided
into N sections, as shown in Figure 8.5.4. Equation 8.5.11 is converted into N ordinary
differential equations. The space derivative is approximated as

∂T

∂x
≈ 0.5

[(
Ti − Ti−1

�x

)
+

(
Ti+1 − Ti

�x

)]
= Ti+1 − Ti−1

2�x

With this approximation and the small bed losses the N equations are

dTi

dθ
= −L

(
Ti+1 − Ti−1

2 �x

)
, i = 1, . . . , N
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The inlet air temperature is given by

T0 = 25 + 40 sin

(
360

2π

π

16

t

3600

)
= 25 + 40 sin

(
t

320

)

where t is the time in seconds. The outlet air temperature is the same as the exit bed
temperature, so TN+1 = TN . This set of equations can be solved by packaged software
(e.g., EES), by programs written in a high-level language such as FORTRAN or Pascal, or
by a spreadsheet. The set of ordinary differential equations can be discretized to form a set
of explicit algebraic equations of the form

T +
i = Ti − �θ L

2 �x
(Ti+1 − Ti), i = 1, . . . , N

where at time zero all temperatures are 25◦C.
The solution is straightforward. For node 1 everything is known (either from the initial

conditions or from the boundary condition) so the new temperature of node 1 can be
calculated. Once the new temperature of node 1 is known the new temperature of node 2
can be evaluated. The solution proceeds by marching through the bed length. The processes
repeated for each new time.

The inlet and outlet air temperatures are shown in the figure. For this example the
outlet temperature lags the inlet temperature by about 5 h. As with all numerical solutions
of differential equations, care must be exercised in choosing appropriate time and/or space
intervals. The line shown in the figure for the outlet temperature was obtained by dividing
the bed into 100 nodes and used a 1

32 -h time step. Also shown by the use of different
symbols are solutions with a variety of time and distance increments. For this example the
use of 10 nodes and 1

4 -h time steps is probably a reasonable compromise between accuracy
and computational speed. When the airflow is reversed to extract energy from the bed,
the same equations can be used but the distance x must be measured from what was the
bed outlet.

�
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8.6 STORAGE WALLS

In passive heating systems, storage of thermal energy is provided in the walls and roofs of
the buildings. A case of particular interest is the collector-storage wall, which is arranged
so that solar radiation transmitted through glazing is absorbed on one side of the wall. The
temperature of the wall increases as energy is absorbed, and time-dependent temperature
gradients are established in the wall. Energy is lost through the glazing and is transferred
from the room side of the wall to the room by radiation and convection. Some of these
walls may be vented, that is, have openings in the top and bottom through which air can
circulate from and to the room by natural convection, providing an additional mechanism
for transfer of energy to the room. Figure 8.6.1 shows a section of such a wall.

A solid storage wall [e.g., a wall of concrete as used by Trombe et al. (1977)] can
be considered as a set of nodes connected together by a thermal network, each with a
temperature and capacitance. The network used in TRNSYS (2012), which is similar to that
used by Balcomb et al. (1977), Ohanessian and Charters (1978), and others, is shown in
Figure 8.6.2. The wall is shown divided into N nodes across its thickness, with the surface
nodes having half of the mass of the interior nodes. A loss coefficient Ut is based on
the inner glazing temperature, as it is in Figure 6.14.1(a). Heat is transferred by radiation
across the gap and by convection between air flowing in the gap and the absorbing surface
and the inner glazing. (The glazing will at times be colder than the air, and at those times
the convective transfer will be from air to glazing.) If there is no air flow, heat transfer will
occur across the gap by convection in the enclosed gap space and by radiation.

Energy balances are written for each node of thickness�x, resulting in a set of ordinary
differential equations with terms that represent its time-dependent temperature and energy
flows to all adjacent nodes. The general energy balance for any node in the wall is

dTi

dt
= k

ρC �x2
(Ti−1 + Ti+1 − 2Ti), i = 2, . . . , N − 1 (8.6.1)

Equations for nodes 1 and N must take into account the node half thickness and the
convection and radiation heat transfer. The set of N equations are simultaneously solved
for the time-dependent temperatures at each of the nodes, and from this the energy stored
in the wall (relative to a base temperature Troom) can be calculated.

If there is airflow through vents and to the room, the energy added to the room by
this mechanism will be (ṁCp)a(To − Tr). Air may circulate by either natural or forced

Figure 8.6.1 Section of a storage wall with glazing and
energy-absorbing surface on one surface.
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Figure 8.6.2 A thermal circuit diagram for a collector storage wall with double glazing. From TRNSYS (2012).

convection, and in either case it is necessary to estimate flow rates and convection
coefficients. Flow by natural convection is difficult to estimate. Trombe et al. (1977) have
published measurements that indicate that most of the pressure drop is through the vents.
Analyses have been done for laminar flow (e.g., Fender and Dunn, 1978) but have not
included pressure drops through vents. It is probable that flow will be turbulent due to
entrance and exit effects.

A solution of Bernoulli’s equation can be used to estimate the mean velocity in the
gap based on the assumption that density and air temperature in the gap vary linearly with
height. The average velocity in the gap is

V =

 2gh[

C1

(
Ag/Av

)2 + C2

] Tm − Tr

Tm




1/2

(8.6.2)

The term [C1(Ag/Av)
2 + C2] represents the pressure drop in the gap and vents, and C1

and C2 are dimensionless empirical constants. The wall height is h and Tm is the mean air
temperature in the gap. From data in Trombe et al. (1977), values of C1 and C2 have been
determined by Utzinger (1979) to be 8.0 and 2.0, respectively.

The heat transfer coefficient between air in the gap and the wall and glazing depends
on whether the vents are open. If the vents are closed, the methods of Sections 3.8 and
3.11 for vertical collectors can be used. If the vents are open and there is flow through the
gap, Equation 3.14.6 can be used for flow in the turbulent region and Equation 3.14.7 can
be used for the laminar region. The loss coefficient Ut can be estimated by the standard
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methods of Chapter 6. Heat transfer from the room side of the wall to the room is calculated
by conventional methods.

This analysis for collector-storage walls can be simplified to apply to walls that are
not vented or that are not glazed.

8.7 SEASONAL STORAGE

Large-scale solar heating systems that supply energy to district heating systems for building
and water heating require large-scale storage facilities. These are in most cases in the
ground, as there is no other feasible way to gain the necessary capacity. The objective
of very large scale storage is to store summer energy for winter use. Thus the time span
over which losses from storage occur is of the order of a year, and losses occur in summer
months when they would not occur in systems with storage capacities of the order of
days. The volume of a storage unit increases (roughly) as the cube of the characteristic
dimension, and its area for heat loss increases as the square, so increasing the size reduces
the loss-to-capacity ratio. Figure 8.7.1 shows how annual solar fraction can vary with
storage capacity (on a log scale) for building heating. There are two ‘‘knees’’ in the curve;
the first is where sufficient energy is stored in a day to carry the loads through the night
and the second is where energy is stored in the summer to carry loads in the next winter.
Storage capacity per unit collector area must be two to three orders of magnitude larger
for seasonal storage than for overnight storage. These factors have led to consideration of
very large thermal energy storage systems.

Bankston (1988) provides a review of seasonal storage solar heating systems, much
of which is concerned with design and performance of the storage units. Several ground
storage methods have been explored and/or used, including water-filled tanks, pits, and
caverns underground; storage in the ground itself; and storage in aquifers.

Large underground water storage tanks or caverns, or water-filled pits in the ground
that are roofed over, are the same in their principles of operation as the tanks discussed in
Sections 8.3 and 8.4. Energy is added to or removed from the store by pumping water into
or out of the storage unit. Their larger capacity makes stratification more likely. The major
difference will be in the mechanisms for heat loss and possible thermal coupling with the
ground. Units that have been built and operated vary widely in design and characteristics,

Figure 8.7.1 Variation of annual fraction of heating loads carried by solar energy in a space heating
application with storage capacity per unit collector area. Adapted from Braun (1980).
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Figure 8.7.2 Temperature profiles in the Lyckebo store during the second year of operation. From
Brunstrom and Larsson (1986).

and the calculation of performance of each is based on the particular circumstances of its
design. A brief description follows of one such system, at Lyckebo, Sweden, with note of
the important factors in its operation.

The Lyckebo system (e.g., Brunstrom and Larsson, 1986) is a cavern of 105 m3

capacity cut out of bedrock using standard mining methods of cylindrical shape with a
central column of rock left to support the overhead rock. The cavern is about 30m high
and its top is about 30m below ground level. It is water filled, and inlet and outlet pipes
can be moved up and down to inject and remove water from controlled levels. The water is
highly stratified with top-to-bottom temperatures of about 80 to 30◦C. Figure 8.7.2 shows
temperature profiles in the store at various dates in the second year of operation; the high
degree of stratification is evident. No thermal insulation is used, and there is a degree of
coupling with surrounding rock which adds some effective capacity to the system. Losses
occur to a semi-infinite solid and can be estimated by standard methods. Observed losses
from this system are higher than those calculated; this is attributed to small but significant
thermal circulation of water through the tunnel used in cavern construction and back
through fissures in the rock. It takes several years of cycling through the annual weather
variations for a storage system of this size to reach a ‘‘steady periodic’’ operation. In the
second year of its operation, while it was still in a ‘‘warm-up’’ stage, 74% of the energy
added to the store was recovered.

Ground (e.g., the soil, sand, rocks, clay) can be used for thermal energy storage. Means
must be provided to add energy to and remove it from the medium. This is done by pumping
heat transfer fluids through pipe arrays in the ground. The pipes may be vertical U-tubes
inserted in wells that are spaced at appropriate intervals in the storage field or they may be
horizontal pipes buried in trenches. The rates of charging and discharging are limited by
the area of the pipe arrays and the rates of heat transfer through the ground surrounding
the pipes. If the storage medium is porous, energy transport may occur by evaporation and
condensation and by movement of water through the medium, and a complete analysis
of such a store must include consideration of both heat and mass transfer. These storage
systems are usually not insulated, although insulation may be provided at the ground
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surface. These storage units usually operate over smaller temperature ranges than the water
stores noted previously.

A borehole storage system at Lulea, Sweden, provides an example of ground storage
(Bankston, 1988). It consists of 120 boreholes drilled to a depth of 65m into bedrock
which lies under 2 to 6m of soil. The holes are on a square pattern 4m apart. The total
volume of rock in the active store is about 105 m3. A tube that delivers the fluid to the
bottom of the hole is inserted into each of the holes; the fluid then passes up through the
annulus in contact with the rock. Flow patterns are so arranged as to have the central part
of the store the hottest, achieving a degree of stratification. This store, which is heated to
80◦C by wastewater from an industrial process rather than solar energy, shows maximum
and minimum temperatures in the center of the array of 60 and 40◦C; the far-field rock
temperature is 5◦C. About 60% of the energy that is added to the store is usefully extracted
to provide heat for buildings.

Aquifer storage is closely related to ground storage, except that the primary storage
medium is water which flows at low rates through the ground. Water is pumped out of
and into the ground to heat it and extract energy from it. Water flow also provides a
mechanism for heat exchange with the ground itself. As a practical matter, aquifers cannot
be insulated. Only aquifers that have low natural flow rates through the storage field can
be used. A further limitation may be in chemical reactions of heated water with the ground
materials. Aquifers, as with ground storage, operate over smaller temperature ranges than
water stores.

8.8 PHASE CHANGE ENERGY STORAGE

Materials that undergo a change of phase in a suitable temperature range may be useful for
energy storage if several criteria can be satisfied. The phase change must be accompanied
by a high latent heat effect, and it must be reversible over a very large number of cycles
without serious degradation. The phase change must occur with limited supercooling or
superheating, and means must be available to contain the material and transfer heat in and
out. Finally, the cost of the material and its containers must be reasonable. If these criteria
can be met, phase change energy storage systems can operate over small temperature
ranges, have relatively low volume and mass, and have high storage capacities (relative to
energy storage in specific-heat-type systems).

The storage capacity of a phase change material heated from T1 to T2, if it undergoes
a phase transition at T ∗, is the sum of the sensible heat change of the solid (the lower
temperature phase) from T1 to T ∗, the latent heat at T ∗, and the sensible heat of the liquid
(the melt, or higher temperature phase) from T ∗ to T2 :

Qs = m[Cs(T
∗ − T1) + λ + Cl(T2 − T ∗)] (8.8.1)

where m is the mass of material, Cs and Cl are the heat capacities of the solid and liquid
phases, and λ is the latent heat of phase transition. Glauber’s salt (Na2SO4 · 10H2O) has
Cs ∼ 1950 J/kg ◦C, λ = 2.43 × 105 J/kg at 34◦C, and Cl ∼ 3550 J/kg ◦C; on heating
1 kg of this medium from 25 to 50◦C the energy stored would be 1950(34 − 25) + 2.43 ×
105 + 3350(50 − 34) = 0.315 MJ.
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Glauber’s salt was the earliest phase change storage material to be studied experimen-
tally for house heating applications (Telkes, 1955). On heating at approximately 34◦C it
gives a solution and solid Na2SO4 :

Na2SO4 · 10H2O + energy ↔ Na2SO4 + 10H2O

Energy storage is accomplished by the reaction proceeding from left to right on
addition of heat. The total energy added depends on the temperature range over which
the material is heated since it will include sensible heat to heat the salt to the transition
temperature, heat of fusion to cause the phase change, and sensible heat to heat the
Na2SO4 and solution to the final temperature. Energy extraction from storage is the reverse
procedure, with the reaction proceeding from right to left and the thermal effects reversed.

Practical difficulties have been encountered with this material. It has been found
that performance degrades on repeated cycling, with the thermal capacity of the system
reduced. As shown in Figure 8.8.1, Na2SO4 · 10H2O has an incongruent melting point, and
as its temperature increases beyond the melting point, it separates into a liquid (solution)
phase and solid Na2SO4. Since the density of the salt is higher than the density of the
solution, phase separation occurs. Many studies have been done to develop means to avoid
phase separation: through the use of containers of thin cross section; through the use of
gels, thickeners, and other agents; or by mechanically agitating the melt mix.

Johnson (1977) has applied phase change storage to a passively heated building, where
operation over small temperature ranges is needed. The melting point of Na2SO4 · 10H2O
is too high for this application; the addition of 9% NaCl to the Glauber’s salt reduced the
melting point to about 23◦C. In addition, borax, a thickener, and surfactants were added.
Laboratory tests showed no noticeable phase separation after 500 cycles. This phase change
material is designed to be used in thin layers in ceiling tiles in passively heated buildings.

Other possibilities for phase change storage media for temperatures in ranges of
interest in comfort heating include, for example, Na2SO4 · 12H2O and Fe(NO3)2 · 6H2O
(which has a congruent melting point). Paraffin waxes have also been studied for this
use; they can be obtained with various melting points and as mixtures with ranges of
melting points. Eutectic mixtures have also been studied (Kauffman and Gruntfest, 1973),
such as CaCl2 · MgCl2 · H2O, urea · NH4NO3, and others. Phase change materials studied

Figure 8.8.1 Phase diagram for sodium sulfate decahydrate, with incongruent melting point.
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for application at higher temperatures include AlSO4 · 10H2O (melting point 112◦C),
MgCl2 · 6H2O (melting point 115◦C), and NaNO3 + NaOH (melting point 245◦C).

A further consideration with phase change materials lies in the possibility of super-
cooling on energy recovery. If the material supercools, the latent heat of fusion may not be
recovered or it may be recovered at a temperature significantly below the melting point.
This question has been approached from three standpoints: by selection of materials that do
not have a strong tendency to supercool, by addition of nucleating agents, and by ultrasonic
means of nucleation. These considerations are reviewed by Belton and Ajami (1973), who
note that the viscosity at the melting point of a material is a major factor in determining
the glass-forming ability of a melt and thus its tendency to supercool.

Carlsson et al. (1978) have carried out an extensive experimental study of the use
of CaCl2 · 6H2O, including consideration of heat transfer through the storage medium,
supercooling, temperature stratification, and the use of SrCl2 · 6H2O to avoid the formation
of a stable tetrahydrate that interferes with hydration and dehydration reactions.

Phase change storage media are usually contained in small containers or shallow trays
to provide a large heat transfer area. The general principles of packed-bed storage units
outlined in Section 8.5 will apply to these units. The heat transfer fluid is usually air,
although water has been used. Two additional phenomena must be considered. First, the
latent heat must be taken into account; it is in effect a high specific heat over a very small
temperature range. Second, the thermal resistance to heat transfer within the material is
variable depending on the degree of solidification and whether heating or cooling of the
material is occurring. [Heat transfer in situations of this type has been studied, for example,
by Hodgins and Hoffman (1955), Murray and Landis (1959), and Smith et al. (1980).]
As heat is extracted from a phase change material, crystallization will occur at the walls
and then progressively inward into the material; at the end of the crystallization, heat
must be transferred across layers of solid to the container walls. As a solidified material is
heated, melting occurs first at the walls and then inward toward the center of the container.
These effects can be minimized by design of the containers to give very short pathlengths
for internal heat transfer, and the following development assumes the internal gradients
to be small.

Morrison and Abdel-Khalik (1978) developed a model applicable to phase change
materials in such containers, where the length in flow direction is L, the cross-sectional
area of the material is A, and the wetted perimeter is P . The heat transfer fluid passes
through the storage unit in the x direction at the rate ṁ and with inlet temperature Tfi as
shown in Figure 8.8.2.

A model can be based on three assumptions: (a) During flow, axial conduction in the
fluid is negligible; (b) the Biot number is low enough that temperature gradients normal
to the flow can be neglected; and (c) heat losses from the bed are negligible. An energy
balance on the material gives

∂u

∂t
= k

ρ

∂2T

∂x2
+ UP

ρA
(Tf − T ) (8.8.2)

where u, T , K , and ρ are the specific internal energy, temperature, thermal conductivity,
and density of the phase change material; Tf and U are the circulating fluid temperature
and overall heat transfer coefficient between the fluid and phase change material; and t

is time.
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Figure 8.8.2 Schematic of a phase change storage unit. From Morrison and Abdel-Khalik (1978).

An energy balance on the fluid is

∂Tf

∂t
+ ṁ

ρf Af

∂Tf

∂x
= UP

ρf Af Cf

(T − Tf ) (8.8.3)

where ρf , Af , and Cf are the density, flow area, and specific heat of the fluid.
The specific internal energy is related to temperature T , liquid fraction χ , and the

specific heats of the liquid and solid phases Cl and Cs by

u =




Cs

(
T − Tref

)
if T < T ∗

Cs(T
∗ − Tref) + χλ if T = T ∗

Cs(T
∗ − Tref) + λ + Cl(T − T ∗) if T > T ∗

(8.8.4)

where T ∗ is the melting temperature and Tref is the reference temperature at which the
internal energy is taken as zero.

The equation and boundary conditions for phase change energy storage can be
simplified for particular cases [see Morrison and Abdel-Khalik (1978) for details]. It has
been shown that axial conduction during flow is negligible, and if the fluid capacitance is
small, Equations 8.8.2 and 8.8.3 become

∂u

∂t
= UP

ρA
(Tf − T ) (8.8.5)

∂Tf

∂x
= UP

(ṁCp)f
(T − Tf ) (8.8.6)

These two equations can be rewritten in terms of NTU as

∂u

∂θ
= NTU(Tf − T ) (8.8.7)

∂Tf

∂(x/L)
= NTU(T − Tf ) (8.8.8)

where θ = t(ṁCp)f /ρAL and NTU = UPL/(ṁCp)f .
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Equations 8.8.7 and 8.8.8 are essentially the same as Equations 8.5.2 and 8.5.3 for
air and rock beds. Morrison and Abdel-Khalik have developed these models, explored the
effects of assumptions made in their development, and used them in simulation studies of
solar heating systems with ideal phase change energy storage that has no superheating or
supercooling and complete reversibility (see Section 13.10). They showed that the infinite
NTU model is a good approximation for practical systems.

Jurinak and Abdel-Khalik (1979) have shown that for building heating operations
where the melting point is between an optimum value (usually 5 to 10◦C above room
temperature) and 50◦C, an empirical equation for equivalent heat capacity can be written
as

Cp,e = 18.3

T *2
λ +

(
1 − 18.3

T *2

)
Cs + 18.3

T *2
Cl (8.8.9)

where all temperatures are in degrees Celsius and λ is in kilojoules per kilogram.
Other practical considerations include corrosion, reactions of the phase changematerial

with containers or other side reactions, vapor pressure, and toxicity. Cost is a major factor
in many applications and rules out all but the least expensive materials.

Comparisons of sensible heat storage and phase change storage can only be made in
the context of systems in particular applications. The system analysis methods outlined in
the following chapters can be used to evaluate the relative merits of the several possible
methods. In doing so, it should be kept in mind that the formulations for sensible heat
storage are reliable (in the sense that temperature changes of sensible heat media are
very predictably related to quantities of heat added to or removed), whereas those for
phase change materials may be more uncertain because of possible (and unpredictable)
superheating, supercooling, and lack of complete reversibility of the phase change.

8.9 CHEMICAL ENERGY STORAGE

The previous section dealt with storage of thermal energy in materials undergoing phase
transitions. In this section we consider chemical reactions that might be used to store
energy. None of these possibilities have yet been used in practical applications, and both
technical and economic questions are yet to be answered for all of the possibilities.
A review of chemical storage is presented by Offenhartz (1976).

An ideal thermochemical reaction for energy storage is an endothermic reaction in
which the reaction products are easily separable and do not undergo further reactions. For
example, decomposition reactions of the type AB + heat → A + B are candidates if the
reaction can be reversed to permit recovery of the stored energy. The products A and B
can be stored separately, and thermal losses from the storage units are restricted to sensible
heat effects, which are usually small compared to heats of reaction. Unfortunately, there
are not very obvious candidates of this type useful for low-temperature solar applications.
Reactions in which water vapor is a product have the difficulty that the heat of condensation
is usually lost. Reactions in which products such as atomic chlorine are produced lose
energy on formation of the dimer Cl2.

Thermal decomposition of metal oxides for energy storage has been considered by
Simmons (1976). These reactions may have the advantage that the oxygen evolved can be
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used for other purposes or discarded and oxygen from the atmosphere used in the reverse
reactions. Two examples are the decomposition of potassium oxide,

4KO2 ↔ 2K2O + 3O2

which occurs over a temperature range of 300 to 800◦C with a heat of decomposition of
2.1 MJ/kg, and lead oxide,

2PbO2 ↔ 2PbO + O2

which occurs over a temperature range of 300 to 350◦C with a heat of decomposition
of 0.26 MJ/kg. There are many practical problems yet to be faced in the use of these
reactions.

Energy storage by thermal decomposition of Ca(OH)2 has been extensively studied by
Fujii et al. (1985, 1989). The reaction is Ca(OH)2 ↔ CaO + H2O. The forward reaction
will proceed at temperatures above about 450◦C; the rates of reaction can be enhanced by
the addition of zinc or aluminum. The product CaO is stored in the absence of water. The
reverse exothermic reaction proceeds easily; in experiments reported in Fujii et al. (1985)
energy was recovered at temperatures in the 100 to 200◦C range, and temperature rises to
300◦C were mentioned.

Another reaction of possible interest in higher temperature ranges is the dehydra-
tion of mixtures of MgO/Mg(OH)2 [see Bauerle et al. (1976), who also considered
CaO/Ca(OH)2]. The storage reaction proceeds at temperatures of 350 to 550◦C. The
reverse reactions occur at lower temperatures on the addition of water or steam. The system
sulfuric acid—water has also been proposed [e.g., by Huxtable and Poole (1976)], with
condensed water and acid stored until needed. There are obvious practical problems with
these systems.

An example of a photochemical decomposition reaction is the decomposition of
nitrosyl chloride, which can be written as

NOCl + photons → NO + Cl

The atomic chlorine produced forms chlorine gas, Cl2, with the release of a substantial part
of the energy added to the NOCl in decomposition. Thus the overall reaction is

2NOCl + photons → 2NO + Cl2

The reverse reaction can be carried out to recover part of the energy of the photons entering
the reaction (Marcus and Wohlers, 1961).

Processes that produce electrical energymay have storage provided as chemical energy
in electrical storage batteries or their equivalent as described in the next section. Several
types of battery systems can be considered for these applications, including lead-acid,
nickel-iron, and nickel-cadmium batteries. For low discharge rates and moderate charge
rates the efficiencies of these systems range from 60 to 80% (ratio of watt-hour output
to watt-hour input). It is also possible to electrolyze water with solar-generated electrical
energy, to store oxygen and hydrogen, and to recombine in a fuel cell to regain electrical
energy (Bacon, 1964). These storage systems are characterized by the relatively high cost
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per kilowatt-hour of storage capacity and can now be considered for low-capacity special
applications such as auxiliary power supply for space vehicles, isolated telephone repeater
power supplies, instrument power supplies, and so on.

8.10 BATTERY STORAGE

The previous section dealt with the storage of thermal energy by means of chemical
reactions. In this section we consider chemical reactions that are specifically designed to
store electricity. Although this material could have been included in the previous section,
the subject is of sufficient importance to warrant a separate section. In recent years there has
been considerable work on improving batteries for hybrid electric vehicles. This work is
directly applicable to batteries used for energy storage for wind and photovoltaic systems.
A detailed discussion of batteries is presented by Bode (1977).

The Shepard (1965) model is the basis of a number of different battery models. Here
we discuss the Shepard model as implemented by Eckstein (1990) in the TRNSYS (2012)
simulation program (see Section 19.4). One problem with all battery models is that a large
number of parameters are needed to predict the performance of a specific battery and the
only way to accurately obtain values for these parameters is to test the battery. Here we
supply typical values for many of the parameters so that a reasonable electrical storage
system model can be developed.

The model for each cell requires two equations, one for charging and one for
discharging. For charging (when the current I > 0)

V = Voc + 1

kz

ln

( |I |
Iz

+ 1

)
− gdH + Irqd

(
1 + mdH

Qd/Qm − H

)
(8.10.1)

and for discharging (when the current I < 0)

V = Voc − 1

kz

ln

( |I |
Iz

+ 1

)
− gcH + Irqc

(
1 + mcH

Qc/Qm − H

)
(8.10.2)

The subscripts c and d represent charging and discharging, respectively. The subscript oc
is open circuit and z is a correction for small currents. The parameter H is the fractional
depth of discharge and is equal to 1 − F , where F is the fractional state of charge and is
equal to Q/Qm. The battery capacity is Qm (at F = 1 obtainable from the manufacturer)
and Q is the actual battery capacity. The cell capacity parameters for charge and discharge
are Qc and Qd . The internal resistance of the battery is a resistance parameter rqc or rqd
times the dimensionless term in the brackets in either Equation 8.10.1 or 8.10.2.

For lead-acid batteries there are some known values and approximate relationships
between some of the parameters, thus reducing the number of needed parameters:

Qc = −0.035Qm (Ah) (8.10.3a)

Qd = Qm

0.85
(Ah) (8.10.3b)

rqd = 0.5

Qm

(
) (8.10.3c)
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rqc = 3.0

Qm

(
) (8.10.3d)

gc = gd = 0.08 (V) (8.10.3e)

md = 1 (8.10.3f)

mc = 0.864 (8.10.3g)

Voc = 2.175 (V) (8.10.3h)

kz = 29.3 (8.10.3i)

Iz = 2.5 (A) (8.10.3j)

Substituting these relationships into Equations 8.10.1 (for charging) results in

V = 2.175 + 1

29.3
ln

( |I |
2.5

+ 1

)
− 0.08H + I

0.5

Qm

(
1 + H

1.18 − H

)
(8.10.4)

and into Equation 8.10.2 (for discharging) results in

V = 2.175 − 1

29.3
ln

( |I |
2.5

+ 1

)
− 0.08H + I

3.0

Qm

(
1 − 0.864H

0.035 + H

)
(8.10.5)

Equations 8.10.4 and 8.10.5 (and also Equations 8.10.1 and 8.10.2) are for a single battery
cell. For Ns cells in series and Np cells in parallel the battery current and battery voltage
are

Vbatt = NsV (8.10.6)

and
Ibatt = NpI (8.10.7)

The battery capacity at any time, given an initial capacity ofQo, is found by integrating
over time:

Q = Qo +
∫
time

ηI dt

The charging efficiency η takes into account the generation of gas and various other losses
during charging. A value of the charging efficiency of 0.9 is reasonable. During discharging
η = 1.0.

Figure 8.10.1 shows the current–voltage and state-of-charge characteristics of a typical
50-A-h lead-acid battery. The curves were generated withNs = 6 andNp = 1. Also shown
on the figure are voltage and current limits that are maintained to avoid damage to the
battery and are set by the battery manufacturer. In practice this is done with a charge
controller as the battery model is without limits. For this battery the maximum current is
11 A on both charge and discharge. The battery should not be charged above F = 1 or
discharged below F = 0.2. The limiting voltages are 12.3 and 14V.
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Figure 8.10.1 Characteristics of a typical 50 A-h lead-acid battery.

Example 8.10.1

Consider the 50-Ah nominal 12-V lead-acid battery shown in Figure 8.10.1. The battery
has a charging efficiency of 0.95. The initial state of charge of the battery is 0.2. The battery
is to be charged at a constant voltage of 16.6V until the state of charge reaches 1.0. The
maximum charging current is 11 A. The battery is to be discharged to a load of 1 
. How
long does it take to charge the battery? How long can this fully charged battery supply the
resistive load before the state of charge reaches 0.2? Show a plot of state of charge versus
time. How much energy was put into the battery and how much was removed? What is the
battery efficiency for this one cycle?

Solution

The solution is found in two parts, charging and discharging, using EES. An EES function
was written to evaluate the voltage from either Equations 8.10.4 (for positive currents) or
Equation 8.10.5 (for negative currents) given the cell current, state of charge F , and cell
capacity. The EES code is shown below. In part 1 the charging is simulated by setting
the variable Charging$ to ‘True’ and in part 2 the discharging is simulated by setting the
variable Charging$ to ‘False’. The power into the battery during charging and that removed
from the battery during discharging are found by integrating the product of current and
voltage over time.

Function V_cell_(I, F, Q_m)

H=1–F

If I <0 then ‘‘!Discharge’’

V_cell_=2.175–ln(abs(I)/2.5+1)/29.3–0.08*H+(0.5*I/Q_m)*(1+H/(1/0.85–H))

else ‘‘!Charge’’

V_cell_=2.175+ln(abs(I)/2.5+1)/29.3–0.08*H+(3.0*I/Q_m)*(1+(0.864*H)/(-0.035–H))

EndIf

end V_cell_
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Charging$=’True’ ‘‘Must uncomment one of these two statements’’

{Charging$=’False’}
R_load=1 [ohm]

ChargeEfficiency=0.95

I_max=11 [amp] ‘‘Limit current to 11 amps’’

N_s=6

N_p=1

Q_m=50 [amp-hr]

Q_m_cell=Q_m/N_s

V_cell=V_cell_(I_cell, F, Q_m_cell) ‘‘Function for equations 8.10.1 and 8.10.2’’

V_batt=N_s*V_cell

I_batt=min(I_cell*N_p, I_max)

eta=IF(I_batt, 0, 1, 1, ChargeEfficiency) ‘‘eta = 1 when discharging and

eta = 0.95 when charging’’

F=Q/Q_m

Q=Q_o+integral(I_batt*eta, time,Time_initial, Time_final)

P=integral(I_batt*V_batt, time,Time_initial, Time_final)

$IF Charging$=’True’

Q_o=10[Amp-hr]

Time_initial=0[hr]

Time_final=6.75 ‘‘By trial and error it takes 6.75 hr to reach 100% charge’’

V_batt=16.6 ‘‘Constant charging voltage’’

$Else

Q_o=50[Amp-hr]

Time_initial=6.75[hr]

Time_final=11.86[hr] ‘‘By trial and error the battery lasts 11.86 hr.’’

V_batt=-I_batt*R_load ‘‘Resistance load’’

$EndIF

$IntegralTable time: 0.5,Q,F,I_batt, V_batt

The state of charge versus time is shown in the graph. During charging the current
starts at 9.7 A and decreases to 1.6 A when the battery is fully charged. During discharge
the current decreases from 9.4 to 5.8 A; the current and voltage are numerically equal since
the load is 1.0 
. The energy to charge the battery is 699Wh and the energy recovered on
discharge is 319Wh, leading to battery efficiency for this cycle of 46%. A lower charging
voltage and/or a larger resistive load will result in higher cycle efficiency. Of course the
time to charge and discharge will then be longer.

�
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The battery model has built-in internal resistances which contribute greatly to the low
cycle efficiency of the previous example. The charging efficiency is only part of the battery
losses.

The battery model presented here is only one of many possible models. The parameters
presented here are for a typical lead-acid battery and may vary considerably for batteries
from different manufacturers. When designing a system using this battery model the
parameters should be obtained from tests on the actual battery being used.
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9

Solar Process Loads

The supply of solar energy from a collector is time dependent. In general, loads to be met
by an energy system are also time dependent. Energy storage, as outlined in the previous
chapter, provides a buffer between these two time-dependent functions. In Chapters 6
and 7 we discussed calculation of collector output. In this chapter, we outline briefly the
common methods for calculating some common loads and provide references which will
provide much more detailed information.

The term load, as used here, refers to the time-dependent energy needs which are
to be met by an energy system.1 The system will generally be a combination of a solar
system and another system, the auxiliary, or backup, system. We designate the total load
as L, that part that is supplied by solar energy as LS , and that by auxiliary as LA. These
loads will usually be integrated over some time period, such as an hour or a month.
(Load rates in this chapter are identified by L̇, L̇S, or L̇A; in later chapters where the
distinction between rates and integrated loads is clear, the dot will not be used.) There
may be times when all of the loads are met by solar energy and times when all are met by
auxiliary energy.

The objective of solar process performance calculations can be (a) to determine the
detailed hour-by-hour supply of solar and auxiliary energy to meet the loads and/or (b)
how much of a long-term load (usually for a year) is met by solar energy and thus how
much auxiliary energy must be purchased.

The hour-by-hour load patterns together with the solar process characteristics deter-
mine the dynamics of a system; the simulation methods outlined in Chapters 10 and 19
are hourly calculations that provide information on how much auxiliary energy must be
supplied and when it must be supplied. The monthly loads that an energy system must
meet contain no information on process dynamics. However, monthly loads are needed in
the design procedures described in Part III, which provide estimates of annual solar energy
and auxiliary energy.

In this chapter, we show some samples of time-dependent loads for several applications
and outline methods for estimating monthly loads. This presentation is brief, and the
reader is referred to sources such as ASHRAE publications and Mitchell (1983) for
details.

1Loads in ASHRAE specifically refer to the rate of energy transfer. Here we use loads for both rates and integrated
quantities. The meaning is always clear from the context.
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9.1 EXAMPLES OF TIME-DEPENDENT LOADS

To determine solar process dynamics, load dynamics must be known. There are no
general methods for predicting the time dependence of loads; detailed information on heat
requirements (energy and temperature), hot-water requirements, cooling needs, and so
on, must be available. Lacking data, it may be possible to assume typical standard load
distributions. An illustration of each of these situations is noted.

The possibility of application of a combination of a solar energy system and a waste
heat recovery system to supply industrial process heat to a meat-packing operation was
considered by Arny (1982). The loads to be met were for hot water at 85◦C for sanitary
purposes during production operations and at 60 to 71◦C during nonproduction hours.
Water enters the plant at 12.8◦C. The load profile (the variation of energy, temperature, and
mass flow rate requirements with time, in this example for 2-h intervals) for a production
day is shown in Figure 9.1.1. Other profiles apply to nonproduction days, that is, weekends
and holidays. This profile is unique to the particular industrial operation studied; it is not
possible to develop a general profile.

A commonly used domestic hot-water load pattern is shown in Figure 9.1.2 (Mutch,
1974). Hot-water use is concentrated in the morning and evening hours; to supply these

Figure 9.1.1 Process hot-water sensible heat load Lw, delivery temperature Td , and water mass
flow rate ṁ (kg/s) as a function of time for 2-h intervals for a production day for a meat processing
operation. Adapted from Arny (1982).

Figure 9.1.2 A normalized profile of hourly hot-water use for a domestic application. Adapted
from Mutch (1974).



9.2 Hot-Water Loads 411

loads, stored solar energy must be used. Minor changes in time dependence of loads do not
have major effect on annual performance of solar domestic hot-water systems. However,
variations such as those caused by closure of commercial buildings on weekends can have
significant impact on design and performance.

If a solar process system is to meet only a small part of the total loads, that is, if the
instantaneous solar energy delivered is always smaller than the instantaneous load, then the
load distribution has no effect on system performance. Also, energy storage is not needed
and, if provided, will not increase the net solar contribution to the load.

9.2 HOT-WATER LOADS

Very detailed models of daily domestic hot-water use have been proposed that include
such variables as the number of occupants and their ages, the presence or absence of
dishwashers and clothes washers, the size of storage tank, the season of the year, the
ambient and delivery temperatures, and whether or not the occupants pay for the hot water
(Lutz et al., 1996). It is well known that domestic hot-water use varies considerably day
by day, hour by hour, and minute by minute. For use in simulations the average daily
load needs to be distributed over days and hours (or even shorter time periods). One
approach is to estimate the standard deviation of the daily load and create a day-to-day
sequence that has the correct long-term average daily usage. The hourly fluctuations can
then be assumed to follow a typical normalized profile such as shown in Figure 9.1.2.
Jordan and Vajen [see Weiss (2003)] investigated draw profiles on 1-min, 6-min, and
hourly time scales. They conclude that modeling systems on a 1-min time scale is
best but for most systems hourly simulations provide adequate results. The maximum
difference in predicted annual energy savings using long- and short-term water draws
was 3.5%.

The loads to be met by water heating systems can be considered to include three parts.
First, the sensible heat requirements of the water must be met. If water flowing at a rate of
ṁ is to be heated from a supply temperature Ts to a delivery temperature Td , the required
rate of addition of sensible heat will be

L̇w = ṁCp (Td − Ts) (9.2.1)

Second, losses from the distribution system must be met. These can be estimated
by conventional methods. If continuous recirculation is used (as in large buildings where
‘‘instant’’ hot water is required at locations far from the water heater), the losses from the
piping may be of the same magnitude as the sensible heat requirements.

Third, losses from storage tanks may be significant. The rate of tank losses L̇t is
estimated from the tank loss coefficient–area product (UA)t and the temperature difference
between the water in the tank and the ambient temperature surrounding the tank:

L̇t = (UA)t (Tt − T ′
a) (9.2.2)

However, estimation of the loss coefficient based on the thickness and thermal conductivity
of insulation will lead to underestimation of tank losses if significant effects of supports,
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piping, and other heat leaks are ignored. Measured values of tank loss coefficients are often
two to four times those calculated from insulation thickness and conductivity.

In the case of water heaters located in heated buildings, losses from the hot-water
tanks are uncontrolled heat gains for the building.

9.3 SPACE HEATING LOADS, DEGREE-DAYS, AND BALANCE TEMPERATURE

A detailed discussion of the calculation of heating loads is beyond the scope of this book,
and for such a discussion the reader is referred to the ASHRAEHandbook of Fundamentals
(2001), the ASHRAE Cooling and Heating Load Calculation Manual (1979), Mitchell
(1983), or similar publications. Here we briefly outline the degree-day method. Other
methods can be used at the discretion of the designer.

The degree-day method of estimating loads is based on the principle that the energy
loss from a building is proportional to the difference in temperature between indoors
and outdoors. If energy (from a source such as a furnace, space heater, or solar heating
system) is added to a building at a rate L̇, if the rate of heat generation in the building
due to occupants, lights, appliances, incoming solar radiation, and so on, is ġ, and if the
rate of energy transfer from the building is proportional to the difference between the
house temperature and the ambient temperature, then a steady-state energy balance on
the house yields

L̇ + ġ = (UA)h (Th − Ta) (9.3.1)

There is an ambient temperature, called the balance point temperature Tb at which the
internal energy generation offsets the losses:

ġ = (UA)h (Th − Tb) (9.3.2)

or

Th = Tb + ġ

(UA)h
(9.3.3)

If Equation 9.3.3 is substituted into Equation 9.3.1, the instantaneous load on the building
can be expressed in terms of the balance temperature as

L̇ = (UA)h (Tb − Ta) (9.3.4)

A month’s heating load on a building is obtained by integrating Equation 9.3.4 over
the month:

L =
∫
mo

(UA)h (Tb − Ta)
+ dt (9.3.5)

where the superscript + indicates that only positive values of Tb − Ta contribute to the
heating load. If the integral is approximated by an hourly summation over the month and
(UA)h and Tb are assumed to be constant, then the monthly heating load is given by

L = (UA)h DD (9.3.6)

where DD is the number of degree-days. The number of degree-days in a day is
approximated by the difference between the balance temperature Tb and the day’s average
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temperature Tav, defined by the U.S. Weather Service as (Tmax + Tmin)/2, with only
positive values of the difference considered.2 A month’s degree-days are the sum of the
daily values:

DD =
∑
mo

(Tb − Tav)
+ (9.3.7)

If (UA)h is in watts per degree Celsius and DD is in ◦C-days, a factor of 3600 × 24 must
be used to obtain the monthly load in joules.

Although the balance temperature varies throughout the day, the traditional base
(balance) temperature Tb = 18.3◦C (65◦F), which was based on average room temperatures
at 24◦C and internal energy generation rates and construction practices typical of residences
that were built prior to 1940 in the United States. Most data are available to this base
(e.g., those in Appendix D). In recent years, buildings have been better insulated and are
kept at lower temperatures and rates of internal energy generation are higher, all of which
contribute to a lower base temperature. Thus, degree-day information is needed to other
base temperatures. Tables of degree-days to several base temperatures are available (e.g.,
Balcomb et al., 1984; Butso and Hatch, 1979). A method for calculating degree-days to
any base temperature from monthly average ambient temperature was developed by Thom
(1954, 1966) and modified by Erbs et al. (1983).

The monthly average degree-days can be approximated by

DD = σmN3/2
[
h

2
+ ln [cosh (1.698h)]

3.396
+ 0.2041

]
(9.3.8)

where N is the number of days in the month and h is defined as

h = Tb − T a

σm

√
N

(9.3.9)

The standard deviation of the monthly average ambient temperature is σm, which is
generally not available from weather summaries. It can be approximated by the following
with essentially no loss in accuracy:

σm = 1.45 − 0.0290T a + 0.0664σyr (9.3.10)

where σyr is the standard deviation of the monthly average ambient temperature from the
annual average ambient temperature and T a is the monthly average temperature in degress
Celsius.

When the base temperature is more than 6◦C above the monthly average ambient
temperature, the monthly degree-days can be found from the simple formula

DD = N(Tb − T a) (9.3.11)

The degree-days tabulated in Appendix D are calculated using Equation 9.3.8.

2The use of Tav in the definition of degree-days instead of using the actual average temperature does not lead to
significant errors.
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Example 9.3.1

Calculate the 12 monthly heating degree-days to a base temperature of 18.3◦C forMadison,
Wisconsin, and compare them to the values listed in Appendix D.

Solution

For all of the winter months, October through April, the simple formula given by
Equation 9.3.11 can be used. The calculations will be shown in detail for the month of
September, which has an average ambient temperature of 15◦C, using Equations 9.3.8
through 9.3.10. The annual average temperature for Madison is 7.9◦C. The standard
deviation of the monthly temperatures is found from

σyr =

√√√√∑12

i=1
(T a,i − 8.0)2

11
= 10.60

Then σm is found from Equation 9.3.10 and is equal to 1.72, and h = 0.351 from
Equation 9.3.9. The September degree-days are found from Equation 9.3.8:

DD = 1.72 × 301.5
[
0.351

2
+ ln [cosh (1.698 × 0.351)]

3.396
+ 0.2041

]
= 121

which is within 17 degree-days of the measured value of 103. The measured and calculated
degree-days for each month are given in the following table. The differences between the
calculated and measured values in this example are due in part to the fact that T a is not
known to better than ±0.5◦C.

Month T a Measured DD Calculated DD

January −8 821 815
February −5 656 653
March 1 537 537
April 9 280 283
May 14 136 151
June 19 30 44
July 22 1 16
August 20 25 33
September 15 103 121
October 11 232 234
November 2 479 490
December −5 699 723

Year 7.9 3999 4100

�

Some buildings (particularly passively heated buildings described in Chapter 14) may
have insulation added at night. If night insulation is used, the building loss coefficient
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varies with time, and the loads can be approximated by integrating Equation 9.3.5 in two
parts, day and night.

Thermostat settings may also vary through the day, with the most common shift being
night setback. Changing thermostat settings does not result in an immediate change in room
temperature for real buildings that have finite thermal capacitance and heating systems
with finite capacity. Typically a reduction in thermostat setting results in a slow reduction
of room temperature to the new setpoint, and a rise in thermostat setting results in a faster
rise back to the high setpoint brought about by heating systems which normally have
excess capacity. An estimate of the upper limit of reduction of heating loads with night
setback can be obtained by time-weighted degree-days to appropriate base temperatures.
See Mitchell (1983) for a discussion of this problem.

For existing structures where fuel consumption records are available, (UA)h may be
calculated from

(UA)h = NFHFη

DD
(9.3.12)

The numerator is the energy delivered from fuel to the building; NF is the number of fuel
units used, HF is the appropriate heating value of the fuel, and η is the efficiency with
which it is burned.

9.4 BUILDING LOSS COEFFICIENTS

For new or proposed structures there are standard methods of estimating building UA. The
total heat loss is the sum of the losses through walls, windows, doors, floor, and roof plus
infiltration loss. For details of these calculation methods, see Mitchell (1983), ASHRAE
(1979), or other standard works on heating loads.

Loss coefficients of windows and walls are of particular importance in passive solar
heating. As window areas (i.e., solar aperture) increase, replacing walls which have lower
overall loss coefficients, total loads on the building rise. The increases can be modified by
use of night insulation. Typical coefficients for several window and wall types are shown
in Table 9.4.1.

Important advances have been made in transparent insulation, for example, by
manipulating the spectral dependence of transmittance and emittance of glazings to
achieve properties that are desirable for particular applications. Where reduction of
building heating loads is the major concern, it is desirable to use glazings with low
long-wave emittance to reduce outward heat losses through glazings. Products are now
in use with ε reduced from the usual values of about 0.88 to as low as 0.10; the use of
one or more such coatings on double-glazed windows (usually on the inner surfaces) can
reduce the loss coefficient U to a half or less of its value without the coating. Windows are
also constructed with low-ε polymeric films between glazings; these provide additional
reduction in convective transport and reduced radiation exchange. All of these coatings
and films have reduced transmittance for the solar spectrum; for passively heated buildings
in which the solar gain is a direct function of window transmittance, the use of these
low-loss glazing systems will depend on the balance between reduced solar gains and
reduced losses.
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Table 9.4.1 Overall Loss Coefficients U for Walls and Windows with and without Movable
Insulation

Wall/Window Type U, W/m2 ◦C

Wall
Stud wall, 14 cm fiberglass insulation between studs, plaster board
interior, 2.5-cm- (1-in.-) thick foam insulating board.

0.45

Masonry wall, 19-cm-thick concrete blocks with insulation in voids 1.70
Window
Single glazed, no insulation 6.0
Double glazed, 12-mm gap, no insulation 3.2
Double glazed with low-emittance coating on one interior surface,
no insulation

2.1

Single glazed, with tight-fitting shade or drape 2.6
Double glazed, with tight-fitting shade or drape 1.2
Double glazed with 20mm of foam insulation, tight fitting, with air gap
between glazing and foam

0.9

Double glazed, with foam insulation as above but 100mm thick 0.3

Transparent insulation can be applied to the outside of opaque building walls, making
the walls into passive collectors.3 The application reduces losses and at times results
in net gains into the building. For these applications, consideration has been given to
multiple parallel covers, honeycombs, layers of transparent beads, or aerogels. Properties
and applications are discussed in proceedings of a series of international workshops on
Transparent Insulation Technology (1988, 1989).

Where cooling loads are the major concern, control of solar heat gains can be
accomplished by controlling spectral dependence of transmittance for the solar spectrum.
Coated glass is available which transmits much of the visible part of the spectrum but not
the infrared part. These coated glasses also have low emittances to reduce heat transfer
between building interior and ambient. The ASHRAE Handbook of Fundamentals (2001)
is a useful source of information on heat loss coefficients and transmittances of various
glazing.

The UA of a building is the sum of the products of the areas and U values for all of
the areas of the building envelope.

It is also necessary, for satisfactory estimation of heating loads, to include effects of
infiltration of outside air into the building. In old residential buildings there are typically
one to three air changes per hour due to infiltration; modern buildings have 0.3 to 0.6
changes per hour; very tight buildings may have infiltration rates of 0.1 change per hour.
The sensible heat to bring ambient air up to room temperature (plus that to heat any
ventilation air) must be added to the losses through the building envelope in estimating the
total heating loads.

Measurements of heating loads for buildings of supposedly identical construction
show wide variations (often by factors of 2 or 3) in measured energy use. This may be

3Section 14.6 discusses collector-storage walls for passive heating.
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due to differences in the care with which insulation and vapor barriers are installed, to
differences in the ways in which the occupants use the buildings, or to both.

9.5 BUILDING ENERGY STORAGE CAPACITY

Building thermal capacitance is the effective heat capacity of a structure per unit change
of interior temperature. It is important in a building that undergoes significant temperature
changes (additional thermal storage that may be provided in media such as water tanks or
pebble beds). Building thermal capacitance is of particular significance in passive heating
or in hybrid systems where storage is provided by the building itself.

A procedure for calculating the effective thermal capacitance is to sum the products
of mass, heat capacity, and temperature changes of all of the elements of a building4:

C =
∑
all i

(mCp)i �T ′
i (9.5.1)

where �T ′
i is the expected change in temperature of the ith element per degree of change

of interior temperature. This is difficult to calculate exactly as the temperature gradients
in walls, floors, furniture, and so on depend on the rates of heat transfer into and out of
those elements. However, tables of effective thermal capacity have been worked out for
typical building constructions. Table 9.5.1 shows recommended values of Barakat and
Sander (1982).

9.6 COOLING LOADS

Air conditioning loads arise from energy that flows into a building through its envelope,
solar gains through windows, infiltration, and ventilation which brings in outside air that
needs to be cooled and/or dried plus heat and moisture that are generated within the
building. Building thermal capacitance is often more important in summer cooling than in

Table 9.5.1 Effective Building Thermal Capacity for Typical Construction per Unit Floor Areaa

Description
Thermal Capacity

(MJ/m2 ◦K)

Light: standard frame construction, 13-mm Gyproc walls and ceilings,
carpet over wooden floor

0.060

Medium: as above, but 51-mm Gyproc walls and 25-mm Gyproc ceiling 0.153
Heavy: interior wall finish of 102-mm brick, 13-mm, Gyproc ceiling,
carpet over wooden floor

0.415

Very heavy: commercial office building with 305-mm concrete floor 0.810

aFrom Barakat and Sander (1982).

4This procedure is analogous to that for calculating the effective thermal capacitance of collectors, as shown in
Section 6.12.
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winter heating, as summer ambient temperatures may fluctuate around room temperature
with resulting heat flow into and out of the structure. Building capacitance attenuates the
peak loads and may substantially reduce cooling loads over time if ambient temperatures
drop below room temperature.

Cooling degree-days have been used to calculate cooling loads in a manner similar to
the technique described in Section 9.3 for heating loads. The procedure is generally less
reliable. Erbs et al. (1983) also show how to estimate cooling degree-days from knowledge
of the average ambient temperature in a manner similar to that described in Section 9.3 for
heating degree-days.

If energy storage tanks (for water heating and/or for solar space heating) are located
inside the spaces to be cooled, losses from the tanks will add to the cooling loads.

See Mitchell (1983) and ASHRAE (1979, 2001) for details of calculation of cooling
loads on an hourly or monthly basis.

9.7 SWIMMING POOL HEATING LOADS

Swimming pools have been economically heated by solar energy for many years. The heat
loss from outdoor, in-ground pools is by radiation to the sky and both convection and
evaporation to the air. Many studies have shown that conduction losses into the ground are
minor losses.

In some pool systems the heat losses are made up from a solar collector system,
possibly uncovered. In others, the heat losses are reduced by placing a plastic cover on the
pool surface whenever it is not being used. The cover lets solar radiation pass into the pool
and greatly reduces evaporation losses. Some pool covers are made of ‘‘bubble’’ plastic
sheet, similar to the common packing material, to act as an insulator and reduce convection
losses as well as evaporation losses. Some pool systems use both collectors and covers. If
plastic collectors or covers are used, they must be made of ultraviolet stabilized materials
or they may last only a few months.

To properly size an active collector system for a pool or to estimate the temperature
rise that will result from a pool cover, it is necessary to estimate the pool heat losses. The
best way to estimate the monthly heat loss from a pool is to use measured fuel data from
the pool if they already exist or use data from a nearby similar pool. Often these data are
not available and it is necessary to estimate the losses by calculations. These calculations
are very uncertain since the wind conditions in the vicinity of the pool are seldom known
with any degree of certainty.

To be useful, pools operate in a narrow temperature range, typically between 24
and 32◦C. Since the pool has a large mass, its temperature does not change quickly. In
fact, monthly energy balances are sufficient to estimate either the pool temperature in
the absence of auxiliary energy or the auxiliary energy necessary to maintain a desired
temperature.

The radiation heat loss from an outdoor pool is to the sky. Equation 3.9.2 provides
estimates of the clear-sky temperature for hourly periods. For a whole month, the cosine
term in the equation can be neglected and the monthly average dew point temperature can
be used to estimate the clear-sky temperature. For dew point temperatures of 10, 20, and
30◦C, the ratio is T s/T a is 0.938, 0.961, and 0.986, respectively. The sky is not always
clear. The monthly average sky temperature can be estimated as a weighted average of the
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air and clear-sky temperature. Wei et al. (1979) propose that cloud cover be used as the
weighting factor. In the absence of cloud cover data, KT may be a reasonable alternative.
Wei et al. measured the outgoing radiation from covered (with clear plastic) and uncovered
pools and concluded that the pool surface acts like a blackbody for radiation losses, even
with bubble-type covers, at the pool temperature. Thus, Equation 3.9.1 can be used with a
pool emittance of 1.0 to estimate the radiation heat loss.

Wei et al. also propose the following dimensional equations for evaporation heat loss
from an uncovered pool and for convection losses from covered or uncovered pools in
watts per square meter:

qe = Pa[35V + 43(Tp − Ta)
1/3](ωp − ωa) (9.7.1)

where V is the wind speed in meters per second in the vicinity of the pool, Pa is the
ambient air pressure in kilopascals, ωp is the saturation humidity ratio at the temperature
of the pool, and ωa is the humidity ratio of the ambient air above the pool. Convection
losses are expressed in terms of the evaporation losses as

qc = qe × 0.0006
Tp − Ta

ωp − ωa

(9.7.2)

The wind speed V is almost always unknown in the vicinity of the pool. Wei et al.
(1979) suggest that one-fifth to one-tenth of the measured wind speed at the local weather
station be used to account for the usual shelter around a pool.

All of the solar radiation incident on a pool is not absorbed. For an uncovered pool
with an average depth of 2m, Francey and Golding (1981) estimate that the pool surface
transmittance is about 92% and the pool absorptance is on the order of 60%. However,
Wei et al. (1979) estimate that the pool absorptance is on the order of 90%. When covers
are present, additional reflection losses occur, reducing the transmittance to 70 to 80%. In
light of the uncertainties associated with the heat loss mechanisms, further refinement of
these optical properties is not warranted.

Example 9.7.1

A 72-m2 pool is located in Atlanta, Georgia. Estimate the energy required to maintain the
pool at 25◦C in April. The pool has a cover installed for 12 h each night.

Solution

From Appendix D, the monthly average ambient temperature and horizontal radiation
in April are 16◦C (289 K) and 19.1 MJ/m2 (KT = 0.53). For the uncovered pool, the
absorbed solar radiation is the pool area times the incident solar radiation times the surface
transmittance times the pool absorptance times the number of days in April. Here we use
the lower estimate of pool absorptance of 0.6:

Qs = 72 × 19.1 × 106 × 0.92 × 0.6 × 30 = 23 GJ

If the monthly average relative humidity is 70%, then from a psychrometric chart, the
monthly average dew point and wet bulb temperatures are 10 and 12◦C. Also, the monthly
average humidity ratio is 0.008 and the saturation humidity ratio for the 25◦C pool is 0.020.
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The clear-sky temperature, from Equation 3.9.2, neglecting the cosine term, is 0.938Ta ,
or 271 K. Since cloud cover data are not available, the monthly average sky temperature
is estimated to be (1 − 0.53) × 271 + 0.53 × 289 = 281 K. The calculations will begin
assuming the pool is uncovered at all times.

The radiation heat losses are found from Equation 3.9.1:

Qr = 72 × 5.67 × 10−8 (2984 − 2814) × 2.59 × 106 = 18 GJ

where 2.59 × 106 is the number of seconds in April. Evaporation losses are found from
Equation 9.7.1:

Qe = 72 × 101.3[35 × 3 + 43 (298 − 289)1/3](0.020 − 0.008) × 2.59 × 106

= 45 GJ

The convection losses are found from Equation 9.7.2:

Qc = 45 × 0.006

(
298 − 289

0.020 − 0.008

)
= 21 GJ

If the pool is uncovered for the whole month, the monthly load is

L = 18 + 46 + 21 − 23 = 62 GJ

If the pool is covered one-half of the time with a film cover, only the evaporation losses
will be affected and the monthly load is

L = 18 + 0.5 × 46 + 21 − 23 = 39 GJ

If the cover is of the bubble type, the evaporation losses will be eliminated and convection
losses will be reasonably small. Then the load is

L = 18 + 0.5 × (46 + 21) − 23 = 29 GJ �
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10

System Thermal Calculations

In Chapters 6 through 9 we have developed mathematical models for two of the key
components in solar energy systems: collectors and storage units. In this chapter we
show how other components can be modeled and how the component models can be
combined into system models. With information on the magnitude and time distribution
of the system loads and the weather, it is possible to simultaneously solve the set of
equations to estimate the thermal performance of a solar process over any time period.
These estimates (simulations) are usually done numerically and provide information on
the expected dynamic behavior of the system and long-term integrated performance.

The collector performance is a function of the temperature of the fluid entering the
collector. This temperature, neglecting (for the moment) heat losses from the connecting
pipes, is the same as the temperature in the exit portion of the storage unit. The outlet
temperature from the collector becomes the inlet temperature to the storage unit. In these
equations, time is the independent variable and the solution is in the form of temperature
as a function of time. Meteorological data (radiation, temperature, and possibly other
variables such as wind speed and humidity) are forcing functions that are applied hourly
(or at other time steps) to obtain numerical solutions through time.

Once the temperatures are known, energy rates can be determined. It is then possible
to integrate the energy quantities over time to develop information such as that in
Figure 8.1.1(c) and thus assess the annual thermal performance of a system. This simulation
approach can be used to estimate, for any process application, the amount of energy
delivered from the solar collector to meet a load and the amount of auxiliary energy
required. The simulation also can indicate whether the temperature variations for a
particular system design are reasonable, for example, whether a collector temperature
would rise above the boiling point of the liquid being heated.

In this chapter we provide a brief review of collector and storage models and then show
how models of controls, heat exchangers, and pipe and duct losses in collector circuits can
be formulated. Methods are given for calculating the effects of partial shading of collectors
and the output of collector arrays where sections of the arrays are at different orientations.
The need for meteorological data and information on the energy loads a system is to
supply is noted. In brief, this chapter treats system models (the combination of individual
component models) and their solution.

10.1 COMPONENT MODELS

Chapters 6, 7, and 8 presented developments of collector and storage models, performance,
measurements, and data. For flat-plate collectors, Equation 6.7.6 is appropriate, and for
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focusing collectors, Equation 7.3.12 or its equivalent can be used. The rate of useful gain
from a flat-plate collector can be written as

Qu = AcFR[S − UL(Ti − Ta)]
+ (10.1.1)

where the + sign implies the presence of a controller and that only positive values of
the term in the brackets should be used. Operation of a forced-circulation collector will
not be carried out when Qu < 0 (or when Qu < Qmin, where Qmin is a minimum level
of energy gain to justify pumping the fluid through the system). In real systems, this is
accomplished by comparing the temperature of the fluid leaving the collector (i.e., in the
top header) with the temperature of the fluid in the exit portion of the storage tank and
running the pump only when the difference in temperatures is positive and energy can be
collected.

The rate of useful gain is also given by

Qu = ṁCp(To − Ti) (10.1.2)

where ṁ is the output of the pump circulating fluid through the collector.
If the storage unit is a fully mixed sensible heat unit, its performance is given by

Equation 8.3.2,

(mCp)s
dTs

dt
= Qu − Ls − (UA)s(Ts − T ′

a) (10.1.3)

The equivalent equations for stratified water tank storage systems, pebble bed exchangers,
or heat-of-fusion systems are used in lieu of Equation 10.1.3, as appropriate. These
equations are the basic equations to be solved in the analysis of systems such as a simple
solar water heater with collector, pump, and controller and storage tank. The rate of energy
removal to meet all or part of a load is Ls and is time dependent; Qu and T ′

a are also time
dependent.

The performance models discussed so far have been based on the fundamental
equations describing the behavior of the equipment. Models may also be expressed as
empirical or stochastic representations of operating data from particular items of equipment.
An example is the model1 of a LiBr-H2O absorption cooler, which relates cooling capacity
to temperatures of the fluid streams entering the machine. These empirical relations may be
in the form of equations, graphs, or tabular data. In whatever form themodels are expressed,
they must represent component performance over the range of operating conditions to be
encountered in the solar operation.

There is very often a collector heat exchanger between the collector and the storage
tank when antifreeze is used in collectors. If piping or ducting to and from a collector is
not well insulated, the losses from the piping or ducting may have to be taken into account.
Each of these can be accounted for by modifications of Equation 10.1.1, as noted in the
following sections.

1See Chapter 15.
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10.2 COLLECTOR HEAT EXCHANGER FACTOR

Collectors are often used in combination with a heat exchanger between collector and
storage allowing the use of antifreeze solutions in the collector loop. A common circuit of
this type is shown in Figure 10.2.1.

A useful analytical combination of the equations for the collector and the heat
exchanger has been derived by deWinter (1975). In this development the collector equation
and the heat exchanger equation are combined into a single expression that has the same
form as the collector equation alone. The combination of a collector and a heat exchanger
performs exactly like a collector alone but with a reduced value of FR . The useful gain of
the collector is represented by Equations 10.1.1 and 10.1.2 written in terms of Tci and Tco.
The heat exchanger performance is expressed in terms of effectiveness (Kays and London,
1964) by Equation 3.17.6:

QHX = ε(ṁCp)min(Tco − Ti) (10.2.1)

where (ṁCp)min is the smaller of the fluid capacitance rates (flow rate ṁ times fluid heat
capacity Cp) on the collector side (ṁCp)c and tank side (ṁCp)t of the heat exchanger, Tco
is the outlet fluid temperature from the collector, and Ti is the inlet water temperature to the
heat exchanger (very nearly the temperature in the bottom of the tank). For a counterflow
heat exchanger, a common configuration, the effectiveness ε is given by Equation 3.17.7.

Combining Equations 10.1.1, 10.1.2, and 10.2.1,

Qu = AcF
′
R[S − UL(Ti − Ta)]

+ (10.2.2)

where the modified collector heat removal factor F ′
R accounts for the presence of the heat

exchanger and is given by

F ′
R

FR

=
[
1 +

(
AcFRUL(
ṁCp

)
c

) ( (
ṁCp

)
c

ε(ṁCp)min
− 1

)]−1

(10.2.3)

The factor F ′
R/FR is an indication of the penalty in collector performance incurred because

the heat exchanger causes the collector to operate at higher temperatures than it otherwise

Figure 10.2.1 Schematic of liquid system with a collector heat exchanger between collector and
tank.
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Figure 10.2.2 Collector heat exchanger correction factor as a function of ε(ṁCp)min/(ṁCp)c and
(ṁCp)/FRULAc. Adapted from Beckman et al. (1977).

would. Another way of looking at the penalty is to consider the ratio FR/F ′
R as the

fractional increase in collector area required for the system with the heat exchanger
to give the same energy output as without the heat exchanger. Equation 10.2.2 now
represents the performance of a subsystem including the collector and the heat exchanger
(and, implicitly, the controller and pumps) and is of the same form as that for the
collector only. The ratio F ′

R/FR can be calculated from Equation 10.2.3. It can also be
determined from Figure 10.2.2, which shows F ′

R/FR as a function of ε(ṁCp)min/(ṁCp)c
and (ṁCp)c/AcFRUL.

Example 10.2.1

Acollector to be used in a solar heating system such as that of Figure 10.2.1 heats antifreeze;
heat is transferred to water through a collector heat exchanger. The collector FRUL =
3.75 W/m2 ◦C. Flow rates through both sides of the heat exchanger are 0.0139 kg/s per
square meter of collector. The fluid on the collector side is a glycol solution having
Cp = 3350 J/kg ◦C. The effectiveness of the heat exchanger is 0.7. What is F ′

R/FR?

Solution

The capacitance rate per unit area on the water side of the exchanger is 0.0139 ×
4190 = 58.2 W/m2 ◦C. On the glycol side it is 0.0139 × 3350 = 46.6 W/m2 ◦C. Thus
the minimum (ṁCp) product is that of the glycol, ε(ṁCp)min/(ṁCp)c = ε = 0.7, and

(ṁCp)c

AcFRUL

= 0.0139 × 3350

3.75
= 12.4

From Figure 10.2.2 or Equation 10.2.3, F ′
R/FR = 0.97. �
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10.3 DUCT AND PIPE LOSS FACTORS

The energy lost from ducts and pipes leading to and returning from the collector in a solar
energy system can be significant. Beckman (1978) has shown that the combination of pipes
or ducts plus the solar collector is equivalent in thermal performance to a solar collector
with different values of UL and (τα). (For simplicity in terminology, the term duct will
be used, but the same analysis holds for pipes. Losses from ducts are more likely to be a
problem than those from pipes.)

Consider the fluid temperature distribution shown in Figure 10.3.1. Fluid enters the
portion of the duct from which losses occur2 at temperature Ti . Due to heat losses to the
ambient at temperature Ta , the fluid is reduced in temperature by an amount �Ti before
it enters the solar collector. The fluid passes through the collector and is heated to the
collector outlet temperature. This temperature is then reduced to To as the fluid loses heat
to the ambient while passing through the outlet ducts.

From energy balance considerations the useful energy gain of this collector-duct
combination is equal to

Qu = (ṁCp)c (To − Ti) (10.3.1)

This energy gain can also be related to the energy gain of the collector minus the duct
losses by the following rate equation:

Qu = AcFR [GT (τα) − UL (Ti − �Ti − Ta)] − losses (10.3.2)

Figure 10.3.1 Temperature distribution through a duct-collector system. From Beckman (1978).

2In a house heating system, duct and pipe losses inside the heated space are not net losses but are uncontrolled
gains. These gains may not be desirable during warm weather.
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The duct losses are equal to the integrated losses over the inlet and outlet ducts and are
given by

Losses = Ud

∫
(T − Ta) dA (10.3.3)

where Ud is the loss coefficient from the duct. It is possible to integrate Equation 10.3.3,
but in any well-designed system the losses from ducts must be small and the integral
can be approximated to an adequate degree of accuracy in terms of the inlet and outlet
temperatures:

Losses = UdAi(Ti − Ta) + UdAo (To − Ta) (10.3.4)

where Ai and Ao are the areas for heat loss of the inlet and outlet ducts. Upon rearranging
Equations 10.3.1 and 10.3.4, the losses can be expressed in terms of the useful energy gain
and the inlet fluid temperature as

Losses = Ud(Ai + Ao)(Ti − Ta) + UdAoQu

(ṁCp)c
(10.3.5)

The decrease in temperature, �Ti , due to heat losses on the inlet side of the collector can
be approximated by

�Ti = UdAi(Ti − Ta)

(ṁCp)c
(10.3.6)

Substituting Equations 10.3.5 and 10.3.6 into 10.3.2 and rearranging, the useful energy
gain of the collector and duct system can be expressed as

Qu =
AcFR

[
GT (τα) − UL

(
1 − UdAi(

ṁCp

)
c

+ Ud(Ai + Ao)

AcFRUL

)
(Ti − Ta)

]

1 + UdAo

(ṁCp)c

(10.3.7)

Equation 10.3.7 can be made to look like the usual collector equation by defining modified
values of (τα) and UL so that

Qu = AcFR[GT (τα)′ − U ′
L(Ti − Ta)] (10.3.8)

where
(τα)′

(τα)
= 1

1 + UdAo

(ṁCp)c

(10.3.9)

and

U ′
L

UL

=
1 − UdAi

(ṁCp)c
+ Ud(Ai + Ao)

AcFRUL

1 + UdAo

(ṁCp)c

(10.3.10)
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Example 10.3.1

Compare the performance equations of an air collector system with ducts insulated and not
insulated. The collector has an area of 50 m2, FRUL = 3.0 W/m2C, and FR(τα) = 0.60.
The mass flow rate–specific heat product of the air through the collector is 500 W/

◦C. The
area of the inlet duct is 10 m2, as is the area of the outlet duct. Insulation 33mm thick is
available with a conductivity of 0.033 W/m ◦C. The heat transfer coefficient outside the
duct is 10 W/m2 ◦C, and the coefficient inside the duct is assumed to be large, leading to
a loss coefficient Ud for the insulated duct of 1.0 W/m2 ◦C and for the uninsulated duct of
10 W/m2 ◦C.

Solution

For the insulated duct, the modified transmittance-absorptance product is found using
Equation 10.3.9:

(τα)′

(τα)
= 1

1 + 1.0 × 10

500

= 0.98

and
FR (τα)′ = 0.60 × 0.98 = 0.59

The modified loss coefficient is obtained with Equation 10.3.10:

U ′
L

UL

=
1 − 1 × 10

500
+ 1.0 (10 + 10)

50 × 3.0

1 + 1 × 10

500

= 1.09

and
FRU ′

L = 3.27 W/m2 ◦C

For the system with insulated ducts the collector performance equation becomes

Qu = 50[0.59GT − 3.27(Ti − Ta)]

If the ducts are not insulated, Ud = 10 W/m2 ◦C, FR(τα)′ = 0.50, and FRU ′
L = 5.3 W/

m2 ◦C. The performance equation is then

Qu = 50[0.50GT − 5.3(Ti − Ta)]

The addition of insulation has a very substantial effect on the useful gain to be expected
from the system. �

In a liquid system where both pipe losses and a heat exchanger are present and the
heat exchanger is near the tank, the collector characteristics should first be modified to
account for pipe losses and these modified collector characteristics used in Equation 10.2.3
to account for the heat exchanger.
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Close and Yusoff (1978) have developed an analysis of the effects of leakage of air
into air heating collectors. Their results can also be expressed in terms of modified collector
characteristics.

10.4 CONTROLS

Two types of control schemes are commonly used on solar collectors on building-scale
applications: on-off and proportional. With an on-off controller, a decision is made to turn
the circulating pumps on or off depending on whether or not useful output is available
from the collectors. With a proportional controller, the pump speed is varied in an attempt
to maintain a specified temperature level at the collector outlet. Both strategies have
advantages and disadvantages, largely depending on the ultimate use of the collected
energy.

The most common control scheme requires two temperature sensors, one in the bottom
of the storage unit and one on the absorber plate at the exit of a collector (or on the pipe near
the plate). Assume the collector has low heat capacity. When fluid is flowing, the collector
transducer senses the exit fluid temperature. When the fluid is not flowing, the mean plate
temperature Tp is measured. A controller receives this temperature and the temperature at
the bottom of the storage unit. This storage temperature will be called Ti ; when the pump
turns on, the temperature at the bottom of storage will equal the inlet fluid temperature if
the connecting pipes are lossless. Whenever the plate temperature at no-flow conditions
exceeds Ti by a specific amount �Ton, the pump is turned on.

When the pump is on and the measured temperature difference falls below a specified
amount �Toff , the controller turns the pump off. Care must be exercised when choosing
both �Ton and �Toff to avoid having the pump cycle on and off.

When the collector pump is off, the useful output is zero and the absorber plate reaches
an equilibrium temperature given by

[S − UL(Tp − Ta)] = 0 (10.4.1)

The value of S when Tp = Ti + �Ton is

Son = UL(Ti + �Ton − Ta) (10.4.2)

When the pump does turn on, the useful gain is

Qu = AcFR[Son − UL (Ti − Ta)] (10.4.3)

which when Equation 10.4.2 is substituted for Son becomes

Qu = AcFRUL �Ton (10.4.4)

The outlet temperature under these conditions is found from

Qu = (ṁCp)(To − Ti) (10.4.5)
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where To − Ti is measured by the controller after flow begins. Consequently, the turn-off
criterion must satisfy the following inequality or the system will be unstable. (Two forms
of the equation are shown. Use the first for systems without a heat exchanger and the
second for systems with a collector heat exchanger.)

�Toff ≤ AcFRUL

ṁCp

�Ton or �Toff ≤ AcFRUL

ε(ṁCp)min
�Ton (10.4.6)

Example 10.4.1

For a water collector with Ac = 2 m2, FRUL = 3 W/m2 ◦C, and ṁ = 0.030 kg/s, what
is the ratio of turn-on criterion to turn-off criterion?

Solution

From Equation 10.4.6
�Ton

�Toff
≥ 0.030 × 4190

2 × 3
= 21

�

From the preceding example, the turn-on criterion must be significantly greater than
the turn-off criterion. Another way of looking at this situation is to assume a 5◦C turn-
on setting. Then the controller of the example will have to be sensitive to temperature
differences of 0.25◦C or oscillations may result if the radiation stays near Son. This is a
small temperature difference to detect with inexpensive controllers. Raising the turn-on
setting to 20◦C or more will not significantly reduce the useful energy collection. In fact,
the pump should not be operated until the value of the useful energy collected exceeds the
cost of pumping.

Even if the criterion of Equation 10.4.6 is satisfied, cycling may occur, particularly in
the morning. The fluid in the pipes or ducts between the storage unit and collector will be
colder than the temperature at the bottom of storage. Consequently, when the pump first
turns on, cold fluid will enter the collector, resulting in lower temperatures detected by the
outlet sensor than expected. The controller may turn the pump off until the fluid in the
collector is heated to the proper temperature for the pump to again turn on. Other than wear
and tear on the pump and motor, this is an efficient way to heat the fluid in the collector
and inlet ducts to the proper temperature.

Proportional controllers have been used to maintain either the collector outlet temper-
ature or the temperature rise through the collector at or near a predetermined value. In such
a control system the temperature sensors are used to control the pump speed. Although
higher outlet temperatures can be obtained with a proportional controller than with an
on-off controller, the useful energy collected by an on-off system with a fully mixed tank
and with both turn-off and turn-on criteria equal to zero will be greater than that by a
system with a proportional controller, as the highest value of Qu is obtained when FR is
a maximum.3 If a tank is stratified, reduced flows resulting from the use of proportional
control may improve stratification and system performance.

3There are other considerations that affect the choice of flow rates. There may be advantages to low collector
flow rates or using proportional controls if improved stratification in storage tanks results; the resulting reduction
in Ti may more than compensate for reduced FR . See Section 12.5.
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There is a growing body of literature on control of solar energy systems. For example,
Kovarik and Lesse (1976) have considered optimization of flow rates through collectors.
Winn and Hull (1978) have further studied this concept by calculation of an FR which
leads to a maximum difference between energy collected and energy required for pumping
fluid through the collector. Winn (1982) provides a broad review of control technologies
in solar energy systems.

10.5 COLLECTOR ARRAYS: SERIES CONNECTIONS

Collector modules in arrays may be connected in series, in parallel, or in combinations.
The performance of collectors in arrays is dependent on how they are arranged, that is, on
the flow rate through risers and on the inlet temperatures to individual modules.

Figure 10.5.1 shows arrays of two modules (or two groups of modules) with parallel
and series connections. Assume for the moment that the modules are identical. If the flow
rates to the arrays are the same, the velocity through the risers of the series-connected
array will be twice that in the parallel array. If this difference in velocity does not make
an appreciable difference in F ′ through its effect on hfi, then there will be no appreciable
difference in performance between the two arrays as the terms in Equation 6.7.6 will be
identical. If there is a significant difference in F ′ and thus in FR or if the design of the
modules is not the same (e.g., with the first having one cover and the second two covers),
the performance of the two arrays will not be the same. In the series arrangement, the
performance of the second (and subsequent) module will not be the same as the first as its
inlet temperature will be the outlet temperature of the first.

For collector modules in series, an analysis can be developed that results in an equation
identical in form to that of Equation 6.7.6. It is not necessary that the modules be identical;
the constraint is that each can be described by its set of two parameters, FR(τα)n and
FRUL. The useful output of the combination is

Qu,1 + Qu,2 = A1FR1[GT (τα)1 − UL1(Ti − Ta)]

+ A2FR2[GT (τα)2 − UL2(To,1 − Ta)] (10.5.1)

where Ti is the inlet fluid temperature to the first collector and To,1 is the inlet temperature
to the second collector, which is found from the outlet of the first collector:

To,1 = Ti + Qu,1

ṁCp

(10.5.2)

Figure 10.5.1 Collector modules in parallel and
series. Flow divides in the parallel set; full flow
goes through each module in the series set.
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The values of FR(τα) and FRUL for each collector must be the values corresponding
to the actual fluid flow through the collector (i.e., the flow rate through collector 1 in
the parallel arrangement is one-half of the flow rate through collector 1 in the series
arrangement). By eliminating To,1 from the previous two equations, the useful output of
the combination can be expressed as

Qu,1+2 = [A1FR1(τα)1(1 − K) + A2FR2(τα)2]GT

− [A1FR1UL1(1 − K) + A2FR2UL2](Ti − Ta) (10.5.3)

where

K = A2FR2UL2

ṁCp

(10.5.4)

The form of Equation 10.5.3 suggests that the combination of the two collectors can be
considered as a single collector with the following characteristics:

Ac = A1 + A2 (10.5.5)

FR(τα) = A1FR1(τα)1 (1 − K) + A2FR2(τα)2

Ac

(10.5.6)

FRUL = A1FR1UL1 (1 − K) + A2FR2UL2

Ac

(10.5.7)

If three or more collectors are placed in series, then these equations can be used for
the first two collectors to define a new equivalent first collector. The equations are applied
again with this equivalent first collector and the third collector becoming the second
collector. The process can be repeated for as many collectors as desired.

If the two collectors are identical, then Equations 10.5.6 and 10.5.7 reduce to the
following:

FR(τα) = FR1(τα)1

(
1 − K

2

)
(10.5.8)

FRUL = FR1UL1

(
1 − K

2

)
(10.5.9)

For N identical collectors in series, Oonk et al. (1979) have shown that repeated appli-
cations of Equations 10.5.6 and 10.5.7 yield

FR(τα) = FR1(τα)1

(
1 − (1 − K)N

NK

)
(10.5.10)

FRUL = FR1UL1

(
1 − (1 − K)N

NK

)
(10.5.11)

Example 10.5.1

Calculate FR(τα) and FRUL for the combination of two air heating collectors connected
in series with a flow rate of 0.056 kg/s. The characteristics of a single air heater are
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FR(τα) = 0.67 and FRUL = 3.6 W/m2 ◦C at a flow rate of 0.056 kg/s. Each collector is
1.00m wide by 2.00m long and Cp = 1008 J/kg ◦C.

Solution

From Equation 10.5.4,

K = 3.63 × 2.00

0.056 × 1008
= 0.129

From Equations 10.5.8 and 10.5.9,

FR(τα) = 0.67

(
1 − 0.129

2

)
= 0.63

FRUL = 3.6

(
1 − 0.129

2

)
= 3.4 W/m2 ◦C �

10.6 PERFORMANCE OF PARTIALLY SHADED COLLECTORS

Two circumstances can lead to nonuniform radiation on collectors. In arrays, shading of
the bottom of a collector row from beam radiation by the row in front may occur so that
beam and diffuse are incident on the top portion and diffuse only on the bottom portion.
Also, collectors with specular planar reflectors may have different levels of radiation on
upper and lower portions. It is usually adequate to use an average level of radiation over
the whole collector area to calculate its output. However, an analysis similar to that of the
previous section can be written for situations where flow is in series through the parts of the
collector at two radiation levels; this indicates whether or not there are significant changes
in performance and if changing flow direction will result in improved performance.

The collector of Figure 10.6.1 is in two zones: (1) on which the incident radiation is
GT,1 and (2) on which the incident radiation is GT,2. The portion of the total area A in
zone 1 is A1, and that in zone 2 is A2. The temperature of the fluid at the outlet of the first
zone is To,1. The values of FR and UL should be essentially the same for both zones. If
the angles of incidence of the radiation on the two zones are different (which will probably

Figure 10.6.1 Schematic of a collector with zone 1 irradiated atGT ,1 and zone 2 irradiated atGT ,2.
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be the case if one zone is shaded from beam radiation), the (τα) for the two zones will be
different. The useful gains are

Qu,1 = A1[FR(τα)1GT,1 − FRUL(Ti − Ta)] (10.6.1)

Qu,2 = A2[FR(τα)2GT,2 − FRUL(To,1 − Ta)] (10.6.2)

and

To,1 = Ti + Qu,1

ṁCp

(10.6.3)

By eliminating To,1 from Equations 10.6.2 and 10.6.3 and adding the two gains, a
single equation can be written in the same general form as Equation 10.5.3:

Qu = A1FR(τα)1(1 − K)GT,1 + A2FR(τα)2GT,2

− FRUL[A1(1 − K) + A2](Ti − Ta) (10.6.4)

where

K = A2FRUL

ṁCp

(10.6.5)

In contrast to the series-connected different collectors of Section 10.5 where the areas
of the two collectors are fixed, the areas A1 and A2 in Equation 10.6.4 will be a function
of time where the differences in IT ,1 and IT ,2 are caused by shading.

Example 10.6.1

A collector is situated so that it is partially shaded from beam radiation. One zone that has
22% of the area has an incident radiation of 220 W/m2. The other zone that has 78% of the
area has an incident radiation of 1050 W/m2. Water is pumped at a rate of 0.0060 kg/m2 s
through the collector and goes through the two zones in series. The characteristics of
the collector at this flow rate are FR = 0.96 and FRUL = 6.20 W/m2 ◦C. Temperature
Ti = 48◦C and Ta = 9◦C. As defined by Equation 5.9.3, (τα)av is 0.86 for the zone with
GT = 1050 W/m2 and 0.73 for the zone with GT = 220 W/m2.

Calculate the output from this collector with a flow from the low-intensity to the
high-intensity zone and b flow from the high-intensity to the low-intensity zone.

Solution

a For flow from the low- to high-intensity zone

K = 0.78 × 6.20

0.0060 × 4190
= 0.192

Qu

Ac

= 0.96[0.22 × 0.73(1 − 0.192)220 + 0.78 × 0.86 × 1050]

− 6.20[0.22(1 − 0.192) + 0.78](48 − 9) = 472 W/m2



10.7 Series Arrays with Sections Having Different Orientations 435

b For flow from the high- to low-intensity zone,

K = 0.22 × 6.20/(0.060 × 4190) = 0.054

Qu

Ac

= 0.96[0.78 × 0.86(1 − 0.054)1050 + 0.22 × 0.73 × 220]

− 6.20[0.78(1 − 0.054) + 0.22](48 − 9) = 442 W/m2

In this situation there is a 7% advantage to pumping the fluid through the collector in
the correct direction.

These results can be checked by calculating the outputs of the two zones independently
and summing them. For case b, per square meter of total area,

Qu,1

Ac

= 0.78(0.96 × 0.86 × 1050) − 6.20(48 − 9) = 488 W/m2

To,1 = 48 + 488

0.0060 × 4180
= 67.5o C

Qu,2

Ac

= 0.22(0.96 × 0.73 × 220) − 6.20(67.5 − 9) = −46 W/m2

Qu,1 + Qu,2 = 488 − 46 = 442 W/m2

In this example there is a net loss from the shaded part of the collector. However, the useful
gain from the whole collector is positive. �

For shading of a collector module or set of modules that is part of a larger array piped
or ducted in parallel, the gain is simply the sum of the gains from the shaded and unshaded
zones.

10.7 SERIES ARRAYS WITH SECTIONS HAVING DIFFERENT ORIENTATIONS

Collector arrays are occasionally constructed in sections, with the sections having different
orientations (i.e., with different azimuth angles and/or slopes). These arrangements may be
imposed by the locations and structure available to mount the collector. If these collector
sections are series connected, the analysis of Section 10.6 can be applied to calculate the
output.

Consider an array of two sections, 1 and 2, connected in series. Areas of the two
sections A1 and A2 will be fixed. Flow is in the direction of 1 to 2. The FR and UL values
will be the same for both sections, assuming that ṁ/Ac is the same and neglecting effects
of orientation and collector temperature on UL. The values of (τα) for the two sections
will be different and will depend on orientation. Equation 10.6.4 applies to this array, as
shown in the following example.

Example 10.7.1

A collector array is in two sections of equal area. The slopes of both sections are 55◦;
section 1 has γ = −45◦ and section 2 has γ = 45◦. The latitude is 40◦. The collector has
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one glass cover withKL = 0.0125 and αn = 0.93; FR = 0.933 andUL = 4.50 W/ m2 ◦C.
Water is pumped in series through sections 1 and 2 at a rate of 0.01 kg/m2 s.

For the hour 2 to 3 on May 15, I = 2.83 MJ/m2. The ambient temperature is 10◦C.
The fluid inlet temperature is 45◦C and ground reflectance is estimated to be 0.25. Estimate
the output per square meter of total array area for this hour.

Solution

For this hour, Io = 3.72 MJ/m2, kT = 0.76, and Id/I = 0.177 : δ = 18.8◦ and
ω = 37.5◦.

For both sections, Id = 0.177 × 2.83 = 0.50 MJ/m2 and Ib = 2.33 MJ/m2. For the
diffuse radiation, θe = 57◦ (from Figure 5.4.1),

τd = 0.85 and

(
α

αn

)
d

= 0.94

1.01τα = 1.01 × 0.85 × 0.93 × 0.94 = 0.751

For the ground reflected radiation, θe = 66◦,

τg = 0.77 and

(
α

αn

)
g

= 0.88

1.01τα = 1.01 × 0.77 × 0.93 × 0.88 = 0.636

For section 1; for beam radiation, from Equation 1.6.2,

cos θ = 0.277 and θ = 74o

τb = 0.65 and

(
α

αn

)
b

= 0.79

1.01τα = 1.01 × 0.65 × 0.93 × 0.79 = 0.482

From Equation 1.6.5, cos θz = 0.782,

Rb,1 = 0.277

0.782
= 0.355

Then

IT ,1 = 2.33 × 0.355 + 0.50(1 + cos 55)

2
+ 2.83 × 0.25(1 − cos 55)

2

= 0.827 + 0.393 + 0.151 = 1.37 MJ/m2

and
S1 = 0.827 × 0.482 + 0.393 × 0.751 + 0.151 × 0.636 = 0.790 MJ/m2



10.7 Series Arrays with Sections Having Different Orientations 437

So

(τα)av,1 = 0.790

1.37
= 0.577

For section 2; for beam radiation,

cos θ = 0.942 and θ = 19.6◦

τb = 0.91 and

(
α

αn

)
b

= 1.00

1.01τα = 1.01 × 0.91 × 0.93 = 0.855

Rb,2 = 0.942

0.782
= 1.18

Then
IT ,2 = 2.33 × 1.18 + 0.393 + 0.151 = 3.30 MJ/m2

and

S2 = 2.33 × 1.18 × 0.855 + 0.393 × 0.751 + 0.151 × 0.636

= 2.75 MJ/m2

So

(τα)av,2 = 2.75

3.30
= 0.833

We now use Equations 10.6.4 and 10.6.5 to calculate the performance of the two
sections in series:

K = 0.93 × 4.5

0.01 × 4190
= 0.100

Qu

Ac

= 0.933{[0.5 × 0.577(1 − 0.100)1.37 + 0.5 × 0.833 × 3.30]106

− 4.5 × 3600[0.5(1 − 0.100) + 0.5](45 − 10)}
= 1.11 MJ/m2

�

Note that for the hour 9 to 10 for this example, which corresponds to a reversal of flow
direction for the hour 2 to 3, the output of the array would be 1.02 MJ/m2, or about 8%
less than for the conditions in the example. These calculations show how much difference
flow direction makes and thus assists in determining control strategy. (Note that there may
be conditions under which the section with the lower irradiation should be bypassed. This
can be determined by calculating the output of the first section. If the output is negative, it
should be bypassed. If its output is higher than that of the combined sections, the second
section should be bypassed.)

If sections of a collector array are connected in parallel, those sections perform as
separate collectors and the total output is the sum of the outputs of the sections.
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10.8 USE OF MODIFIED COLLECTOR EQUATIONS

The equations that have been developed in this chapter up to this point are all modifications
of Equation 6.7.6, the basic collector performance model. The result is a series of equations,
all of the same form, that are combinations of the collector model plus other components: a
controller (by the superscript +), a collector heat exchanger (by F ′

R), pipe and duct losses
[by FR(τα)′ and FRU ′

L], and various combinations of series connections (by the factor
K). For many purposes, it is convenient to use these combined component models and
consider the entire collector subsystem (collector, control, piping, and heat exchanger) as
a modified collector.4

Combinations of these models are often encountered, and it is the purpose of this
section to illustrate the logical way to account for the combinations. The example that
follows includes many of the modifications noted in previous sections. The logic illustrated
can be extended to cover additional modifications.

Example 10.8.1

An active solar water heating system is shown schematically in the figure. The collector
is located at a distance from the tank, and the collector heat exchanger is next to
the tank.

There are three modules in the collector array, connected in parallel. The array
area Ac = 5.90 m2. Operating data from the manufacturer indicate that Fav(τα)n = 0.77
and FavUL = 3.88 W/m2 ◦C when the flow rate of water is 0.020 kg/m2 s. Data on the
incidence angle modifier are shown in the diagram.

The pipe runs between the collector and the heat exchanger are each 12.2m long. The
pipes are 25.5mm in outer diameter and are insulated with 30.0mm of foam insulation
with k = 0.0342 W/m ◦C. It can be assumed that most of the resistance to heat loss from
the pipes is in the insulation and that losses occur to ambient temperature over essentially
all of the length of the runs.

An antifreeze solution of 40% propylene glycol in water is pumped through the
collector loop at a rate of 0.110 kg/s, and water from the storage tank is pumped through
the heat exchanger at 0.122 kg/s. The manufacturer of the heat exchanger specifies that its
UA = 260 W/

◦C.

4Other modifications have been made. Zarmi (1982) has developed a method for accounting for the transient
response of collector subsystems in systems where there are quantities of fluid in the collector and piping that are
significant compared to that in a storage tank.
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a For this system, write an equation in the form of Equation 10.1.1 for Qu in terms of
GT , Ta, Ti , and θb.

b For an hour when the average value of GT = 1010 W/m2, Ta = 13◦C, Ti = 34◦C,
and θb = 35◦, what is Qu?

Solution

There is a logical order in which to account for the several modifications that are to be
made in the collector equation to convert it to the subsystem equation. Start with the
collector parameters, convert them to functions of FR , correct for capacitance rate, add
the pipe losses, and then include the effect of the heat exchanger. In other words, do the
calculations in the order in which the components occur, starting with the known collector
characteristics and working toward the tank.

The collector data are applicable to the parallel configuration, and no correction is
required to account for series connections. The effects of the incidence angle modifier can
be entered into the equation at any point; for convenience in writing the equations it will
be done last. At the end of each of the five steps that follow, modified values of FR(τα)n
and FRUL to that point will be shown. These in turn are inputs to the succeeding step.

a First, convert the collector parameters to FR(τα)n and FRUL using Equations 6.19.2
and 6.19.3. The capacitance rate ṁCp through the collector array under test conditions,
with Cp = 4180 J/kg K, is 5.90 × 0.020 × 4180 = 493 W/

◦C.

FR(τα)n = 0.77

1 + 5.90 × 3.88

2 × 493

= 0.77

1.0232
= 0.753

FRUL = 3.88

1.0232
= 3.79 W/m2 ◦C

Second, correct FR(τα)n and FRUL to the capacitance rate to be used in the operation.
The test capacitance rate is 493 W/

◦C. The use capacitance rate, with Cp = 3750 J/kg K,
is 0.110 × 3750 = 413 W/

◦C.
With Equation 6.20.4, calculate F ′ UL from the test conditions:

F ′ UL = − 493

5.90
ln

(
1 − 3.79 × 5.90

493

)
= 3.88 W/m2 ◦C

(Note that if the temperature rise through the collector is linear, F ′ and Fav will be the
same. In this case, with high flow rates through the collector, they are essentially equal.)
Then from Equation 6.20.2

r =
413

3.88 × 5.90
(1 − e−5.90×3.88/413)

493

3.88 × 5.90
(1 − e−5.90×3.88/493)

= 0.995
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The change in capacitance rate thus produces a very small change in collector parameters,
which under use conditions are

FR(τα)n = 0.995 × 0.753 = 0.749

FRUL = 3.79 × 0.995 = 3.77 W/m2 ◦C

Third, the pipe losses are accounted for using Equations 10.3.9 and 10.3.10. If the
significant resistance to heat loss is in the insulation, the loss coefficient for the pipes to
and from the collector, based on the outside area of the insulation, will be

Uout = 2k

Do ln(Do/Di)
= 2 × 0.0342

0.855 × ln(0.0855/0.0255)
= 0.661 W/m2 oC

Then

(UA)i = (UA)o = 0.661 × π × 0.0855 × 12.2 = 2.17 W/
◦C

(τα)′

(τα)
= 1

1 + 2.17/413
= 0.995

U ′
L

UL

=
1 − 2.17

413
+ 2 × 2.17

5.90 × 3.77
1 + 2.17/413

= 1.184

The collector parameters with the additional modification for pipe losses are

FR(τα)′n = 0.995 × 0.749 = 0.745

FRU ′
L = 1.184 × 3.77 = 4.47 W/m2 ◦C

Fourth, the parameters aremodified to account for the heat exchanger. The effectiveness
of the heat exchanger is estimated by the method of Section 3.17. The capacitance rate on
the tank side of the heat exchanger is 0.122 × 4180 = 510 W/

◦C, so the capacitance rate
on the collector side (413 W/

◦C) is the minimum. Thus C∗ = 413/510 = 0.810.
From Equation 3.17.8,

NTU = 260

413
= 0.630

Equation 3.17.7 gives the heat exchanger effectiveness:

ε = 1 − e−0.630(1−0.810)

1 − 0.810e−0.630(1−0810)
= 0.40

Using Equation 10.2.3 (or Figure 10.2.2) to get F ′
R/FR yields

F ′
R

FR

=
[
1 + 5.90 × 4.47

413

(
1

0.40
− 1

)]−1

= 0.913
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Thus the parameters with modification for the heat exchanger become

F ′
R(τα)′n = 0.745 × 0.913 = 0.680

F ′
RU ′

L = 4.47 × 0.913 = 4.08 W/m2 ◦C

Fifth, the incidence angle modifier is needed. The slope bo of the Kτα curve is
−0.18, so

Kτα = 1 − 0.18

(
1

cos θb

− 1

)

Using Equation 10.1.1,

Qu = 5.90

{
0.680

[
1 − 0.18

(
1

cos θb

− 1

)]
GT − 4.08(Ti − Ta)

}

The desired working equation is thus

Qu = 4.01

[
1 − 0.18

(
1

cos θb

− 1

)]
GT − 24.1(Ti − Ta)

b We can now enter the operating conditions in this equation to get the useful gain from
the subsystem:

Qu = 4.01

[
1 − 0.18

(
1

cos 35
− 1

)]
1010 − 24.1(34 − 13) = 3190 W

�

In this example, the corrections for collector capacitance rate and the differences
between the parameters based on Fav and FR were small. These corrections can be very
much larger if the capacitance rates in the collector are small, as is the case for some water
heating systems in which high degrees of stratification are obtained in tanks by use of
flow rates an order-of-magnitude smaller than those noted here. This will be discussed in
Chapter 12.

10.9 SYSTEM MODELS

The previous section dealt with the collector equation and modifications thereof. The
next step is the inclusion of models of other system components, including equations for
storage, loads, and whatever other components are included in the physical system. System
models are assemblies of appropriate component models. The net effect of the assembly is
a set of coupled algebraic and differential equations with time as the independent variable.
Inputs to these equations include meteorological data as forcing functions that operate on
the collector and possibly also on the load, depending on the application.

These equations can be manipulated and combined algebraically or they can be solved
simultaneously without formal combinations. Each procedure has some advantages in
solar process simulation. If the equations are all linear (and if there are not too many
to manipulate), the algebraic equations can be solved and substituted into the differential
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equations, which can then be solved by standard methods (e.g., Hamming, 1962). If the
algebraic equations are nonlinear or if there is a large number of them coupled so that they
are difficult to solve, it may be advantageous to leave them separated and solve the set of
combined algebraic and differential equations numerically. Also, leaving the component
equations uncombined makes it possible to extract information about the performance of
components in the system that is not readily available from solution of combined equations.

As an example of a simple system that yields a single differential equation, consider
a solar house heater with an unstratified storage unit supplying energy through a heat
exchanger to the house maintained at Th. Except for the heat exchanger supplying energy
to the house, this is illustrated in Figure 10.2.1. Equation 10.1.1 for the collector can be
combined with Equation 10.1.3 for the tank to give

(mCP )s
dTs

dt
= AcFR[S − UL(Ts − Ta)]

+ − (UA)s(Ts − Ta)

− εL(ṁCp)min(Ts − Th) (10.9.1)

Once the collector parameters, the storage size and loss coefficient, the magnitude of
the load, and the meteorological data are specified, the storage tank temperature can be
calculated as a function of time. Also, gain from the collector, losses from storage, and
energy to load can be determined for any desired period of time by integration of the
appropriate rate quantities.

Various methods are available to numerically integrate equations such as
Equation 10.9.1. For example, simple Euler integration can be used, the same technique
that was used in Example 8.3.1. Using simple Euler integration, we express the temperature
derivative dTs/dt as (T +

s − Ts)/�t and obtain an expression for the change in storage
tank temperature for the time period in terms of known quantities. Equation 10.9.1 then be
comes

T +
s = Ts + �t

(mCp)s
{AcFR[S − UL(Ts − Ta)]

+ − (UA)s(Ts − T ′
a)

− εL(ṁCp)min(Ts − Th)} (10.9.2)

Integration schemes must be used with care to ensure that they are stable for the desired
time step and that reasonably accurate solutions are being attained. When performing
hand calculations, both stability and accuracy can be problems. However, most computer
facilities have subroutines that will solve systems of differential equations to a specified
accuracy and automatically take care of stability problems.

In order to ensure stability in Equation 10.9.2, the time step �t must be small enough
so that the coefficient on Ts is positive. The critical time step occurs when the coefficient on
Ts is zero. In order to minimize truncation errors on a digital computer, use about one-sixth
of the critical time step. However, weather data are usually known in hour increments so
hour time steps are often used if stability is maintained.

Example 10.9.1

The performance of the collector of Example 6.7.1 was based upon a constant water supply
temperature of 40◦C to the collector. Assume the collector area is 4 m2, FR = 0.80, and
UL = 8.0 W/m2 ◦C. The collector is connected to a water storage tank containing 150 kg
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of water initially at 40◦C. The storage tank loss coefficient–area product is 1.70 W/
◦C

and the tank is located in a room at 25◦C. Assume water is withdrawn to meet a load at
a constant rate of 10 kg/h and is replenished from the mains at a temperature of 15◦C.
Calculate the performance of this system for the period from 7 AM to 5 PM using the collector
and meteorological data from Example 6.11.1. Check the energy balance on the tank.

Solution

Equation 10.9.2 (modified due to lack of a load heat exchanger) is used to calculate hourly
temperatures of the tank. For this problem a time step of 1 h is sufficient to guarantee
stability. The equations will be left uncombined in order that the individual terms in the
energy balance can be seen.

T +
s = Ts + 1

150 × 4190
{4 × 0.80[S − 8.0 × 3600(Ts − Ta)]

+

− 1.70 × 3600(Ts − 25) − 10 × 4190(Ts − 15)}

The first term in the brackets is the useful output of the collector and can have only positive
values. The second term is the thermal loss from the tank. The third term is the energy
delivered to the load. Simplifying the individual terms, this equation becomes

T +
s = Ts + 1.59{3.20[S − 0.0288(Ts − Ta)]

+

− 0.00612(Ts − 25) − 0.0419(Ts − 15)}

where S and all energy terms are in megajoules per square meter. The data in the first four
columns of the table below are from Example 6.11.1. The new tank temperature calculated
for the end of the hour is T +

s . The three terms in the brackets of the equation are Qu, load
met by solar, and loss, assuming Ts to be fixed for the hour at its initial value. The change
in internal energy of the water should be equal to 
 Qu − 
 Ls − 
 losses.

150 × 4190 (53.0 − 40.0) = (23.43 − 1.41 − 13.87) × 106

8.17 MJ ∼= 8.15 MJ

Hour IT (MJ/m2) S (MJ/m2) Ta (
◦C) T +

s (
◦C) Qu (MJ) Loss (MJ) Load (MJ)

Start 40.0
7–8 0.02 — −11 38.2 0 0.09 1.05
8–9 0.43 0.34 −8 36.5 0 0.08 0.97
9–10 0.99 0.79 −2 35.0 0 0.07 0.90
10–11 3.92 3.16 2 44.8 7.07 0.06 0.84
11–12 3.36 2.73 3 50.4 4.88 0.12 1.25
12–1 4.01 3.25 6 57.8 6.31 0.16 1.48
1–2 3.84 3.08 7 62.9 5.17 0.20 1.79
2–3 1.96 1.56 8 59.3 0 0.23 2.01
3–4 1.21 0.95 9 56.0 0 0.21 1.86
4–5 0.05 — 7 53.0 0 0.19 1.72

Total 19.79 23.43 1.41 13.87
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This is a satisfactory check. (The calculations shown in the table were carried out to
0.01 MJ to facilitate checking the energy balance. The result is certainly no better than
±0.1 MJ.) The day’s efficiency is

ηday = 23.4

19.8 × 4
= 0.30 = 30%

�

The preceding example was simple enough that hand calculation was possible to
simulate a few hours of real time. Most problems in solar simulation are not so easy, and
we are usually interested in more than just a few hours of simulated data. In general, it is
necessary to use a computer and simulate over a season or a year to obtain useful solutions.

10.10 SOLAR FRACTION AND SOLAR SAVINGS FRACTION

For processes such as active solar building heating systems the total energy supplied to
meet the load is independent of the size of the solar heating system. In other words, the
energy supplied from the solar system plus the auxiliary energy is a constant. For some
processes, the load is a function of the size of the solar energy system. For example, in a
passively heated building that has large south-facing windows to admit solar radiation, the
losses through the building envelope will vary with the size of the window if the overall
loss coefficient for the window is different from that of the walls. Consequently the sum
of the auxiliary energy and the solar energy is not a constant. When the total load is a
function of solar energy size, it is difficult to define a solar fraction that is unambiguous.
For passive processes usage of the term solar fraction varies and care must be exercised to
understand what a particular author means by the term.

System thermal analyses (and measurements) result in long-term system performance,
which is then used in economic analyses. There are two figures of merit commonly used
for solar systems: solar fraction and solar savings fraction. Solar fraction is the ratio
of two similar energy quantities (thermal energy except for photovoltaic systems), and
this definition ignores the fact that substantial amounts of parasitic electrical energy may
be needed to run pumps, fans, and controllers that are not present in a nonsolar system.
The solar savings fraction recognizes the need for this additional electrical energy and
expresses savings in terms of the ratio of two energy costs.

If the additional parasitic electrical energy in a solar system is small, then the solar
fraction is a useful concept. Let the purchased energy with a zero area solar energy system
(i.e., a fuel-only system) be L, the purchased energy (here called auxiliary energy) for the
system with solar energy be LA, and the solar energy delivered be LS . Here it is assumed
that L = LA + LS . For month i the fractional reduction of purchased energy when a solar
energy system is used is

fi = Li − LA,i

Li

= LS,i

Li

(10.10.1)

The same concept applies on an annual basis, with energy quantities integrated over
the year:

F = L − LA

L
= LS

L
=

∑
yrfiLi∑
yrLi

(10.10.2)
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When parasitic energy for pumps, for example, is significant, it is necessary to
consider these costs in an economic analysis. The cost to supply the thermal energy for a
conventional system in month i is

Ci = Cf Li (10.10.3)

where Cf is the cost of fuel.5 The cost to supply auxiliary and parasitic energy in a solar
system is

CA,i = Cf LA,i + Ce �Ei (10.10.4)

whereCe �Ei is the cost of additional electricity for the solar systemabove the conventional
system. The solar savings fraction is then

fsav,i = Ci − CA,i

Ci

= Cf Li − Cf LA,i − Ce �Ei

Cf Li

= Li − LA,i − Cfe �Ei

Li

= fi − Cef �Ei

Li

(10.10.5)

where Cef is the ratio of the cost of electricity to the cost of fuel. The annual solar savings
fraction is then

Fsav = F −
Cef

∑
yr�Ei∑
yrLi

= F − Cef �E

L
(10.10.6)

The economic analysis methods presented in Chapter 11 use the solar fraction as defined
by Equation 10.10.2. However, either can be used as shown in Section 11.10.

10.11 SUMMARY

The concepts in this chapter are all concerned with techniques for combining component
models (i.e., equations) into system models and obtaining solutions for the system models.
The solutions of these sets of equation over time, using meteorological and load data
as forcing functions, provide valuable information about the dynamics and the integrated
performance of solar processes. These simulations can be viewed as numerical experiments
in which the processes are ‘‘operated’’ in computers quickly and inexpensively. They are
the applications of theory and, in combination with physical experiments on components
and systems, provide the basis for much of our existing knowledge of solar applications.

Chapters in Part II, on applications, include many studies of effects of design
parameters on seasonal or annual performance of systems, and much of this information
is derived from simulations. Simulations, their validity, their utility, their use in design of
processes, and computer programs for doing them will be noted in Chapter 19.

5The cost of electricity for the conventional system could have been included in Equation 10.10.3; this would
have made Equation 10.10.5 slightly more complex. However, as shown in Section 11.10, the definition of solar
savings fraction used here is convenient in economic analyses.
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11

Solar Process Economics

In the first 10 chapters, we have discussed in some detail the thermal performance of
components and systems and showed how the long-term thermal performance can be
estimated in terms of the design parameters of the components. We also want to be able
to assess the value of a solar process in economic terms. Given the performance, we need
methods for making economic evaluations.

Solar processes are generally characterized by high first cost and low operating costs.
Thus the basic economic problem is one of comparing an initial known investment with
estimated future operating costs. Most solar energy processes require an auxiliary (i.e.,
conventional) energy source so that the system includes both solar and conventional
equipment and the annual loads are met by a combination of the sources. In essence, solar
energy equipment is bought today to reduce tomorrow’s fuel bill.

The cost of any energy delivery process includes all of the items of hardware and
labor that are involved in installing the equipment plus the operating expenses. Factors
which may need to be taken into account include interest on money borrowed, property
and income taxes, resale of equipment, maintenance, insurance, fuel, and other operating
expenses. The objective of the economic analysis can be viewed as the determination of
the least cost method of meeting the energy need, considering both solar and nonsolar
alternatives. For solar energy processes, the problem is to determine the size of the solar
energy system that gives the lowest cost combination of solar and auxiliary energy.

In this chapter we note several ways of doing economic evaluations, with emphasis on
the life-cycle savings method. This method takes into account the time value of money and
allows detailed consideration of the complete range of costs. It is introduced by an outline
of cost considerations, note of economic figures of merit (design criteria), and comments
on design variables which are important in determining system economics. For additional
discussion of economic analyses, see Riggs (1968), De Garmo and Canada (1973), Ruegg
(1975), and White et al. (1977).

Section 11.8 describes the P1, P2 method of doing life-cycle savings analyses. This is
a quick and convenient way of carrying out the computations described in detail in earlier
sections and is the method used in economic analyses of particular processes in following
chapters.

11.1 COSTS OF SOLAR PROCESS SYSTEMS

Investments in buying and installing solar energy equipment are important factors in solar
process economics. These include the delivered price of equipment such as collectors,
storage unit, pumps and blowers, controls, pipes and ducts, heat exchangers, and all other
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equipment associated with the solar installation. Costs of installing this equipment must
also be considered, as these can match or exceed the purchase price. Also to be included
are costs of structures to support collectors and other alterations made necessary by the
solar energy equipment. Under some circumstances credits may be taken for the solar
process if its installation results in reduction of costs; for example, a collector may serve
as part of the weatherproof envelope of a building, eliminating the need for some of the
conventional siding or roofing.

Installed costs of solar equipment can be shown as the sum of two terms, one
proportional to collector area and the other independent of collector area:

CS = CAAc + CE (11.1.1)

where CS = total cost of installed solar energy equipment ($)
CA = total area-dependent costs ($/m2)
Ac = collector area (m2)
CE = total cost of equipment which is independent of collector area ($)

The area-dependent costs CA include such items as the purchase and installation of
the collector and a portion of storage costs. The area-independent costs CE include such
items as controls and bringing construction or erection equipment to the site, which do not
depend on collector area.

Operating costs are associated with a solar process. These continuing costs include
cost of auxiliary energy, energy costs for operation of pumps and blowers (often termed
parasitic energy, which should be minimized by careful design), extra real estate taxes
imposed on the basis of additional assessed value of a building or facility, interest charges
on any funds borrowed to purchase the equipment, and others.

There may be income tax implications in the purchase of solar equipment. In the
United States, interest paid on a mortgage1 for its purchase and extra property tax on
an increased assessment due to solar equipment are both deductible from income for tax
purposes if the owner itemizes his or her deductions. States may allow similar deductions.
The income tax reduction associated with these payments depends on the tax bracket of
the owner and serves to reduce the cost of the solar process.2

Equipment purchased by businesses has other tax implications. Income-producing
property and equipment may be depreciated, resulting in reduced taxable income and thus
reduced income tax. But the value of fuel saved by the use of solar equipment is effectively
reduced because a business already deducts the cost of fuel from its income for tax
purposes. If the equipment is for purposes other than building heating or air conditioning,
there may be investment tax credits available in the first year. Further, the equipment may
have salvage or resale value which may result in a capital gains tax. Finally, federal and
state governments may allow special tax credits to encourage the use of solar energy.
(Federal and state tax laws relating to solar energy are often changed, and current law
should be used in any economic analysis.)

1In this chapter we use the term ‘‘mortgage,’’ commonly applied to funds borrowed for building projects, for any
loan for purchase of solar energy equipment.
2This chapter is written with U.S. tax law in mind. For other countries, treatment of tax implications will have to
be modified.
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In equation form, the annual costs for both solar and nonsolar systems to meet an
energy need can be expressed as

Yearly cost = fuel expense + mortgage payment

+ maintenance and insurance + parasitic energy cost

+ property taxes − income tax savings (11.1.2)

Fuel expense is for energy purchase for auxiliary or for the conventional (nonso-
lar) system. The mortgage payment includes interest and principal payment on funds
borrowed to install the system. Maintenance and insurance are recurring costs to keep
a system in operating condition and protected against fire or other losses. Parasitic
energy costs are for blowing air or pumping liquids and other electrical or mechanical
energy uses in a system. Property taxes are levied on many installations. Income tax
savings for a non-income-producing system (such as a home heating system) can be
expressed as

Income tax savings = effective tax rate × interest payment + property tax (11.1.3)

If the system is an income-producing installation,

Income tax savings = effective tax rate ×




interest payment
+ property tax
+ fuel expense
+ maintenance and insurance
+ parasitic energy costs
− depreciation




(11.1.4)

State income taxes are deductible from income for federal tax purposes. Where federal
taxes are not deductible for state tax purposes, the effective tax rate is given by

Effective tax rate = federal tax rate + state tax rate − federal tax rate

× state tax rate (11.1.5)

The concept of solar savings, as outlined by Beckman et al. (1977), is a useful one.
Solar savings are the difference between the cost of a conventional system and a solar
system. (Savings can be negative; they are then losses.) In equation form it is simply

Solar savings = costs of conventional energy − costs of solar energy (11.1.6)

In this equation it is not necessary to evaluate costs that are common to both the solar
and the nonsolar system. For example, the auxiliary furnace and much of the ductwork or
plumbing in a solar heating system are often the same as would be installed in a nonsolar
system. With the savings concept, it is only necessary to estimate the incremental cost
of installing a solar system. If the furnaces or other equipment in the two systems are
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different, the difference in their costs can be included as an increment or decrement to the
cost of installing a solar system. Solar savings can be written as

Solar savings = fuel savings − incremental mortgage payment

− incremental insurance and maintenance

− incremental parasitic energy cost − incremental property tax

+ income tax savings (11.1.7)

The significance of the terms is the same as for Equation 11.1.2, except that here they refer
to the increments in the various costs, that is, the differences between the costs for the solar
energy system compared to a nonsolar system. Equations analogous to 11.1.3 and 11.1.4
can be written for the last term in Equation 11.1.7. They are, for a non-income-producing
system,

Income tax savings = effective tax rate ×
(
incremental interest payment
+ incremental property tax

)
(11.1.8)

and, for an income-producing system,

Income tax savings = effective tax rate ×


incremental interest payment

+ incremental property tax
+ incremental maintenance and insurance
+ incremental parasitic energy cost
+ incremetnal depreciation
− value of fuel saved




(11.1.9)

Fuel saved is a negative tax deduction since a business already deducts fuel expenses; the
value of fuel saved is effectively taxable income.

11.2 DESIGN VARIABLES

The economic problem in solar process design is to find the lowest cost system. In principle,
the problem is a multivariable one, with all of the components in the system and the system
configuration having some effect on the thermal performance and thus on cost. The design
of the load system (the building, the industrial process using energy, or other load) must
also be considered in the search for optimum design. Barley (1978) and Balcomb (1986)
have investigated the economic trade-off between energy conservation and solar heating.
In practice, the problem often resolves to a simpler one of determining the size of a solar
energy system for a known load, with storage capacity and other parameters fixed in
relationship to collector area. Given a load that is some function of time through a year, a
type of collector, and a system configuration, the primary design variable is collector area.
System performance is much more sensitive to collector area than to any other variable.
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Figure 11.2.1 An example of annual fraction of heating loads carried by an active solar heating
system for a building in Madison, WI. Curve A is for a system with a two-cover, selective-surface
collector. Curve B is for a system with a one-cover, nonselective collector. Curve C is the same
system as A but with twice the storage capacity.

Three examples of the dependence of annual thermal performance on collector area are
shown in Figure 11.2.1 for a solar heating operation. Curve A is for a system with a two-
cover, selective-surface collector, while B is for a one-cover, nonselective collector. Curve
C is for double the storage capacity and the same collector as for curve A. Figure 11.2.2
shows the dependence of annual thermal performance on storage capacity for 60 m2 of
type A collectors.

Figure 11.2.2 Annual solar fraction for the system with collector of type A of Figure 11.2.1 for a
collector area of 60 m2 as function of storage capacity.
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For this active solar heating example, relative sensitivity of annual performance to
collector area and relative insensitivity to the differences in these two collectors are
apparent. The solar contribution is relatively insensitive to storage capacity within the
range shown in Figure 11.2.2 once a critical storage capacity (about 3000 kg in this
example) is exceeded. Similar results are found for solar heating for a wide range of
locations. It is difficult to generalize this experience with active solar heating systems to
other applications. The general procedure for determining which variables are most critical
to thermal performance is to do a sensitivity analysis such as that of Close (1967). The
economic analysis for solar heating to meet a given load is simplified by the fact that
collector area is the primary design parameter; economic analyses for other solar processes
must take into account the possibility that other design variables might be of comparable
importance.

11.3 ECONOMIC FIGURES OF MERIT

Several economic criteria have been proposed and used for evaluating and optimizing solar
energy systems, and there is no universal agreement on which should be used. This section
outlines some of the possible figures of merit; two of them are discussed in more detail
in following sections, and one of these, maximum life-cycle savings, is applied in later
chapters on solar energy applications.

Least cost solar energy is a reasonable figure of merit for systems in which solar
energy is the only energy resource. The system yielding least cost can be defined as that
showing minimum owning and operating cost over the life of the system, considering solar
energy only. However, the optimum design of a combined solar plus auxiliary energy
system based on minimum total cost of delivering energy will generally be different
from that based on least cost solar energy, and the use of least cost solar energy as a
criterion is not recommended for systems using solar in combination with other energy
sources.

Life-cycle cost (LCC) is the sum of all the costs associated with an energy delivery
system over its lifetime or over a selected period of analysis, in today’s dollars, and takes
into account the time value of money. The basic idea of life-cycle costs is that anticipated
future costs are brought back to present cost (discounted) by calculating how much would
have to be invested at a market discount rate3 to have the funds available when they will
be needed. A life-cycle cost analysis includes inflation when estimating future expenses.
This method can include only major cost items or as many details as may be significant.
Life-cycle savings (LCS) (net present worth) is defined as the difference between the
life-cycle costs of a conventional fuel-only system and the life-cycle cost of the solar plus
auxiliary energy system. Life-cycle savings analysis is outlined in Sections 11.6 and 11.8
and is applied in later chapters to solar processes.

A special case of life-cycle savings is based on cash flow, that is, the sum of the
items on the right-hand side of Equation 11.1.2. The major items of cash flow are principal
payment, interest, taxes, and insurance, referred to as PITI; this is compared to reduction
in fuel costs. Cash flow may be an important consideration in residential solar heating

3Market discount rate is the rate of return on the best alternative investment. See Section 11.4.
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applications where the willingness of lending institutions to provide mortgage funds may
be dependent on a borrower’s ability to meet periodic obligations. The main impacts of
solar heating will be increased mortgage payments and decreased fuel costs.

Annualized life-cycle cost (ALCC) is the average yearly outflow of money (cash
flow). The actual flow varies with year, but the sum over the period of an economic analysis
can be converted to a series of equal payments in today’s dollars that are equivalent to the
varying series. The same ideas apply to an annualized life-cycle savings (ALCS).

Payback time is defined in many ways. Below are listed several which may be
encountered; these are illustrated in Figure 11.3.1:

A. The time needed for the yearly cash flow to become positive.

B. The time needed for the cumulative fuel savings to equal the total initial investment,
that is, how long it takes to get an investment back by savings in fuel. The common
way to calculate this payback time is without discounting the fuel savings. It can
also be calculated using discounted fuel savings.

C. The time needed for the cumulative savings to reach zero.

D. The time needed for the cumulative savings to equal the down payment on the
solar energy system.

E. The time needed for the cumulative solar savings to equal the remaining debt
principal on the solar energy system.

The most common definition of payback time is B. Each of these payback times
may have significance in view of economic objectives of various solar process users.
Calculation of payback periods can be done including only major items or including many
details. Care must be used in interpreting reported payback periods that the definition of
the period and the items included in it are fully understood. Calculation of payback times
is discussed in Section 11.8.

Figure 11.3.1 Changes in mortgage balance, cumulative fuel savings, and cumulative savings as a
function of time through the period of a life-cycle cost analysis.
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Figure 11.3.2 An example of life-cycle savings as a function of market discount rate.

Return on investment (ROI) is the market discount rate which results in zero life-
cycle savings, that is, the discount rate that makes the present worth of solar and nonsolar
alternatives equal. This is illustrated in Figure 11.3.2, which shows an example of life-cycle
savings as a function of market discount rate.

11.4 DISCOUNTING AND INFLATION

The most complete approach to solar process economics is to use life-cycle cost methods
that take into account all future expenses. This method provides a means of comparison
of future costs with today’s costs. This is done by discounting all anticipated costs to the
common basis of present worth (or present value), that is, what would have to be invested
today at the best alternative investment rate to have the funds available in the future to
meet all of the anticipated expenses.

Conceptually, in a life-cycle cost analysis, all anticipated costs are tabulated and
discounted to a present worth; the life-cycle cost is the sum of all of the present worths.
As a practical matter, the calculations can be simplified. For example, the cash flow (net
payment) for each year can be calculated and the life-cycle cost found by discounting each
annual cash flow to its present value and finding the sum of these discounted cash flows.
When the present values of all future costs have been determined for each of the alternative
systems under consideration, including solar and nonsolar options, the system that yields
the lowest life-cycle cost is selected as the most cost effective. Life-cycle costing requires
that all costs be projected into the future; the results obtained from analyses of this type
usually depend very much on predictions of future costs.

The reason that cash flow must be discounted lies in the ‘‘time value of money.’’
The relationship of determining the present worth of one dollar needed N periods (usually
years) in the future, with a market discount rate d (fraction per time period), is

PW = 1

(1 + d)N
(11.4.1)

Thus an expense that is anticipated to be $1.00 in five years is equivalent to an obligation
of $0.681 today at a market discount rate of 8%. To have $1000 available in five
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years, it would be necessary to make an investment of $681 today at an annual rate of
return of 8%.

Many recurring costs can be assumed to inflate (or deflate) at a fixed percentage
each period. Thus an expense of $1.00, when inflated at a rate i per time period, will
be 1 + i at the end of one time period, (1 + i)2 at the end of an additional time period,
and so on. If a cost A is considered to be incurred as of the end of the first time period
(e.g., a fuel bill is to be paid at the end of the month or year), that recurring cost at the
N th period is

CN = A(1 + i)N−1 (11.4.2)

Thus a cost which will be $1.00 at the end of the first period and inflates at 6% per year
will at the end of five periods be (1 + 0.06)4, or $1.26.

The progression of a series of payments which are expected to inflate at a rate i is
shown in Figure 11.4.1. The first payment in the series is A, the second is B, and the N th is
K. Here the payments are made at the ends of the periods, but some definitions assume that
payments are made at the beginning of the period. The shaded portions of the bars show
the present worth of the anticipated payment. At the N th period the cost is A(1 + i)N−1,

and the present worth of the N th cost is

PWN = A(1 + i)N−1

(1 + d)N
(11.4.3)

This equation is useful for calculating the present worth of any one payment of a series
of inflating payments. It is also useful for calculating the present worth of onetime costs
that are anticipated during the period of the analysis and for which the cost at the end of
the first period is known.

Figure 11.4.1 Present worth of a geometric series of inflating payments. Each payment is made at
the end of a period. The bars show both the payment and the present worth of the payment.
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Example 11.4.1

a A fuel cost is expected to inflate at the rate of 7% per year and for the first year is $400
(payable at the end of the year). The market discount rate is 10% per year. What is the
present worth of the payment to be made at the end of the third year?

b It is expected that the blower in an air heater system will need to be replaced at the end
of 10 years. The cost in the first year (payable at the end of the year) would be $300. Under
the same assumption of inflation and discount rates, what is the present worth of replacing
the blower?

Solution

a Using Equation 11.4.3, the present worth of the third-year fuel payment is

PW3 = 400(1.07)2

(1.10)3
= $344

b The present worth of the blower replacement after 10 years is

PW10 = 300(1.07)9

(1.10)10
= $213 �

The analyses and examples in this chapter are all based on the premise that the costs
are known and payable at the end of the first time period. If a cost A′ is known as of the
beginning of the first time period, Equation 11.4.2 becomes

CN = A′(1 + i)N (11.4.4)

and Equation 11.4.3 becomes

PWN = A′
(
1 + i

1 + d

)N

(11.4.5)

11.5 PRESENT-WORTH FACTOR

In the previous section we dealt with calculating the present worth of a single future
payment. If an obligation recurs each year and inflates at a rate i per period, a present-worth
factor, PWF, of the series of N such payments can be found by summing Equation 11.4.3
over N periods:

PWF (N, i, d) =
N∑

j=1

(1 + i)j−1

(1 + d)j
=




1

d − i

[
1 −

(
1 + i

1 + d

)N
]

if i �= d

N

i + 1
if i = d

(11.5.1)

If the function PWF of Equation 11.5.1 is multiplied by the first of a series of payments
that are made at the end of the periods, the result is the sum ofN such payments discounted
to the present with a discount rate d. This is represented by the sum of the cross-hatched
bars in Figure 11.4.1. This function is available in the EES SETP library.
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Example 11.5.1

What is the present worth of a series of 20 yearly payments, the first of which is $500,
which are expected to inflate at the rate of 8% per year if the market discount rate is
10% per year?

Solution

From Equation 11.5.1,

PW = 500
1

0.10 − 0.08

[
1 −

(
1.08

1.10

)20
]

= 500 × 15.35892 = $7679

or, from EES the present-worth factor for N = 20, i = 0.08, and d = 0.10 is 15.359, and
the present worth of the series is 15.359 × 500 = $7680. �

The present-worth factor defined in Equation 11.5.1 can be used to find the periodic
loan payment on a fixed-rate mortgage which involves a series of NL equal payments
over the lifetime of the loan. Since all mortgage payments are equal, we have a series of
payments with an inflation rate of zero. The discount rate in Equation 11.5.1 becomes the
mortgage interest rate. Thus the periodic loan payment4 is

Periodic payment = M

PWF (NL, 0, m)
(11.5.2)

where m is the mortgage interest rate, NL is the period of the mortgage, and M is the
mortgage principal.

Example 11.5.2

What is the annual payment and yearly interest charge if an $11,000 solar installation is
to be financed by a 10% down payment with the balance borrowed at an annual interest
rate of 9% for 20 years? The payments are to be made at the end of the year. The market
discount rate is 8%. What is the present worth of the series of interest payments?

Solution

The present-worth factor is used in Equation 11.5.2 to calculate the annual payment. The
present worth of the sum of all payments is the mortgage, or 0.9 × 11,000 = $9900. The
yearly payment is

9900

PWF (20, 0, 0.09)
= 9900

9.12855
= 1084.51

The interest charge varies with time, since the mortgage payment includes a principal
payment and interest. In this example, the interest for the first year is 0.09 × 9900 = 891.00.

4In this and following sections the examples are based on periods of a year. The identical principles and methods
hold for monthly (or other) periods. Interest, inflation, and discount rates must correspond to the time period used.
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The payment is $1084.51, so the principal is reduced by $193.51 (i.e., 1084.51 − 891.00)
to $9706.49. The second year’s interest is 0.09 × 9706.49 = $873.58 and the principal
is reduced by $210.93 to $9495.56. This progression of payments, remaining principal,
interest payment, and present worth of the interest payment is shown in the following table
(to the nearest dollar):

Year
Mortgage
Payment

Remaining
Principal

Interest
Payment

Present Worth of
Interest Payment

1 1084 9707 891 825
2 1084 9496 874 749
3 1084 9266 855 678
4 1084 9015 834 613
...

...
...

...
...

20 1084 0 90 19
Total present worth of interest payments $6730

�

The total present worth of all of the mortgage interest payments can be calculated as
in Example 11.5.2, but it is tedious. Present-worth factors can be used to obtain this total
by the equation

PW int = M

[
PWF

(
Nmin, 0, d

)
PWF (NL, 0, m)

+ PWF (Nmin, m, d)

(
m − 1

PWF
(
NL, 0, m

)
)]

(11.5.3)
where M is the initial mortgage principal, NL is the term of the mortgage, Ne is the term
of economic analysis, Nmin is the lesser of NL or Ne, m is the mortgage interest rate, and
other terms are as previously defined. Note that it is not necessary that the term of the
economic analysis coincide with the term of the mortgage.

Example 11.5.3

Calculate the total present worth of all of the mortgage interest payments in Example 11.5.2
over the term of the mortgage.

Solution

Here NL = Ne = 20, m = 0.09, and d = 0.08. The PWF values can be calculated from
Equation 11.5.1 or they can be obtained from EES. Using Equation 11.5.3,

PWint = 9900

[
9.818

9.129
+ 20.242

(
0.09 − 1

9.129

)]
= $6731

This is in agreement with the value obtained by summing the individual present worths in
Example 11.5.2. �
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11.6 LIFE-CYCLE SAVINGS METHOD

The previous two sections dealt with discounting of future costs. Now these ideas are
applied in a series of examples to illustrate the principles and steps in life-cycle savings
analysis. The first two examples are for fuel payments for a conventional process. The
next is a calculation of solar savings, the difference in present worth of a solar-plus-fuel
system and the fuel-only system. The last is a calculation of optimum system design based
on solar savings calculations for several collector areas.5

These examples are intended to illustrate the method, and the particular costs used
are not intended to have significance. These costs vary widely from one location to
another, with time, as state and federal legislation is enacted which impacts the costs
of solar equipment, and as international developments occur which affect the prices
of energy.

Example 11.6.1

For a nonsolar process using fuel only, calculate the present worth of the fuel cost over
20 years if the first year’s cost is $1255 (i.e., 125.5 GJ at $10.00/GJ). The market discount
rate is 8% per year and the fuel cost inflation rate is 10% per year.

Solution

A tabulation of the yearly progression of fuel costs and their present worth follows.
Each year’s fuel cost is the previous year’s cost multiplied by 1 + i. Each item in the
present-worth column is calculated from the corresponding item in the fuel cost column
using Equation 11.4.1. The same result is obtained by multiplying the first year’s fuel cost
by PWF(20, 0.10, 0.08).

Year Fuel Cost
Present Worth
of Fuel Cost

1 1,255 1,162
2 1,381 1,183
3 1,519 1,206
...

...
...

20 7,675 1,647
Total present worth of fuel cost = $27,822

�

The next example also shows a calculation of the present worth of a series of fuel
costs, but in this case the costs of fuel are expected to inflate at rates dependent on time.
It illustrates the general principle that costs need not be expected to change at fixed rates.
The variation can be anything from nil to completely irregular; the basic ideas of life-cycle
cost hold whether payments are regular or otherwise.

5Section 11.8 shows an additional and more convenient way of approaching these same calculations.
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Example 11.6.2

For a nonsolar process, using fuel only, calculate the present worth of fuel cost over eight
years if the first year’s cost is $1200, it inflates at 10% per year for three years, and then it
inflates at 6% per year. The market discount rate is 8% per year.

Solution

A tabulation of the yearly progression of fuel costs and their present worth follows. As
in the previous example, each item in the present-worth column is calculated from the
corresponding item in the fuel cost column using Equation 11.4.1. In this example, the sum
of the expected payments is 43% more than the present worth of the payments. Note that
the present worths increase during the time when i > d and decrease when i < d.

Year Fuel Cost
Present Worth
of Fuel Cost

1 1,200 1,111
2 1,320 1,132
3 1,452 1,153
4 1,597 1,174
5 1,693 1,152
6 1,795 1,131
7 1,902 1,110
8 2,016 1,089
Total 12,975 9,052

Alternate Solution

This example can also be solved using present-worth factors by considering the series to
be in two sets, one at each of the inflation rates. Part of the present worth is that of the first
set of four payments, the first of which is $1200 and which inflate at 10%. The other part
is the present worth of the next four, which inflate at 6% per year. From Equation 11.5.1,

PWF(4, 0.10, 0.08) = 1

0.08 − 0.10

[
1 −

(
1.10

1.08

)4
]

= 3.808

The present worth of this first set is thus 1200 × 3.808 = $4569.
The second set starts at the beginning of the fifth year, when i = 6% per year. The

initial payment in this set is A′, the fifth-year payment. To find A′, the initial payment is
inflated three times by 1.10 and once by 1.06. Thus

A′ = 1200(1.10)3 (1.06) = $1693

The PWF for this part of the series as of the beginning of year 5 is

PWF (4, 0.06, 0.08) = 1

0.08 − 0.06

[
1 −

(
1.06

1.08

)4
]

= 3.602
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The second set in the series is then discounted to the present by

PW = 3.602 × 1693

(1.08)4
= $4482

The sum of the present worths of the two sets is 4569 + 4482 = $9051. �

With either Equation 11.4.1 or 11.5.1 it is possible to discount any future cost or
series of costs to a present worth. In the same way, future savings (negative costs) can
be discounted to a present worth. In the following examples we apply these methods to
systems using combined solar and auxiliary (conventional) sources.

Example 11.6.3

A combined solar and fuel system to meet the same energy need as in Example 11.6.1 is to
be considered. The proposed collector and associated equipment will supply energy so as
to reduce fuel purchase by 56%, will cost $11,000, and will be 90% financed over 20 years
at an interest rate of 9%. The first year’s fuel cost for a system without solar would be
$1255. Fuel costs are expected to rise at 10% per year. It is expected that the equipment
will have a resale value at the end of 20 years of 40% of the original cost.

In the first year, extra insurance, maintenance, and parasitic energy costs are estimated
to be $110. Extra property tax is estimated to be $220. These are expected to rise at a
general inflation rate of 6% per year. Extra property taxes and interest on mortgage are
deductible from income for tax purposes; the effective income tax rate is expected to be
45% through the period of the analysis.

What is the present worth of solar savings for this process over a 20-year period if the
market discount rate is 8%?

Solution

The table that follows shows the incremental yearly costs and savings. Year 1 includes
the estimates of the first year’s costs as outlined in the problem statement. The annual
payment on the $9900 mortgage is calculated as 9900/PWF(20, 0, 0.09), or $1084.46.
The entries in the tax savings column are calculated by Equation 11.1.3; for example, in
year 1

Interest = 0.09(9900) = $891.00

Principal payment = 1084.46 − 891.00 = $193.46

Principal balance = 9900 − 193.46 = $9706.54

Tax savings = 0.45(891.00 + 220) = $500.00

and in year 2

Interest = 0.09(9706.54) = $873.59

Principal payment = 1084.46 − 873.59 = $210.87

Principal balance = 9706.54 − 210.87 = $9495.67

Tax savings = 0.45(873.59 + 220(1.06)) = $498.06
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Solar savings for each year are the sums of the items in columns 2 through 6. Each
year’s solar savings is brought to a present worth using a market discount rate of 8%. The
down payment is $1100 and is entered in the table in year 0, that is, now; it is a negative
present worth in solar savings. The resale value of $4400 in year 20 is shown as a second
entry in year 20 and is positive as it contributes to savings. The sum of the last column,
$4203, is the total present worth of the gains from the solar energy system compared to the
fuel-only system, and is termed life-cycle solar savings or simply solar savings.

Year
Fuel

Savings

Extra
Mortgage
Payment

Extra Insurance
Maintenance

Energy

Extra
Property
Tax

Income
Tax

Savings
Solar

Savings

Present Worth
of Solar
Savings

0 — — — — — −1100 −1100
1 703 −1084 −110 −220 500 −211 −195
2 773 −1084 −117 −233 498 −163 −140
3 850 −1084 −124 −247 496 −109 −87
4 935 −1084 −131 −262 493 −49 −36
5 1029 −1084 −139 −278 490 18 12
...

...
...

...
...

...
...

...

20 4298 −1084 −333 −666 340 2555 548
20 4400 944

Total present worth of solar savings = $4203

�

Another approach to this problem is to do a life-cycle cost analysis of both the solar
and the nonsolar systems. The difference in the present worth of the two systems (i.e.,
the difference in the life-cycle costs) is the life-cycle solar savings. More information is
needed to do the analyses separately if they are to be complete, as equipment common to
both systems should be included. In the calculation of Example 11.6.3 common costs do
not influence life-cycle solar savings.

In the previous examples, collector area (i.e., system cost) and annual fraction of loads
met by solar were given. In Example 11.6.4, the relationship between solar fraction F
and the area from thermal performance calculations is given, as are CA and CE , and the
life-cycle solar savings are calculated for various sizes of solar energy systems to find the
collector size (combination of solar and auxiliary) which provides the highest savings.

Example 11.6.4

A thermal analysis of the process of Example 11.6.3 indicates a relationship between
collector area and solar fraction F as indicated in the first two columns of the table
that follows. Area-dependent costs are $200/m2 and fixed cost is $1000. All economic
parameters are as in Example 11.6.3. What is the optimum collector area which shows the
maximum life-cycle solar savings relative to the fuel-only system?

Solution

The costs of the solar energy system are calculated by Equation 11.1.1, withCA = $200/m2

and CE = $1000. The third column of the table below indicates the total system cost.
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Calculations of the kind shown in Example 11.6.3 give column 4, life-cycle solar savings,
as a function of collector area. A calculation is made for a very small collector area, where
the cost of the system is essentially CE , to establish the ‘‘zero area’’ solar savings. The
solar savings of column 4 are plotted in the figure. The maximum savings are realized at
a collector area of about 39 m2, and positive savings are realized over an area range of
approximately 3 to 110 m2.

Area
(m2)

Solar Fraction
F

Installed
Cost

Solar
Savings

0.01 0 1,000 −1,036
25 0.37 6,000 4,088
39 0.49 8,800 4,531
50 0.56 11,000 4,203
75 0.71 21,000 3,204

150 0.92 31,000 −6,468

�

These examples show only regularly varying costs. All anticipated costs can be
included, whether they are recurring, regularly varying, or however they may be incurred.
The method, in essence, is to construct a table such as that in Example 11.6.3 and sum
the last column. Nonrecurring items such as expected replacement covers in years hence,
changes in income tax bracket, or other increments can be included in the present-worth
calculation, as were the down payment and resale value in the examples. Example 11.6.3
shows expenses of types associated with non-income-producing applications. Income-
producing applications will require that additional terms be taken into account, for
example, depreciation.

The assumptions made in these examples are not to be construed as representative
or typical of situations that may be encountered. They are intended only to illustrate
the methods of calculation. Consideration of the results of these examples, and those in
following sections, indicates that the end results, the solar savings, are very sensitive6 to
the assumptions made in the calculations.

6Calculation of the sensitivity of solar savings to economic assumptions is discussed in Section 11.9.
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11.7 EVALUATION OF OTHER ECONOMIC INDICATORS

The principles of the preceding sections can be used to find payback times. Payback time
B (Section 11.3) is the time needed for the cumulative fuel savings to equal the total initial
investment in the system. Consider first the case where fuel savings are not discounted. The
fuel saved in year j is given by F L CF 1(1 + iF )j−1, where F L is the energy saved, CF1
is the first period’s unit energy cost delivered from fuel,7 and iF is the fuel cost inflation
rate. Summing these over the payback time Np and equating to the initial investment as
given by Equation 11.1.1,

Np∑
j=1

F LCF1(1 + iF )j−1 = CS (11.7.1)

Summing the geometric series

F LCF1 [(1 + iF )Np − 1]

iF
= CS (11.7.2)

This can be solved for Np, the payback period:

Np =
ln

[
CSiF

F LCF1
+ 1

]
ln (1 + iF )

(11.7.3)

The present-worth factors can also be used to find this payback period. The sum of the
fuel savings is the first year’s saving, F LCF1, times the PWF at zero discount rate:

F LCF1 × PWF(Np, iF , 0) = CS (11.7.4)

The value of Np can be found for which PWF = CS/F LCF1.

Example 11.7.1

What is the undiscounted payback time B for an $11,000 investment in solar energy
equipment which meets 56% of an annual load of 156 GJ? The first-year fuel cost is
$8.00/GJ and is expected to inflate at 10% per year.

Solution

Using Equation 11.7.3,

Np =
ln

[
11,000 × 0.10

0.56 × 156 × 8

]
ln (1.10)

= 9.9 years
�

7The energy delivered from a unit of fuel is the product of the fuel heating value times the furnace efficiency.
Custom in the U.S. is to use the fuel higher heating value in defining furnace efficiency. Common practice in
some countries is to use the lower heating value.
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By similar procedures it is possible to equate discounted fuel costs to initial investment.
If fuel costs are discounted, an equation like 11.7.4 can be written

PWF (Np, iF , d) = CS

F LCF1
(11.7.5)

and the appropriate value of Np can be found (where iF �= d) from

Np =
ln

[
CS

(
iF − d

)
F LCF1

+ 1

]

ln

(
1 + iF

1 + d

) (11.7.6)

and (if iF = d) from

Np = CS (1 + iF )

F LCF1
(11.7.7)

Example 11.7.2

Repeat Example 11.7.1 but discount future fuel costs at a rate of 8% per year.

Solution

Using Equation 11.7.6,

Np =
ln

[
11,000 (0.10 − 0.08)

0.56 × 156 × 8
+ 1

]

ln

(
1 + 0.10

1 + 0.08

) = 14.9 years

�

Other payback times are defined in Section 11.3 in terms of cumulative savings. For
these it is necessary to use Equation 11.1.7, including in the equation whatever terms
are significant, calculating the solar savings each year, and finding the year in which the
cumulative savings meet whatever criteria are established for the particular payback time
desired. Table 11.7.1 shows information from Example 11.6.3 and illustrates the several
payback periods defined in Section 11.3.

A. The solar savings become positive (and the cumulative solar savings reach a
minimum) by year 5.

B. The undiscounted cumulative fuel savings exceed the total initial investment in
year 10. This is in agreement with Example 11.7.1. (The time for the cumulative
discounted fuel savings to reach the initial investment cannot be determined from
this table but is obtained as shown in Example 11.7.2.)

C. The cumulative solar savings reach zero during year 10.

D. The cumulative solar savings exceed the remaining debt principal (mortgage
balance) by the end of year 15.

E. The cumulative solar savings exceed the down payment of $1100 by year 12.
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Table 11.7.1 Mortgage Balance, Fuel Savings, Cumulative Fuel Savings, Solar Savings, and
Cumulative Solar Savings from Example 11.6.4

Year
Mortgage
Balance

Fuel
Savings

Cumulative
Fuel

Savings
Solar

Savings

Cumulative
Solar

Savings

−1,100 −1,100
1 9,707 703 703 −211 −1,311
2 9,496 773 1,476 −163 −1,474
3 9,266 850 2,326 −109 −1,583
4 9,105 935 3,261 −49 −1,632
5 8,742 1,029 4,290 18 −1,614
6 8,445 1,132 5,422 94 −1,520
7 8,120 1,245 6,667 175 −1,345
8 7,766 1,370 8,037 268 −1,077
9 7,381 1,570 9,607 369 −708

10 6,961 1,657 11,264 481 −227
11 6,503 1,823 13,087 607 380
12 6,004 2,005 15,092 745 1,125
13 5,459 2,206 17,298 900 2,025
14 4,866 2,426 19,724 1,070 3,095
15 4,220 2,669 22,393 1,260 4,355
16 3,513 2,936 25,329 1,469 5,824
17 2,747 3,229 28,558 1,701 7,525
18 1,910 3,552 32,110 1,958 9,483
19 997 3,907 36,017 2,241 11,724
20 — 4,298 40,315 2,550 14,274

Resale value 4,400
Undiscounted savings including resale value $18,674

Annual cash flow (or savings) varies with years (as shown in the next to the last
column of the tabulation of results in Example 11.6.3). These costs can be ‘‘annualized’’
or ‘‘levelized’’ by determining the equal payments that are equivalent (in present dollars)
to the varying series. The annualized life-cycle cost and annualized life-cycle savings are
determined from

ALCC = LCC

PWF (Ne, 0, d)
(11.7.8)

ALCS = LCS

PWF (Ne, 0, d)
(11.7.9)

Thus the annualized life-cycle savings in Example 11.6.3 are

ALCS = 4203

PWF (20, 0, 0.08)
= $428 per year
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The series of variable savings is equivalent to annual savings of $428 in today’s dollars.
(An annualized cost per unit of delivered solar energy can also be calculated. It is necessary
to divide annualized life-cycle cost by the total annual load.)

The return on investment of a solar process may be found by determining the market
discount rate do which corresponds to zero life-cycle solar savings. This can be done by
trial and error, by plotting LCS versus d to find do at LCS = 0. For the 39 m2-optimum
area of Example 11.6.4, variation of d results in a plot of LCS versus d as shown in
Figure 11.3.2. The return on investment under these circumstances is about 21%. (Note
that maximizing the return on investment does not lead to the same area as maximizing
solar savings.)

11.8 THE P1, P2 METHOD

It is possible to view the calculations of Example 11.6.3 in a different way, by obtaining
the present worth of each of the columns and summing these (with appropriate signs) to
get the present worth of the solar savings. The life-cycle costs of insurance, maintenance
and parasitic power, property taxes, and mortgage payments and the life-cycle fuel savings
are determined with the appropriate present-worth factors. The life-cycle benefit of tax
savings can be determined by multiplying the present-worth factor for property taxes by
the effective income tax rate. This view of the calculation is shown in Example 11.8.1. In
this example, we use several new symbols:

t Effective federal-state income tax bracket from Equation 11.1.5
MS1 Miscellaneous costs (maintenance, insurance, parasitic power) payable at the end

of the first period.
PT1 Property tax payable at the end of the first period

Example 11.8.1

Redo Example 11.6.3 by obtaining the life-cycle costs of each of the columns in the table
in that example and summing them to get the solar savings.

Solution

The present worth of the fuel savings is given by

F LCF1 × PWF(Ne, iF , d) = 703 × 22.1687 = $15,585

The present worth of the series of mortgage payments is

−M × PWF(NL, 0, d) = −1084 × 9.8181 = −$10,643

The present worth of the miscellaneous costs is given by

−MS1 × PWF(Ne, i, d) = −110 × 15.5957 = −$1716
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The present worth of the extra property tax is

−PT1 × PWF(Ne, i, d) = −220 × 15.5957 = −$3431

The present worth of the income tax savings on the interest paid on the mortgage is t times
the present worth of the series of interest payments. From Equation 11.5.3,

0.45 × 9900

[
9.818

9.129
+ 20.242

(
0.09 − 1

9.129

)]
= $3028

The present worth of the income tax savings due to the property taxes is t times the present
worth of the extra property tax:

t × PT1 × PWF(Ne, i, d) = 0.45 × 220 × 15.5957 = $1544

The down payment is $1100. The present worth of the estimated resale value is
4400/(1.08)20 = $944. Thus the solar savings are

15,585 − 1716 − 10,643 − 3431 + 3028 + 1544 − 1100 + 944 = $4211

Within round-off errors, this is the same result as that of Example 11.6.3. �

An examination of the terms in the savings calculation of Example 11.8.1 suggests
that a general formulation of solar savings can be developed. Two facts are apparent. First,
there is one term that is directly proportional to the first year’s fuel savings. Second, the
remainder of the terms are all related directly to the initial investment in the system (or
to the mortgage, which in turn is a fraction of the initial investment). Using these facts,
Brandemuehl and Beckman (1979) have shown how the present-worth factors in terms
such as those in Example 11.8.1 can be combined to a simple formulation for life-cycle
solar savings8:

LCS = P1CF1LF − P2(CAAc + CE) (11.8.1)

where P1 is the ratio of the life-cycle fuel cost savings to the first-year fuel cost savings
and P2 is the ratio of the life-cycle expenditures incurred because of the additional capital
investment to the initial investment. Other terms are as defined previously.

Any costs that are proportional to the first-year fuel cost can be included in the analysis
by appropriate determination of P1, and any costs that are proportional to the investment
can be included in P2. Thus the full range of costs noted in the examples of Section 11.6
can be included as needed. The ratio P1 is given by

P1 = (1 − Ct)PWF(Ne, iF , d) (11.8.2)

8Equation 11.8.1 is written with the implicit assumption that the loads are independent of the size of the solar
energy system. To calculate life-cycle savings where there are significant differences between loads with solar
and loads without solar, the first term of the equation can be written in terms of the difference in auxiliary energy
required, or P1CF 1 (Lo − LA).
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where C is a flag indicating income producing or nonincome producing (1 or 0, respec-
tively), iF is the fuel inflation rate, and d is the discount rate. The ratio P2 is calculated by

P2 = D + (1 − D)
PWF(Nmin, 0, d)

PWF(NL, 0, m)

− t(1 − D)

[
PWF

(
Nmin, m, d

) (
m − 1

PWF
(
NL, 0, m

)
)

+ PWF
(
Nmin, 0, d

)
PWF(NL, 0, m)

]

+ MS (1 − Ct) × PWF(Ne, i, d) + tV (1 − t) × PWF(Ne, i, d)

− Ct

ND

PWF(N ′
min, 0, d) − Rv

(1 + d)Ne
(1 − Ct) (11.8.3)

where m = annual mortgage interest rate
i = general inflation rate

Ne = period of economic analysis
NL = term of loan

Nmin = years over which mortgage payments contribute to analysis (usually
minimum of Ne or NL)

N ′
min = years over which depreciation contributes to analysis (usually minimum of

Ne or ND)
ND = depreciation lifetime in years

t = property tax rate based on assessed value
t = effective income tax rate (from Equation 11.1.5)

D = ratio of down payment to initial investment
Ms = ratio of first-year miscellaneous costs (insurance and maintenance) to initial

investment
V = ratio of assessed valuation of solar energy system in first year to initial

investment in system
Rv = ratio of resale value at end of period of analysis to initial investment

In this equation the first term on the right represents the down payment. All other
terms represent life-cycle costs of payments or series of payments, are in proportion to the
initial investment, and are as follows: The second term represents the life-cycle cost of the
mortgage principal and interest; the third, income tax deductions of the interest; the fourth,
miscellaneous costs such as insurance and maintenance; the fifth, net property tax costs
(tax paid less income saved); the sixth, straight-line depreciation tax deduction9; and the

9Straight-line depreciation is assumed in Equation 11.8.3. For N ′
min > ND , the sixth term for double declining-

balance or sum of digits [from Barley and Winn (1978)] may be written as

DDB = Ct + 2t

ND

[
PWF

(
ND − 1, −2/ND, d

) − PWF(ND − 1, −2/ND, 0)

(1 + d)ND

]

SOD = 2Ct

ND (ND + 1)

[
PWF

(
ND, 0, d

) + ND − 1 − PWF(ND − 1, 0, d)

d

]
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seventh, present worth of resale value at the end of the period of the economic analysis.
Terms may be added to or deleted from P2 as appropriate.

The contributions of loan payments to the analysis depend on NL and Ne. If
NL ≤ Ne, all NL payments will contribute. If NL ≥ Ne, only Ne payments would be
made during the period of the analysis. Accounting for loan payments past Ne depends
on the rationale for choosing Ne. If Ne is a period over which the discounted cash flow
is calculated without regard for costs outside of the period, then Nmin = Ne. If Ne is
the expected operating life of the system and all payments are expected to continue
as scheduled, then Nmin = NL. If Ne is chosen as the time to anticipated sale of the
facility, the remaining loan principal at Ne would be repaid at that time, and the life-
cycle mortgage cost would consist of the present worth of Ne loan payments plus the
principal balance in year Ne. The principal balance would then be deducted from the
resale value.

Similar arguments can be made about the period over which depreciation deductions
contribute to an analysis if the facility is part of a business (i.e., is income producing). The
contributions will depend on the relationship of ND and Ne.

The equations of P1 and P2 include only present-worth factors and ratios of payments
to initial investments in the system. They do not include collector area or solar fraction.
As P1 and P2 are independent of Ac and F , systems in which the primary design variable
is Ac can be optimized by use of Equation 11.8.1. At the optimum, the derivative of the
savings with respect to collector area is zero:

∂LCS

∂Ac

= 0 = P1CF1L
∂F
∂Ac

− P2CA (11.8.4)

Rearranging, the maximum savings are realized when the relationship between collector
area and solar load fraction satisfies

∂F
∂Ac

= P2CA

P1CF1L
(11.8.5)

The relationship of the optimum area to the annual thermal performance curve is shown in
Figure 11.8.1.

Example 11.8.2

Redo Example 11.6.4 using the P1, P2 method.

Solution

The installation is not an income-producing one so C = 0. The ratio P1 is calculated from
Equation 11.8.2:

P1 = PWF(20, 0.10, 0.08) = 22.169
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Figure 11.8.1 Optimum collector area determination from the slope of the F versus Ac thermal
performance curve. From Brandemuehl and Beckman (1979).

The ratio P2 is calculated from Equation 11.8.3:

P2 = 0.1 + 0.9
PWF (20, 0, 0.08)

PWF (20, 0, 0.09)

− 0.9 × 0.45

[
PWF (20, 0.09, 0.08)

(
0.09 − 1

PWF (20, 0, 0.09)

)

+PWF (20, 0, 0.08)

PWF (20, 0, 0.09)

]

+ 0.01 × PWF (20, 0.06, 0.08)

+ 0.02 × 0.55 × 1.0 × PWF (20, 0.09, 0.08) − 0.4

(1.08)20

= 0.1 + 0.986 − 0.275 + 0.156 + 0.172 − 0.086 = 1.035
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From Equation 11.8.5, with CA = $200/m2 and CF 1L = $1255,

∂F
∂Ac

= 1.035 × 200

22.169 × 1255
= 0.00744

A plot of the F -versus-Ac data from Example 11.6.4 is shown in the figure. The optimum
collector area, where the slope is 0.00744, is about 40 m2.

�

The P1, P2 method is not limited to regularly varying costs. The requirements are
for P1 that the fuel expenses be proportioned to the first-year unit energy cost and for P2
that the owning costs be proportioned to the initial investment. For the irregularly varying
fuel costs of Example 11.6.2 the value of P1 can be found from the ratio of the life-cycle
fuel cost to the first-year fuel cost, that is, P1 = 9052/1200 = 7.543. This value of P1
can be used with any other first-year fuel cost that has the same inflation rate schedule
as Example 11.6.2. Also P1 and P2 can be obtained from a single detailed calculation of
life-cycle savings such as that in Example 11.6.3 and can then be applied to all collector
areas and solar fractions. If there are highly irregular costs, this may be the easiest way to
determine P1 and P2.

The P1, P2 method is quick, convenient, and extremely useful. It is used in developing
economic evaluations of specific applications in later chapters.

11.9 UNCERTAINTIES IN ECONOMIC ANALYSES

Many assumptions and uncertainties are involved in the use of the economic analysis
methods presented in this chapter. The analyst must make estimates of many economic
parameters with varying degrees of uncertainty. In particular, the projection of future
energy costs is difficult in view of unsettled international energy affairs. Thus it is desirable
to determine the effects of uncertainties on the calculated values of life-cycle savings and
optimum system design.

For a given set of conditions, the change in life-cycle savings resulting from a change
in a particular parameter, �xj , can be approximated by

�LCS = ∂LCS

∂xi

�xi = ∂

∂xi

[P1CF1LF − P2(CA + CE)]�xi (11.9.1)
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When there are uncertainties in more than one variable, the maximum possible uncertainty
is given by

�LCS =
n∑

i=1

∣∣∣∣∂LCS∂xi

∣∣∣∣ �xi (11.9.2)

A ‘‘most probable’’ uncertainty in savings can be written as

�LCSprob =
[

n∑
i=1

(
∂LCS

∂xi

�xi

)2
]1/2

(11.9.3)

From Equation 11.9.1,

∂LCS

∂xi

= ∂(P1CF1LF )

∂xi

− ∂[P2(CAAc + CE)]

∂xi

(11.9.4)

The partial derivatives of P1 and P2 (from Equation 11.8.2 and 11.8.3) for selected
variables are as follows:

For the fuel inflation rate

∂P1

∂iF
= (1 − Ct)

∂PWF(Ni, iF , d)

∂iF
(11.9.5)

For the general inflation rate

∂P2

∂i
= [(1 − Ct)Ms + (1 − t)tV]

∂PWF(Ne, i, d)

∂i
(11.9.6)

For the effective income tax bracket

∂P1

∂t
= −C × PWF(Ne, iF , d) (11.9.7)

∂P2

∂t
= −(1 − D)

[
PWF

(
Nmin, m, d

) (
m − 1

PWF
(
NL, 0, m

)
)

+ PWF
(
Nmin, 0, d

)
PWF(NL, 0, m)

]

− (tV )PWF(Ne, i, d) − C

[
MsPWF

(
Ne, i, d

) + PWF(N ′
min, 0, d)

ND

]
(11.9.8)

For the property tax rate

∂P2

∂t
= V (1 − t)PWF(Ne, i, d) (11.9.9)

For the resale value
∂P2

∂Rv

= 1 − Ct

(1 + d)Ne
(11.9.10)
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The partial derivative of the life-cycle savings with respect to the fraction by solar is

∂LCS

∂F
= P1CF1L (11.9.11)

A complete set of the partial derivatives is provided by Brandemuehl and Beckman (1979).
It is also necessary to know the partial derivatives of the present-worth functions.

From Equation 11.5.1, when i �= d,

∂PWF(N, i, d)

∂N
= − 1

d − i

(
1 + i

1 + d

)N

ln

(
1 + i

1 + d

)
(11.9.12)

∂PWF(N, i, d)

∂i
= 1

d − i

[
PWF (N, i, d) − N

1 + i

(
1 + i

1 + d

)N
]

(11.9.13)

∂PWF(N, i, d)

∂d
= 1

d − i

[
N

1 + d

(
1 + i

1 + d

)N

− PWF(N, i, d)

]
(11.9.14)

For the partial derivatives evaluated at the condition when i = d,

∂PWF(N, i, d)

∂N
= 1

1 + i
= 1

1 + d
(11.9.15)

∂PWF(N, i, d)

∂i
= N(N − 1)

2(1 + i)2
and

∂PWF(N, i, d)

∂d
= −N(N + 1)

2(1 + d)2
(11.9.16)

In the next example, the effect of uncertainty of one variable is illustrated. To estimate
the effects of uncertainties of more than one variable, the same procedure is used as for
one variable in determining the appropriate terms in Equations 11.9.2 and 11.9.3.

Example 11.9.1

In Example 11.8.2, the fuel inflation rate was taken as 10% per year. For 50 m2 collector
area, what are the life-cycle savings?What is the uncertainty in life-cycle savings if the fuel
inflation rate is uncertain to ±2%? From the data of Example 11.6.4, the 50-m2 collector
will provide 0.56 of the annual loads. The first year’s fuel cost is $1255 and the installed
cost is $11,000. Assume Ne = 20 years and d = 0.08. From Example 11.8.2, P1 = 22.169
and P2 = 1.035.

Solution

The life-cycle savings are, from Equation 11.8.1,

LCS = 22.619 × 1255 × 0.56 − 1.035 × 11,000 = $4195

The effect of fuel inflation rate is only on P1. From Equation 11.9.5, with C = 0,

∂P1

∂iF
= ∂PWF(Ne, iF , d)

∂iF
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and from Equation 11.9.13,

∂PWF(Ne, iF , d)

∂iF
= 1

0.08 − 0.10

[
PWF (20, 0.10, 0.08) − 20

1.10

(
1.10

1.08

)20
]

= 204

The uncertainty in LCS is obtained from Equations 11.9.1, 11.9.2, or 11.9.3 (which all give
the same result when uncertainty in only one variable is considered) and 11.9.4:

�LCS = ∂LCS

∂iF
�iF = CF1LF

∂P1

∂iF
�iF

= 1255 × 0.56 × 204 × 0.02 = $2867

The uncertainty in LCS due to the uncertainty of 2% in the fuel inflation rate is over half
of the projected savings. (An increase in iF results in an increase in LCS.) �

The effect of any one variable on the life-cycle savings is largely determined by the
values of the many other variables. It is not easy to generalize, and a quantitative analysis
is usually required.

11.10 ECONOMIC ANALYSIS USING SOLAR SAVINGS FRACTION

The solar savings fraction developed in Section 10.10 can also be used in economic
analyses. The life-cycle cost of a nonsolar system including the needed electrical energy is

LCCNS = P1CF1(L + CefENS) (11.10.1)

where Cef is the ratio of the cost of electricity to the cost of fuel. The life-cycle cost for a
solar system is

LCCS = P1CF1(L − LS + CefES) + P2(CAA + CE) (11.10.2)

The life-cycle savings is the difference between these two life-cycle costs, or

LCS = P1CF1L

(
L − LS − Cef

(
ES − ENS

)
L

)
− P2(CAA + CE)

= P1CF1L

(
F − Cef �E

L

)
− P2(CAA + CE) (11.10.3)

and with Equation 10.10.6 the life-cycle savings using the solar savings fraction is

LCS = P1CF1LFSAV − P2(CAA + CE) (11.10.4)

which is identical in form with Equation 11.8.1. Thus, the techniques developed in Sections
11.8 and 11.9 can be used with either the solar fraction or the solar savings fraction. Since
FSAV is always less than F the life-cycle savings and optimum collector area will always
be smaller when using the solar savings fraction rather than the solar fraction.
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11.11 SUMMARY

In this chapter we have outlined the kinds of investments and operating costs that may be
expected with a solar process and indicated that in many circumstances collector area can
be considered the primary design variable once a system configuration and collector type
are established.

A variety of economic figures of merit have been proposed and used, including
payback times, cash flow, and life-cycle savings. The life-cycle costing method is the most
inclusive and takes into account any level of detail the user wishes to include, including the
time value of money. The use of the life-cycle savings method will be illustrated for specific
solar processes in later chapters. The P1, P2 method of calculating life-cycle savings is
particularly useful. The results of these calculations are very dependent on values assumed
for Ne, iF , and d. If iF > d (an abnormal situation that has existed in recent years), the
choice of a sufficiently high value of Ne will make the life-cycle savings of solar (or other
capital-intensive fuel-saving technologies) appear positive. Clearly, the selection of values
for the critical economic parameters in the analysis will have great influence on the results
obtained.
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Part II

APPLICATIONS

Part I was concerned with the fundamental concepts and laws that determine the operation
of solar process components and systems, the formulation of working equations for
collectors and other components, and economics. With this background established, we
proceed to discussions of applications of solar energy to meet various energy needs. There
is substantial emphasis on applications to buildings for heating, hot water, and cooling by
active and passive processes.

Much of Part II is qualitative and descriptive, although most of the chapters include
results of quantitative performance calculations and/or measurements and economic
evaluations. The objectives are to illustrate what applications have been made, show some
of those that may be possible, and cast these applications in a quantitative framework
where possible. Practical problems arising with the applications are noted.

Chapter 12 deals with active and passive water heating systems and covers many
aspects of the most widespread of all modern solar processes. The extension of water
heating practice to larger systems for active space heating is described in Chapter 13.
Chapter 14 treats thermal aspects of passive heating processes, that is, the engineering
part of the combined engineering and architectural problem of designing buildings to
admit and use solar radiation. Chapter 15 concerns cooling processes operated by solar
radiation.

The next three chapters are on applications that are usually made on a larger scale. The
first is Chapter 16, on industrial process heat, applications that are interesting because so
much energy is used in industry at temperatures that are compatible with collector operation
but which for practical and economic reasons have not been widely made. Chapter 17,
on thermal processes for conversion of solar to mechanical energy, treats experiments and
practical applications that have been made in small numbers; it includes a discussion of
the Luz power plants in California that have an aggregate electrical generating capacity
of several hundred megawatts. Chapter 18, on solar ponds and evaporative processes,
includes information on a peaking plant in Israel that is based on a solar pond and
also traditional processes of evaporation and drying for water removal and distillation
for water recovery. This chapter includes some theory and calculation methods for
solar stills.

477Solar Engineering of Thermal Processes,  Fourth Edition.   John A. Duffie and William A. Beckman
© 2013 John Wiley & Sons, Inc. Published 2013 by John Wiley & Sons, Inc.



12

Solar Water Heating:
Active and Passive

This is the first of a set of chapters on thermal energy applications. In this chapter, we
treat the use of solar heating for domestic or institutional hot-water supplies. Descriptions
of systems, components, and important design considerations are outlined. Considerations
important in designing water heating systems are also basic to solar heating and cooling
systems, applications that are covered in succeeding chapters. Many of the principles noted
here for service hot water for buildings also apply to industrial process heat, discussed in
Chapter 16.

In recent years considerable knowledge has been developed about low-flow hot-water
systems; these use collector flow rates a fifth or so of those that have been commonly used
in forced-circulation systems. The FR of collectors operated this way is lower than that in
conventional operation, but higher stratification in storage tanks can be obtained, resulting
in lower collector inlet temperatures and improved performance. These developments are
of sufficient importance that they are discussed in a separate section.

12.1 WATER HEATING SYSTEMS

The basic elements in solar water heaters can be arranged in several system configurations.
The most common of these are shown in Figure 12.1.1. Auxiliary energy is shown added
in three different ways; these are interchangeable among the four methods of transferring
heat from the collector to the tank.

A passive water heater (also called natural circulation or thermosyphon) is shown in
Figure 12.1.1(a). The tank is located above the collector, and water circulates by natural
convection whenever solar energy in the collector adds energy to the water in the collector
leg and so establishes a density difference. Auxiliary energy is shown added to the water
in the tank near the top to maintain a hot-water supply. Sometimes the collector is ‘‘close
coupled’’ with a horizontal cylindrical storage tank.

Figure 12.1.1(b) shows an example of a forced-circulation system. A pump is required;
it is usually controlled by a differential thermostat turning on the pumpwhen the temperature
at the top header is higher than the temperature of the water in the bottom of the tank by
a sufficient margin to assure control stability (as outlined in Section 10.4). A check valve
is needed to prevent reverse circulation and resultant nighttime thermal losses from the
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Figure 12.1.1 Schematic of common configurations of water heaters. (a) A natural-circulation
system. (b) One-tank forced-circulation system. (c) System with antifreeze loop and internal heat
exchanger. (d) System with antifreeze loop and external heat exchanger. Auxiliary is shown added
in the tank, in a line heater, or in a second tank; any of these auxiliary methods can be used with any
of the collector-tank arrangements.
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collector. Auxiliary energy is shown added to the water in the pipe leaving the tank to
the load.

In climates where freezing temperatures occur designs (a) and (b) need to be modified.
Design (a) can include a heat exchanger in the tank and design (b) is sometimes provided
with a drain-back tank that receives the entire collector and piping water whenever the
pump does not operate. Examples of systems using nonfreezing fluids in the collector are
shown in Figures 12.1.1(c) and (d). The collector heat exchangers can be either internal
or external to the tank. In one modification of design (c) the heat exchanger forms a
mantel around the tank (Furbo and Knudsen, 2004; Furbo et al., 2005). Auxiliary energy
is shown added to the water in the storage tank in Figure 12.1.1(c) by a heat exchanger
in the tank. The auxiliary energy supply can also be provided by a standard electric, oil,
or gas water heater with storage capacity of its own; this is the two-tank system shown in
Figure 12.1.1(d). Any of these systems may be fitted with tempering valves that mix cold
supply water with heated water to put an upper limit on the temperature of the hot water
going to the distribution system. Other equipment not shown can include surge tanks and
pressure relief valves.

Solar water heaters are manufactured throughout the world. They were common in
Florida and California early last century, disappeared when inexpensive natural gas became
available, and are again been installed as the costs of gas and other fuels have risen. Solar
water heating has the advantage that heating loads are usually uniform through the year,
which leads to high-use factors on solar heating equipment. Figure 12.1.2 shows domestic
and institutional water heaters. The Griffith and Perth systems utilize natural convection,
and the others use forced convection.

The collectors in use in many water heating systems are similar to that shown in
Figure 6.23.3, with parallel riser tubes 0.10 to 0.15m apart. Plate materials may be copper
or steel. Other plate designs are also used. For example, some are manufactured of two
spot-welded, seam-welded, or roll-bonded plates of stainless or ordinary steel, copper, or
aluminum. The fluid passages between the plates are formed by hydraulic expansion after
welding. Serpentine tubes are also used and may become more common in the microflow
systems to be discussed in Section 12.5. The absorber plates are mounted in a metal box,
with 50 to 100mm of insulation behind the plate and one or two glass covers over the plates.
The dimensions of a typical collector module made in the United States are approximately
1 × 2 m; the Australian and Israeli heater modules are typically 0.6 × 1.2 m, 1.2 × 1.2 m,
or 1 × 2 m. The thermal performance characteristics of these and other collectors can be
determined by equations given in Chapter 6.

It is advantageous to maintain stratification in the storage tanks, and the location
and design of tank connections are important, as noted in Chapter 8. The schematics in
Figure 12.1.1 show approximate locations of connections in typical use. Close (1962)
measured tank temperatures at various levels in an experimental natural-circulation water
heating system operated for a day with no hot-water removal from the tank. These data are
shown in Figure 12.1.3; this degree of stratification is characteristic of natural-circulation
systems. Tanks without baffles or carefully designed diffusers on inlets and outlets will
stratify to some degree in forced-circulation systems; at the present time most water heater
tanks are not so equipped. Storage tanks should be well insulated, and good practice is
to use 0.2m or more of mineral wool or glass wool insulation on sides, top, and bottom.
Piping connections to a tank should also be well insulated.
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Figure 12.1.2 Solar water heaters. (a) Natural-circulation system on hostel, Griffith, Australia.
Photo courtesy of CSIRO. (b) Domestic system, with coupled tank and collector, Perth, Australia.
(c) Hospital service hot-water system, Madison, WI. Photo courtesy of Affiliated Engineers, Inc.
(d) Collectors for a domestic system, Madison, WI.
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Figure 12.1.2 (Continued)

Figure 12.1.3 Temperature distribution in a vertical cylindrical water tank used in a thermal
circulation water heater. From Close (1962).

12.2 FREEZING, BOILING, AND SCALING

Solar collectors and associated piping must be designed to avoid damage from freezing
and boiling. Low ambient temperatures during periods of no solar radiation can result in
plate temperatures below 0◦C. If no energy is withdrawn from a system or if a circulating
pump should not operate during times of high radiation, the plate temperature may exceed
100◦C.
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Freeze protection can be provided by draining the water from the collectors, use of
nonfreezing solutions, or warming of the water in the collectors. Five approaches have
been developed to protect collectors against damage by freezing.

First, antifreeze solutions can be used in the collector loop with a heat exchanger
between the collector and the storage tank. As shown in Figures 12.1.1(c) and (d), the
heat exchanger can be external to the tank, wrapped around the tank, or a coil within
the tank relying on natural circulation of the water in the tank for heat transfer. The
performance of the collector–heat exchanger combination can be treated by the F ′

R method
outlined in Section 10.2. A typical overall heat transfer coefficient for a coil in a tank is
600 W/m2 ◦C.

Ethylene glycol–water and propylene glycol–water solutions are common antifreeze
liquids. Their physical properties are included in EES. Ethylene glycol is toxic, as are
some commonly used corrosion inhibitors, and many plumbing codes require the use of
two metal interfaces between the toxic fluid and the potable water supply. This can be
accomplished either by the use of two heat exchangers in series or more commonly by
double-walled heat exchangers that can be either internal coils in the tank or external to
the tank.

Second, air can be used as the heat transfer fluid in the collector–heat exchanger loop of
Figure 12.1.1(d). Air heating collectors have lower FR(τα) and FRUL than liquid heating
collectors. However, no toxic fluids are involved, no second heat exchanger interface is
needed, leakage is not critical, and boiling is not a problem.

The third method of freeze protection is to circulate warm water from the tank through
the collector to keep it from freezing. Thermal losses from the system are significantly
increased, and an additional control mode must be provided. This method can only be
considered in climates where freezes are infrequent. In emergencies, when pump power is
lost, the collector and piping subject to freezing temperatures must be drained.

The fourth method is based on draining water from the collectors when they are not
operating. Draining systems must be vented at their highest point and must be arranged so
that collectors and piping exposed to freezing temperatures are completely emptied. These
systems are of two types: drain-back systems, in which the water drains back into the
tank or a sump that is not exposed to freezing temperatures, and drain-out systems, which
drain out of the system to waste.

The fifth method is to design the collector plate and piping so that it will withstand
occasional freezing. Designs have been proposed using butyl rubber risers and headers that
can expand if water freezes in them.

High collector temperatures may also be a problem, as no-load (equilibrium) temper-
atures of good collectors can be well above the boiling point of water under conditions of
no fluid circulation, high radiation, and high ambient temperature. These conditions can
be expected to occur, for example, when occupants of a residence are away from home in
the summer. Several factors may mitigate this problem. First, antifreeze solutions used in
collector loops have elevated boiling points (see EES); 50% ethylene glycol and propylene
glycol solutions in water have boiling points at atmospheric pressure of 112 and 108◦C,
respectively. Second, many systems are operated at pressures of several atmospheres,
which further raises the boiling point; the boiling points of the two 50% glycol solutions
at 2 atm absolute are about 145 and 140◦C, respectively. Third, collector loss coefficients
rise as plate temperatures rise, as shown in Figure 6.4.4, which tends to hold down no-load
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temperatures. Practical systems should include pressure relief valves and vent tanks to
relieve excess pressure and contain any antifreeze solution that is vented.

Overheating is a more serious problem in solar house-heating systems than in solar
domestic hot-water systems. In the summer a solar house-heating system is really an
oversized solar domestic hot-water system. Consequently methods to mitigate overheating
problems are discussed in the next chapter on building heating systems. Some of the
methods discussed in Section 13.10 are applicable to the solar domestic hot-water systems
discussed in this chapter.

Example 12.2.1

A collector with (τα) = 0.78 has a temperature dependence of overall loss coefficient as
shown in the figure. The fluid being heated is a 50% solution of propylene glycol in water.
The glycol loop is pressurized to a limit of 4.0 atm. On a summer day the radiation on
the collector is 1.15 kW/m2 and ambient temperature is 38◦C. Will the solution in the
collector boil if the circulating pump does not operate?

Solution

With no flow, absorbed energy equals losses:

GT (τα) = UL(Tp,m − Ta) = 1150 × 0.78 = 900 W/m2

so the plate temperature is

Tp,m = Ta + 900

UL

Since the loss coefficient is a function of plate temperature, it is necessary to simultaneously
solve the energy balance equation and the equation for UL as a function of Tp. Since
the relationship between UL and Tp is in graphical form, it is convenient to perform an
iterative solution. Assume for a first estimate that UL = 6.5 W/m2 ◦C. Then

Tp,m = 38 + 900

6.5
= 176◦C
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A second estimate of 6.8 W/m2 ◦C yields

Tp,m = 38 + 900

6.8
= 170◦C

The loss coefficient at this temperature is close to the second estimate, so Tp = 170◦C
is a reasonable estimate of the temperature of the plate and the temperature of the
fluid under no-flow conditions. The boiling point of a 50% propylene glycol solution at
4 atm is approximately 145◦C and the solution would boil in the collector under these
circumstances. �

Scaling problems are not limited to solar water heating systems. All water heating
systems can deteriorate in performance due to the formation of scale in hard-water
conditions. Wang et al. (2005) have experimentally investigated scaling on surfaces such
as copper, various types of nylon, polypropylene, polybutylene, and Teflon at conditions
expected in solar applications. They present a model of scaling to assist in interpreting
the data. They conclude that polymer tubes are prone to scaling at about the same rate
as on copper. Nylon 6,6 is an exception as this material appears to enhance the scaling
process. Scaling can be particularly detrimental to natural-convection systems as it not only
increases the thermal resistance to decrease heat transfer but also increases the hydraulic
resistance to reduce the fluid circulation.

12.3 AUXILIARY ENERGY

The degree of reliability desired of a solar process to meet a particular load can be provided
by a combination of properly sized collector and storage units and an auxiliary energy
source. In a few unique areas where there seldom are clouds of significant duration, it may
be practical to provide all of the loads with the solar systems. However, in most climates
auxiliary energy is needed to provide high reliability and avoid gross overdesign of the
solar system.

Auxiliary energy can be provided in any of the three ways shown in Figure 12.3.1:

Figure 12.3.1 Schematic of alternative location for auxiliary energy supply to a one-tank forced-
circulation solar water heater: A, in tank; B, in line to load; C, in a bypass around tank.
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A Energy can be supplied to the water in the tank, at location A. Auxiliary energy
is controlled by a thermostat in the top part of the tank which keeps the temperature in the
top portion at or above a minimum setpoint. This is the simplest and probably the least
expensive method. However, it has the disadvantage that the auxiliary energy supply may
increase the temperature of the water in the bottom of the tank and thus the collector inlet
temperature, resulting in reduction of solar gain. In standard electric domestic hot-water
tanks there are two elements, one near the bottom and one about one-third of the way
down from the top. When using such a tank in a solar system, it is common practice to
disable the lower element so that the lower two-thirds of the tank is essentially solar energy
storage and the upper one-third of the tank is auxiliary energy storage. The collector inlet
and outlet must be suitably arranged.

B Auxiliary energy can be supplied to the water leaving the tank, thus ‘‘topping
off’’ the solar energy with auxiliary energy. This requires a heater separate from the solar
tank. This heater may be a simple line heater or it may be a conventional water heater
with storage capacity of its own. Auxiliary energy is controlled to maintain the outlet
temperature from the auxiliary heater at a desired level. This method has the advantage of
using the maximum possible solar energy from the tank without driving up the collector
temperature, but additional heat loss will occur from the auxiliary heater if it has storage
capacity. If a second tank is used, it is not sufficient to just have a single pipe connecting
the two tanks since energy would be transferred from the solar tank to the auxiliary tank
only during periods of hot-water draw.

C Auxiliary energy can be added directly to the incoming supply water by bypassing
the tank when auxiliary energy is needed. This is a simple method but has the disadvantage
that either the solar heated water or the auxiliary heated water must have a temperature
above the setpoint so that mixing the two streams produces the desired setpoint tem-
perature. If low-temperature solar heated water is to be utilized, it is necessary that the
auxiliary heated water be considerably above the set temperature, a potentially dangerous
situation.

The relative merits of these three methods have been examined by Gutierrez et al.
(1974). By simulating a month’s operation of the three systems having forced circulation,
fixed collector size, and a partially stratified (three-node) storage tank under a range of
conditions of ambient temperature, time of day, and magnitude of loads, the relative
portions of the loads carried by solar and by auxiliary energy were estimated. It was
shown for the system and climate data used that when the setpoint temperature was
not greatly above ambient temperatures, the method of adding auxiliary energy was not
critical (with method B showing minor advantages). However, when the minimum hot-
water temperature was raised to setpoints usually used in domestic hot-water systems,
method B showed significant advantages over method A, which in turn was better than
method C.

The major reasons for the differences in performance on changing the method of
adding auxiliary energy concern the temperature at which the collector operates. Adding
auxiliary energy to the top of the tank (method A) can result in a higher mean collector
temperature, poorer collector performance, and higher requirements for auxiliary energy
(depending on the degree of stratification in the tank). Method C, which bypasses the tank
when its top section is not hot enough, results in failure to use some collected solar energy.
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Method B, with a modulated auxiliary heater (or its equivalent in an on-off auxiliary
heater), maximizes the solar collector output and minimizes collector losses by operating
at the lowest mean collector temperature of any of the methods. The magnitude of the
differences may depend on the degree of stratification in the tank and the insulation on the
tank. Losses from the auxiliary heater must be maintained at very low levels or method B
may not be best (see Section 12.4).

12.4 FORCED-CIRCULATION SYSTEMS

Most domestic solar water heaters in the United States (and other climates where freezing
temperatures are frequently encountered) are forced-circulation systems. Typically, two or
three collector modules of dimensions about 1 × 2 m are used. Until about 1980, flow rates
were commonly around 0.015 kg/m2 s. Recently, substantially lower flow rates (usually
referred to as low-flow-rate systems) have been used (e.g., in Sweden, rates of 0.002 to
0.006 kg/m2 s are used) to increase the tank stratification. The collectors are typically one-
cover units with black chrome selective surfaces, although some use flat-black absorbers.
Heat exchangers are common, including jackets (mantels) on tanks, external shell-and-tube
exchangers, or coils immersed in the tank; propylene or ethylene glycol is used in collector
loops. Tanks are usually similar to standard hot-water tanks and range in size for residential
applications from 200 to 400 liters. Auxiliary heaters may be immersed in the upper part
of the tanks or the solar heaters may serve as pre-heaters for standard water heaters. There
are many variations on these designs.

In this section we review comparative simulation studies by Buckles and Klein (1980)
of the long-term performance of domestic-scale systems of several configurations and
designs. Daily loads were kept fixed at 300 liters of water, heated from 10 to 50◦C,
for an annual heating load of 18.3 GJ. The simulations were based on a typical domestic
hot-water load pattern, shown in Figure 9.1.2 (Mutch, 1974). Hot-water use is concen-
trated in morning and evening hours; to supply large fractions of these loads, water
heated by solar energy one day must be stored for use the following day. (Minor changes
in time dependence of loads do not have a major effect on long-term performance of
domestic hot-water systems. However, variations of larger magnitude such as are caused
by weekend closures of commercial buildings can have a significant impact on water heater
performance and design.)

The collectors were well designed single-cover selective surface collectors with
FR(τα)n = 0.84 and FRUL = 4.67 W/m2 ◦C. Collector areas were taken as two, three,
or four modules each of area 1.44 m2. The tanks in all cases had loss coefficients of
1.67 W/m2 ◦C. Single-tank systems were modeled as three-node tanks with auxiliary
energy supplied to the top node by immersion heaters. Two-tank systems were modeled
with the same total volume as the single tanks, with one-third of the volume in the auxiliary
tank and the preheat tank and the remaining two-thirds treated as a two-node tank. The
collector heat exchangers inside the tank were assumed to have an effectiveness of 0.5
(which is probably an overly optimistic assumption in view of measurements that have
been made of performance of several systems). The direct systems were modeled without
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heat exchangers, with circulation from the bottom of the tank to collector and return to the
top of the tank.

An index of performance of these systems is the yearly quantity of solar energy
delivered to heat the water. This quantity is often calculated without consideration of
thermal losses from the tanks. However, the total energy required by a conventional
heater would include such losses. The data that follow are comparisons of solar system
performance relative to a conventional system in which the total load is the energy required
to heat the water, 18.3 GJ for a year, plus estimated losses from a conventional tank of
3.6 GJ, for a total load L of 21.6 GJ. The fraction by solar, F , is then the ratio of the
solar energy delivered to the total conventional load, or 1 − LA/L, and is a measure of the
reduction in annual consumption of energy relative to the conventional system.

Under the assumptions made in this study, that is, with a reasonable degree of
stratification in the solar tank and with auxiliary energy supplied to the top third of a single
tank or in the second tank of a two-tank system, there is very little difference between
one- and two-tank systems. In some cases one-tank systems are slightly better because
of less area for heat loss from the tanks. The two-tank direct systems without tempering
valves have essentially the same performance as those with tempering valves. During times
when the system is oversized (i.e., during very good weather) and the water delivered
from storage is hot enough to require tempering with cold water, the higher thermal losses
negate any advantages of delivery of less heated water from the tank. At times when the
system is undersized, the tempering valve does not function. Direct systems without the
heat exchanger performed about 5% better than those with the heat exchanger.

An additional set of simulations was done in which the average daily hot-water load
was kept at 300 liters but which had a 15-fold variation from the largest daily draw to the
smallest daily draw in each week. The percentage of the week’s hot-water load drawn in
each of the days of the week (starting with Sunday) was 5.7, 42.9, 2.8, 2.8, 14.4, 2.8, and
28.6%. For the one-tank, external heat exchanger system with three collector modules, the
fraction of the load met by solar energy was 0.64 for the regularly recurring load and 0.58
for the irregular load. This simulation study suggests that the effectiveness of the collector
heat exchanger is an important aspect of design and that the choice of system configuration
otherwise makes less difference in the annual solar output than does the kind of variation
in the day-to-day loads which might be expected with a domestic system.

Sizing of domestic forced-circulation systems can be done by ‘‘rule of thumb’’ or by
thermal and economic analyses and design procedures.1 Typical home hot-water usage in
the United States is 75 liters per day per person, and typical collector areas per person are
about 1.5 m2 for systems which deliver approximately 0.5 to 0.8 of the annual loads by
solar energy. However, these figures vary with quality of the collector and the climate, and
there are wide individual variations from average water use.

Systems for institutional, commercial, and office buildings are almost all forced-
circulation systems. The magnitude and time dependence of loads in these buildings may
be easier to predict than for residences. The loads may go to zero on weekends and holidays
in some office and commercial buildings.

1See Chapters 20 and 21 for details on design procedures.
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12.5 LOW-FLOW PUMPED SYSTEMS

The collector flow rates noted in Section 12.4, that is, in the range of 0.01 to 0.02 kg/m2 s,
lead to high values of FR . However, in direct systems (without a collector heat exchanger)
they also lead to relatively high fluid velocities in piping and subsequent mixing (or
partial mixing) in tanks. Van Koppen et al. (1979) suggested the advantages of low-flow
and stratified tanks, and recent work has confirmed that it can be advantageous to use
reduced fluid flow rates in the collector loops, accept a lower FR , and gain the advantage
of increased stratification with resulting reduced collector inlet temperature. The result
can be a net improvement in system performance. Lower flow rates result in greater
temperature rise across collectors, and if tanks are perfectly stratified, the temperature
differences from top to bottom will increase as the flow rate decreases. As pointed out by
Hollands and Lightstone (1989) in a very useful review, the use of lower flow rates can
have the additional advantages of reduction in both the first cost and operating cost of the
systems through use of smaller pipes and pumps and reduction of operating costs for pump
operation. Flow rates used in Swedish flat-plate collectors have typically been in the range
of 0.002 to 0.007 kg/m2 s (Dalenbäck, 1990).

Figure 12.5.1, from simulation studies by Wuestling et al. (1985), illustrates for a
specific example the effects of collector flow rate per unit area on system performance
(expressed as solar fraction F ) for a fully mixed tank and for a highly stratified tank.
The potential advantage of the low-flow system are evident; the maximum performance
for the stratified tank (F = 0.66) is a third greater than that for the fully mixed tank
(F = 0.48). This level of improvement is not realized in practice, as real tanks are in
general neither fully mixed nor fully stratified. As Hollands and Lightstone (1989) point
out, the degree of improvement depends in part on load patterns, as loads that draw the
tank down completely by the beginning of collection in the morning will result in less
improvement in performance than if the tank is hot in the morning. However, the gains
that have been reported in experiments (e.g., Carvalho et al., 1988) are significant.

There are design and operating problems that must be faced in low-flow systems.
Reduction of flow rate in standard collectors may result in poor flow distribution and

Figure 12.5.1 An example of solar fraction as function
of collector flow rate for a very highly stratified tank and
for a fully mixed tank. Adapted from Wuestling et al.
(1985).
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performance penalties due to hot areas. Collector redesign may be needed; serpentine tubes
rather than parallel risers can be used to avoid this problem. Care must be taken to see
that the flow rate does not go below the peak point on the upper curve of Figure 12.5.1,
as performance drops off very rapidly. Tank design should be such that stratification is
maintained at the flow rates used in both collector and load loops.

Hollands et al. (1986) described a system designed for low flow. Small-diameter
(4.8-mm) serpentine tubes are used on the collectors, which are connected in series. A
small gear pump is used to pump the glycol heat exchanger fluid through the collector loop,
and a collector heat exchanger is used with natural convection on the tank side. Collector
flow rates are about one-sixth of that used in conventional systems. The heat exchanger
has an effectiveness of about 0.8, and for much of the day in experimental operation the
inlet temperature to the collector was close to the mains water supply temperature. This
design has significant cost advantages over conventional systems. The equipment costs are
reduced through use of small tubing and pump. Plumbing costs are reduced by simplified
connections. Operating costs are reduced through reduced parasitic power requirements
for pump operation.

12.6 NATURAL-CIRCULATION SYSTEMS

Circulation in passive solar water heaters such as that shown in Figure 12.1.1(a) occurs
when the collector warms up enough to establish a density difference between the leg
including the collector and the leg including the tank and the feed line from tank to
collector. The density difference is a function of temperature difference, and the flow
rate is then a function of the useful gain of the collector which produces the temperature
difference. Under these circumstances, these systems are self-adjusting, with increasing
gain leading to increasing flow rates through the collector. Norton and Probert (1986) have
reviewed the theory of operation of these systems.

Two approaches have been taken to the analysis of systems of this type. The first
is to model the system in detail, taking into account the dimensions of the system, the
temperatures in various parts thereof, the temperature-dependent densities, the pressure
differences caused by the density differences, and the resulting flow rates. The solutions of
the equations are iterative, as the temperatures and flow rates are interdependent. An early
analysis of this type was done by Close (1962). A more recent analysis has been described
by Morrison and Braun (1985) and is a standard subroutine in the solar process simulation
program TRNSYS (TRNSYS Users Manual, 2012).

In a very much simpler approach, Löf and Close (1967) and Cooper (1973) observed
that under wide ranges of conditions the increase in temperature of water flowing through
many collectors in natural-circulation systems (particularly those of Australian design) is
approximately 10◦C. Close (1962) compared computed and experimental inlet and outlet
temperatures. His results, some of which are shown in Figure 12.6.1, confirm the suggestion
that temperature increases of approximately 10◦C are representative of these systems if
they are well designed and without serious flow restrictions. Gupta and Garg (1968) also
show inlet and outlet water temperatures for two collectors that suggest nearly constant
temperature rise across the collectors.

If it is assumed that there is a constant temperature increase of water flowing through
the collector, it is possible to calculate the flow rate which will produce this temperature
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Figure 12.6.1 Collector inlet and outlet water temperatures for a natural-circulation water heater.
From Close (1962).

difference at the estimated collector gain. The basic collector equations are

Qu = AcFR[S − UL(Ti − Ta)] (12.6.1)

and
Qu = ṁCp(To − Ti) = ṁCp �Tf (12.6.2)

Solving for the flow rate,

ṁ = AcFR[S − UL(Ti − To)]

Cp �Tf

(12.6.3)

This equation can be solved for ṁ if it is assumed that F ′ is independent of flow rate.
Substituting Equation 6.7.4 for FR into Equation 12.6.3 and rearranging give

ṁ = −ULF ′Ac

Cp ln

{
1 − UL

(
To − Ti

)
S − UL(Ti − Ta)

} (12.6.4)

Example 12.6.1

A natural-circulation water heater operates with a nearly constant increase in water
temperature of 10◦C. The collector has an area of 4 m2, an overall loss coefficient of 4.2
W/m2 ◦C, and F ′ = 0.91. If the water inlet temperature is 30◦C, the ambient temperature
is 15◦C, and the radiation absorbed by the collector plate is 780 W/m2, what is the useful
gain from the collector?
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Solution

All of the information needed to estimate ṁ using Equation 12.6.4 is available:

ṁ = −4.2 × 0.91 × 4

4190 ln

{
1 − 4.2 × 10

780 − 4.2 (30 − 15)

} = 0.060 kg/s

Qu = 0.060 × 4190 × 10 = 2550 W

We have assumed F ′ is fixed. If necessary, a first estimate can be made of F ′, a first
iteration of ṁ is obtained as shown, and the assumed value of F ′ is checked using the
calculated ṁ to see if a second iteration is needed. If the fluid temperature rise were 20◦C,
the calculation shows Qu = 2450 W, with the reduction due to lower FR . The useful gain
is only moderately sensitive to �Tf , except at low radiation levels or with collectors with
high loss coefficients. �

Collector operation with fluid temperature rises of approximately 10◦C implies for
practical systems that water circulates through the collector several times per day. Tabor
(1969) suggested an alternative design in which the resistance to flow is higher so that
flow rates would be lower and water in the tank would make about one pass through the
collector in a day. He calculated that the daily efficiency of a ‘‘one-pass’’ high-�Tf system
will be about the same as a system using several passes per day and lower �Tf . This is
dependent on maintaining good stratification in the tank. Gordon and Zarmi (1981) have
analyzed single- and multipass systems and also concluded that under the approximations
and assumptions they made (which included the assumption of no daytime load) the two
types of systems give approximately the same daily collected energy. In these systems the
effects of reduced FR are offset by reduced mean fluid inlet temperature (in the same way
as in the microflow forced-circulation systems noted in Section 12.5). Many Israeli water
heaters are designed to operate this way.

In Australia, where natural-circulation systems are widely used, sizing of systems is
based on experience (CSIRO, 1964). They are designed to produce water at 65◦C and at
daily average usage of 45 liters per person per day. If an all-solar system is to be used
(e.g., in Darwin, which is characterized by almost continuous good solar weather and
expensive conventional fuels), a storage capacity of 2.5 times the daily requirement is
suggested. For a family of four in Darwin, a collector area of about 4 m2 is suggested.
If an auxiliary energy source is to be used (e.g., in Melbourne, where radiation is more
intermittent and conventional energy is less expensive), the recommended tank size is
approximately 1.5 times the daily requirement. The majority of Australian solar water
heaters are natural-circulation systems, as freezing is not a problem in most of the
country.

Year-long performance of thermosyphonwater heaters has beenmeasured byMorrison
and Sapsford (1983). Two types of systems were measured: close-coupled systems, such
as that shown in Figure 12.1.2(b), and systems with separate tank and collector, such
as that shown in Figure 12.1.1(a). Auxiliary energy was supplied electrically, either on
a continuous basis or off-peak. Loads were imposed that are typical of Australian hot-
water consumption. The close-coupled system showed slightly better performance than the
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systems with separate collector and tank when off-peak electric auxiliary was supplied.
Systems operated with off-peak auxiliary delivered more solar energy than those with
continuous auxiliary, as auxiliary caused less elevation of collector temperature. However,
there were times in poor weather when the water output temperature dropped below control
points in systems supplied with off-peak auxiliary. In contrast to pumped systems, the solar
contribution of thermosyphon systems was better when the major loads were imposed in
the morning; the difference is attributed to lower collector operating temperature in the
morning and higher circulation rate produced by the introduction of cold water into the
tank before the main solar input period.

12.7 INTEGRAL COLLECTOR STORAGE SYSTEMS

Water heaters that combine the functions of collector and storage are manufactured in Japan
(Tanishita, 1970), the United States, and elsewhere. The designs of these integral collector
storage (ICS) systems vary. The basic configuration is that of a tank or set of interconnected
tanks, with energy-absorbing surfaces on their exposed surfaces, enclosed in an insulated
box with a transparent cover on the top to admit solar radiation. A cross-sectional schematic
of a system of this type is shown in Figure 12.7.1. In the morning, water is put in the tubes,
which in this configuration are black plastic cylinders about 0.2m in diameter. Through
the day, the water is heated by absorbed solar energy. The top cover and back insulation
reduce energy losses from the cylinders. The performance of this type of collector can be
estimated by solving the differential equation describing the energy balance on the tank, as
shown in the following example.

Example 12.7.1

A water heater that combines collector and storage is constructed of 150-mm black tubes
placed side by side in a box, insulated on its bottom to the extent that bottom losses are
small, and covered on the top by a single glass cover. A section of the heater is as shown
in Figure 12.7.1. The heater is filled with water at 18◦C at 6 AM. The heater is sloped
toward the equator with β = φ = 40◦. Meteorological data for a 24-h period are shown in
the second and third columns of the table below. Assume that no water is drawn off at any
time during the 24-h period.

Estimate the temperature history of the water through the 24-h period.

Figure 12.7.1 Schematic section of solar water heaters combining collector and storage.
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Solution

A set of assumptions must be made to estimate the temperature history of this heater. A
reasonable set is as follows:

Absorptance = 0.95.

Emittance of black plastic = 0.95.

Solar transmittance of cover = 0.89.

Heat capacities of cover and other structure are negligible compared to that of the
water.

Water and tubes are at uniform temperature.

Wind speed is such that hw = 10 W/m2 ◦C.
Ut = UL = constant throughout period.

First, estimate UL. If the plate were flat, Ut would be approximately 5.5 W/m2 ◦C,
estimated from Figure 6.4.4(b). The area of the plate (i.e., the tubes) is π/2 larger than the
cover, or

Ap = 1.57Ac

A first-order estimate of Ut is

Ut = 5.5

(
1 + 0.57

2

)
= 7.09 W/m2 ◦C

a value used without change in the calculation below.
The basic equation used is Equation 6.12.7. This can be written as

T +
w = Ta + S

UL

−
[

S

UL

− (
Tw − Ta

)]
exp

[
− AcULt(

mCp

)
c

]

For each hour, with IT in megajoules per square meter,

S

UL

= 1.02 × 0.89 × 0.95IT × 106

7.0 × 3600
= 34.2IT

AcULt

(mCp)c
= 0.15 × 1 × 7.0 × 3600

(π/4)0.152 × 1 × 1000 × 4190
= 0.0511

e−0.0511 = 0.95

A working equation is thus

T +
w = Ta + 34.2IT − (34.2IT − Tw + Ta) × 0.95

The temperatures at the end of each hour, T +, are shown in the last column in the table.
(These heaters are suitable for use where hot water is wanted at the end of the collection
period. Thermal losses from the stored hot water are sufficiently high at night or during
prolonged cloudy periods that their use for continuous hot water is usually impractical.)
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Hour
Ending

IT

(MJ/m2)

Ta

(
◦C)

T +
w

(
◦C)

Hour
Ending

IT

(MJ/m2)

Ta

(
◦C)

T +
w

(
◦C)

7 AM 0.05 7 17.5 7 PM 0 15 43.4
8 0.32 9 17.7 8 0 14 42.0
9 1.09 14 19.3 9 0 12 40.5
10 1.23 16 21.2 10 0 10 38.9
11 2.36 16 25.0 11 0 9 37.4
12 3.95 17 31.3 12 0 9 36.0
1 PM 3.90 20 37.4 1 AM 0 9 34.7
2 3.52 20 42.5 2 0 8 33.3
3 2.55 21 45.7 3 0 6 32.0
4 1.38 22 46.9 4 0 7 30.7
5 0.46 21 46.4 5 0 7 29.5
6 0.04 16 44.9 6 0 7 28.4

�

Other types of ICS water heaters have been built. Some use a single energy-absorbing
storage cylinder with an optical concentrator to increase absorbed radiation; these typically
have concentration ratios of about unity. Vaxman and Sokolov (1985) describe experiments
with a heater in which a flat tank is divided into two parts, a thin absorber channel under
the absorbing surface and a deeper storage zone behind the absorber channel and separated
from it by an insulated partition.Water circulates from the storage zone through the channel
by convection. Zollner et al. (1985) have worked out an analysis of ICS water heaters and
developed a method for estimating long-term performance of these systems.

Water heaters combining collector and storage are passive systems in that they require
no mechanical energy for operation. They are similar in some ways to collector-storage
walls used in passive space heating (see Chapter 14). Liu et al. (2005) describe experiments
using integral solar collector storage systems with immersed tube bundles. They present
Nusselt–Rayleigh number correlations for the heat transfer characteristics needed for
designing such systems.

12.8 RETROFIT WATER HEATERS

It is generally difficult to add solar equipment to buildings not designed for them. Of all
solar energy systems, water heaters are the easiest to retrofit. Collector areas of residential
water heating systems are manageable, and the addition of a separate solar storage tank
can result in a system configuration such as shown in Figure 12.1.1(d), where the existing
heater is the second tank. The solar heating system then provides preheated water to
the conventional system and integration into the existing system is easy. Or a solar tank
equipped with an auxiliary heater can replace the existing heater. The major problems are
likely to be collector mounting and space for pipe or duct runs. As these runs are likely to
be longer than in buildings designed for solar applications, they must be carefully insulated
to avoid excessive losses. The methods of Section 10.3 can be used to estimate the effects
of pipe or duct losses.
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It is also possible to adapt existing tanks for solar operation, as shown by Czarnecki
and Read (1978), by use of special fittings that allow the needed extra connections to be
made to the tanks for circulation through the collector. Single openings in a tank can serve
as dual openings by use of fittings having concentric center tubes; the center tube and
annulus provide two connections that can be separated by lengthening the tube. Czarnecki
and Read found that the measured thermal performance of such a system was poorer than
that of a similar one-tank forced-circulation system using an outlet to the collector at the
bottom of the tank and a return from the collector located halfway up the tank. Thus,
reduced installation cost resulted in reduced solar output from the system. It is difficult
to generalize on the merits of these various configurations, but as long as collector costs
dominate the costs of the system, it is advisable to consider the use of the other components
with good performance characteristics which will produce the most useful gain from the
collectors.

12.9 WATER HEATING IN SPACE HEATING AND COOLING SYSTEMS

The following chapters treat space heating and cooling, and most systems for these
applications will include provision for water heating. The water heating subsystems in
these systems often include a heat exchanger to extract heat either from the fluid circulated
through the collector or from the main storage tank. A ‘‘solar preheat’’ tank to store
solar-heated water and a conventional water heater (auxiliary) may be used, as shown
in Figure 12.9.1, or a single-tank system including the auxiliary source can be used.
The collectors for heating and cooling are usually sized for these functions and are thus
oversized for water heating during periods when heating or cooling loads are low. Even
in northern U.S. climates, annual residential hot-water loads are typically one-fourth to
one-fifth of annual heating loads, and significant contributions to total annual loads can be
obtained by well-designed hot-water facilities.

12.10 TESTING AND RATING OF SOLAR WATER HEATERS

Standard methods have been devised for testing and rating of water heating systems of the
types shown in Figure 12.1.1. The rating of solar water heating systems is done both by

Figure 12.9.1 A two-tank hot-water subsystem for solar heating/cooling systems.
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direct measurements and by simulations (see Chapter 19). ASHRAE-95 is an indoor test
procedure in which a water heater is subjected to a defined sequence of operating conditions
that are presumed to be typical of those that a solar water heater would undergo. The
test conditions are specified by a rating agency such as the Solar Rating and Certification
Committee (SRCC, 2002) in the United States. Indoor testing is common in regions where
suitable solar conditions are rare. The incident solar radiation is then simulated by the
output of high-intensity lamps.

In the United States system tests can be replaced by component tests and the system
performance estimated through simulations. The simulated hourly ambient temperatures,
irradiation, and incidence angles specified by the SRCC are shown in Table 12.10.1. The
tank environmental temperature is maintained at 19.7◦C, the mains water temperature
is 14.4◦C, and the auxiliary set temperature is 57.2◦C. Hot water is drawn at a rate of
0.189 liter/s every hour beginning at 09:30 for a total of six equal energy draws. The total
daily energy draw is 43.3 MJ. The simulated test is repeated until the delivered energy is
approximately equal to that of the previous day.

The result is presented in terms of a solar energy factor (SEF) defined as the energy
delivered by the system (43.3 MJ for the SRCC conditions) divided by the auxiliary

Table 12.10.1 SRCC Ambient Temperature, Irradiation,
and Incidence Angle

Time
(h)

Ambient
Temperature

(◦C)

Solar
Radiation
(W h/m2)

Incident
Angle
(deg)

0–1 13 0
1–2 12 0
2–3 11 0
3–4 10 0
4–5 9 0
5–8 8 0
8–9 8 315 60
9–10 11 470 45
10–11 13 570 30
11–12 15 660 15
12–13 17 700 0
13–14 19 660 15
14–15 21 570 30
15–16 21 470 45
16–17 21 315 60
17–18 20 0
18–19 19 0
19–20 18 0
20–21 17 0
21–22 16 0
22–23 15 0
23–24 14 0



12.11 Economics of Solar Water Heating 499

energy (including parasitic energy) put into the system. The SEF does not differentiate
between the cost of auxiliary energy and the cost of parasitic energy (usually electrical).
For solar water heaters the auxiliary and parasitic energies are often both electrical. When
the auxiliary energy and the parasitic energy are the same type (e.g., both electrical), Cef
in Equation 10.10.6 is equal to 1 and the relationship between SEF and the solar savings
fraction is F SAV = 1 − 1/SEF.

System ratings provide comparative information on the performance of solar water
heaters under the conditions of the tests. They do not indicate what the comparative
performance would be in various real climates and under other load conditions. Knowing
only the system rating is not sufficient to permit calculation of the system performance in
any climate and under any load. Data on collector parameters [FR (τα)n, FRUL, and bo],
tank loss coefficient (UA)s , effects of controls, and so on, would be needed to generalize
on the results of these tests.

12.11 ECONOMICS OF SOLAR WATER HEATING

Most solarwater heating installations are designed for use throughout the year, which results
in a high-use factor on the equipment and makes solar water heating more competitive
with conventional methods than solar applications that are seasonal. A solar collector used
in a water heater will deliver more energy per unit area per year than will a comparable
installation used seasonally, such as winter space heating, summer air conditioning, or
harvest time crop drying.

The economic principles outlined in Chapter 11 apply directly to solar water heating.
The installed costs include the purchase and installation costs of interest and principal
payments, parasitic power for fluid circulation, insurance, maintenance, taxes, and any
other costs which may be significant. The following example shows the application of
life-cycle savings analysis by the P1, P2 method to a solar water heater installation.

Example 12.11.1

A solar water heater is proposed to be installed on a residence in Madison. The annual load
is estimated to be 22.2 GJ. The collector areas and tank capacities available are such that
it is not practical to consider collector area and tank size as continuous variables and a set
of discrete system designs must be considered. The following table shows collector areas
(for two, three, or four collector modules), tank capacities, installed costs, and fractions of
annual hot-water loads carried by solar energy.

Design
Collector
Area (m2)

Tank
Capacity (kg)

System
Cost ($)

Fraction
by Solar, F

A 3.66 310 1700 0.41
B 5.49 310 2100 0.55
C 5.49 454 2400 0.56
D 7.32 454 2800 0.67
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The water heaters would be purchased by a 20% down payment with the balance to
be paid over a 10-year period with interest at 9% per year. The present cost of electrical
energy (the auxiliary and alternative energy supply) is $14.00/GJ, and it is expected to
inflate at 8.5% per year. Insurance, maintenance, and parasitic power costs in the first year
are expected to be 1% of the system cost. The real estate tax increment in the first year will
be 1.5% of the system costs. The insurance, maintenance, parasitic power, and real estate
taxes are expected to rise at a general inflation rate of 6% per year.

The owner’s effective income tax bracket is 0.45. The market discount rate is to be
8% per year. If the analysis is done over 15 years and the system is assumed to have no
appreciable resale value at that time, which system (if any) should be bought? For the best
system, how long would it take to recover the system cost in savings on the purchase of
electricity?

Solution

The analysis is done by the P1, P2 method of Chapter 11, with life-cycle savings in each
of the four cases calculated as shown in Example 11.8.2. Values of P1 and P2 are common
to all four designs and are calculated by Equations 11.8.2 and 11.8.3:

P1 = PWF (15, 0.085, 0.08) = 14.348

P2 = 0.20 + 0.80
PWF (10, 0, 0.08)

PWF (10, 0, 0.09)

− 0.45 × 0.80

{
PWF (210, 0.09, 0.08)

[
0.09 − 1

PWF (10, 0.09, 0.08)

]

+ PWF (10, 0, 0.08)

PWF (10, 0, 0.09)

}

+ 0.01 × PWF (15, 0.06, 0.08) + 0.015 (1 − 0.45) PWF (15, 0.06, 0.08)

= 1.112

Then savings are calculated from Equation 11.8.1:

LCS = 14.348 × 14 × 22.2 F − 1.112 × Cost

The savings for the four designs, under these assumptions of costs, are −$62 for design A,
$118 for B, −$171 for C, and −$127 for D.

Design B, the only one showing positive savings, is the one which should be purchased.
However, the others are close, and small changes in the cost assumptions could shift all of
them either way.

The time to recover the installed costs in undiscounted electricity savings for design
B can be determined from Equation 11.7.3:

Np =
ln

[
2100 × 0.085

0.55 × 22.2 × 14
+ 1

]
ln(1 + 0.085)

= 8.8 years
�
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Figure 12.11.1 Examples of relations between fuel cost and its inflation rate for break-even
solar water heating system operation. The three curves are for three assumptions of resale value
at the end of the period of the economic analyses. Areas above curves represent combinations
leading to economically feasible solar water heating under the assumptions of Example 12.11.1 in
Madison, WI.

The competitive position of solar water heating is very much dependent on the
costs of alternative energy and how rapidly it is expected to rise. It may also depend
on the potential resale value of the equipment at the end of the period of economic
analysis. Figure 12.11.1 was generated for design B, with economic assumptions the
same as in Example 12.11.1. Fuel cost inflation rate is plotted against first-year fuel cost
for combinations of CF 1 and iF which result in zero life-cycle savings (‘‘breakeven’’
combinations). Any combination of CF 1 and its inflation rate which lies above and to the
right of the line results in positive solar savings and economically feasible solar water
heating.

The 0% curve is based on the assumption of zero resale value at the end of the period
of the economic analysis. Two additional lines are shown that are based on the assumption
that the system is very well built and will have a resale value equal to its first cost (the curve
marked 100%) or at its first cost inflated at the general inflation rate (the curve marked
240%). If the present cost of energy from fuel is $10/GJ and it is expected to increase at
10%/year, this system would show positive life-cycle savings if its resale value will be
100% but not if it will have no resale value. Resale value results in significantly improved
competitive positions for solar water heating for short periods of economic analysis. (Note,
however, that this is a specific example. A new set of curves would have to be generated
for new sets of economic parameters and locations. In particular, tax credits that effectively
reduce first cost and other changes in installed cost of the water heaters may substantially
alter the economic feasibility.)
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12.12 SWIMMING POOL HEATING

Heating of swimming pools to prolong swimming seasons represents a significant con-
sumption of energy in some areas and a substantial expense to pool owners and operators.
The temperatures required for pools are low, usually not much above average ambient
temperatures. For these reasons, solar heating of pools has become an application of
increasing interest. Two general approaches have been taken: The first is based on covering
the pool in such a way as to use it as the collector, and the second is based on the use of
separate collector systems.

Open pools lose heat by conduction to the ground, by convection to the air, and by
evaporation,2 as outlined by Löf and Löf (1977) and analyzed in some detail by Govaer
and Zarmi (1981).

The simplest and least expensive method for heating pools may be to cover them when
they are not in use with a transparent plastic cover which floats on the surface of the water.
The cover may fit within the edges of the pool or it may overlap the edges and be held down
on the area around the pool by weights placed on the plastic to keep it in position. Sections
of pools with such covers are shown in Figure 12.12.1. As long as the top of the cover is
dry, evaporation losses are effectively eliminated. The plastic cover, if largely transparent
to solar radiation, admits solar energy which is absorbed in the pool. The cover also serves
to keep dirt out of the pool. It is difficult to quantify the performance of such a system,
as times of use, winds, humidity, and so on, are highly variable. However, experiments in
Denver have indicated that through the summer months an uncovered pool will have an
average temperature below ambient, while a pool covered except for periods of occasional
use will have average temperatures of 5 to 10◦C above ambient temperature.

Either single-layer or double-layer covers are used. Single layers store in less volume
when not on the pool and have higher transmittance. Double-layer covers are similar to the
familiar ‘‘bubble’’ packing material and float without addition of other buoyant materials
but have lower transmittance for solar radiation and do not store in as compact a manner
as single-layer covers.

Separate collectors are also used for heating pools. They operate by forced circulation
with water inlet temperatures near ambient. Many pool-heating collectors have no covers

Figure 12.12.1 Schematic section of plastic pool covers: (a) held on pool edges by weights; (b)
with floating edge.

2Estimation of pool losses is discussed in Section 9.7. Section 18.5 discusses solar evaporators, an analogous
situation.
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and a minimum of insulation. They may be made of metal or plastic and may be installed
as a roof material for a patio or pool cabana. Swimming pool heaters have been described
by Andrassy (1964) and others; deWinter (1974) has written a monograph on design and
construction of pool heaters of this type, and an analysis of pool-heating collectors without
covers has been presented by Farber (1978).

12.13 SUMMARY

Water heating is a practical application of solar energy in many parts of the world.
Natural-circulation systems are widely used in climates where freezing does not occur.
Forced-circulation systems using drain-down or nonfreezing fluids in collector–heat
exchanger loops are used in climates where freezing is a problem. Auxiliary energy is used
in essentially all systems where high reliability is wanted, and care must be taken to use
auxiliary in such a way that it does not drive up collector temperatures.
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Löf, G. O. G. and D. J. Close, in Low Temperature Engineering Application of Solar Energy (R. C.
Jordan, ed.), ASHRAE, New York (1967). ‘‘Solar Water Heaters.’’
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Meeting (K. W. Böer and B. H. Glenn, eds.), Vol. 2, Pergamon, New York, p. 576 (1979). ‘‘The
Actual Benefits of Thermally Stratified Storage in Small and Medium Sized Solar Systems.’’

Vaxman, B. and M. Sokolov, Solar Energy, 34, 447 (1985). ‘‘Experiments with an Integral Compact
Solar Water Heater.’’

Wang, Y., J. H. Davidson, and L. Francis, Trans. ASME J. Solar Energy Eng., 127, 3 (2005).
‘‘Scaling in Polymer Tubes and Interpretation for Use in Solar Water Heating Systems.’’

Wuestling, M. D., S. A. Klein, and J. A. Duffie, Trans. ASME, J. Solar Energy Eng., 107, 215 (1985).
‘‘Promising Control Alternatives for Solar Water Heating Systems.’’

Zollner, A., S. A. Klein, and W. A. Beckman, Trans. ASME J. Solar Energy Eng., 107, 265 (1985).
‘‘A Performance Prediction Methodology for Integral Collection-Storage Solar Domestic Hot
Water Systems.’’



13

Building Heating: Active

Heat for comfort in buildings can be provided from solar energy by systems that are
similar in many respects to the water heater systems described in Chapter 12. The two
most common heat transfer fluids are water (or water and antifreeze mixtures) and air, and
systems based on each of these are described in this chapter. The basic components are
the collector, storage unit, and load (i.e., the house or building to be heated). In temperate
climates, an auxiliary energy source must be provided and the design problem is in part the
determination of an optimum combination of solar energy and auxiliary (i.e., conventional)
energy. Systems for space heating are very similar to those for water heating, and the same
considerations of combination with an auxiliary source, boiling and freezing, controls, and
so on, apply to both applications.

In this chapter we deal with active solar heating systems which use collectors to
heat a fluid, storage units to store solar energy until needed, and distribution equipment
to provide the solar energy to the heated spaces in a controlled manner. In combination
with conventional heating equipment solar heating provides the same levels of comfort,
temperature stability, and reliability as conventional systems. A building so heated is often
referred to as a ‘‘solar house.’’

The term solar house is also applied to buildings that include as integral parts of
the building elements that admit, absorb, store, and release solar energy and thus reduce
the needs for auxiliary energy for comfort heating. Architectural design can be used to
maximize solar gains in the winter (and minimize them in the summer) to reduce heating
(and cooling) loads that must be met by other means. Elements in the building (floors,
walls) may be constructed to have high heat capacity to store thermal energy and reduce
temperature variations. Movable insulation may be used to control losses (and gains) from
windows or other architectural elements in the building. These concepts will be treated
in Chapter 14 on passive heating. There is no substitute for good energy-conserving
architectural design which (as far as other constraints allow) maximize the solar gains in
the building itself. In this chapter we are concerned with meeting the energy needs for
heating (and hot water) that are not eliminated by careful design.

Since 1970 there has been a surge of interest and activity in solar heating, and
many thousands of active systems have been designed, installed, and operated. Patterns
in the configuration of many air and liquid systems have emerged. These ‘‘standard’’
configurations, which are used with many variations, are discussed here in some detail. In
addition, other system types are noted. Operating data are shown for two systems that are
illustrative of the long-term thermal performance data needed to evaluate the economics
of solar heating.
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The design of solar heating systems is a three-part problem. The first is to determine
the thermal performance, and the second is to carry out an economic analysis. This book is
concerned with these two. The third is to assure that the resulting building is aesthetically
pleasing and functional; other works treat these aspects of the design process. Thermal
analyses can be done by simulation methods that were touched on in Chapter 10 and are
discussed in more detail in Chapter 19 or by design methods that are to be covered in
Chapters 20 and 21. Economic analyses are done by the P1, P2 method.

13.1 HISTORICAL NOTES

A gift by Godfrey L. Cabot to the Massachusetts Institute of Technology for solar energy
studies in 1938 marked the beginning of modern research in solar heating. The MIT
program resulted in development of methods of calculating collector performance (see
Chapter 6) which, with some modification, are standard methods in use today. It also
resulted in the successive development of a series of five solar-heated structures. MIT
House IV was a residence equipped with a carefully engineered and instrumented system
based on solar water heaters and water storage. The solar heating system was designed to
carry approximately two-thirds of the total winter heating loads in the Boston area, and
its performance was carefully monitored. In the two years of its experimental operation
it supplied 48 and 57% of the combined heating and hot-water loads, the weather being
substantially better in the second year than the first (Engebretson, 1964). This series of
experiments has provided much of the background information on liquid systems that has
been used in development of these systems in the four decades since.

Telkes and Raymond (1949) described a solar house at Dover, Massachusetts, that
utilized vertical south-facing air heater collectors and energy storage in the heat of fusion
of sodium sulfate decahydrate. This system was designed to carry the total heating load,
having theoretical capacity in the storage system to carry the design heating loads for five
days.

Bliss (1955) constructed and measured the performance of a fully solar heated house
in the Arizona desert using a matrix, through-flow air heater and a rock bed energy storage
unit. He noted that the system as built did not represent an economic optimum, and a
smaller system using some auxiliary energy would have resulted in lower cost.

Löf designed an air heating system using overlapped glass-plate collectors and a
pebble bed for energy storage and, using these concepts, built a residence near Denver in
which he and his family have lived since 1959. The performance of this system during the
first years of its operation was studied and reported by Löf et al. (1963, 1964) and was
again measured in 1976 to 1978. The data are particularly significant in that they are the
only data available on a system that has been in operation over a time span of 18 years
when essentially no maintenance work was done on it. It was found that the performance
in the second measurement period was about 78% of the original; the drop was attributed
to breakage of glass inside of the collectors, a problem that more modern collectors do not
have. Experience with this system provides evidence that well-designed and well-built air
systems can operate reliably over many years with very little maintenance.

Close et al. (1968) described a heating system used for partial heating of a laboratory
building in Australia that was operated for many years. This system used a 56-m2
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vee-groove air heater and a pebble bed storage unit. Airflow through the collectors was
modulated to obtain a fixed 55◦C air outlet temperature.

Since 1970, many varied experimental systems have been built, and the performance of
a few of them has been measured and reported. These experiments have led to commercial
production of both liquid and air systems, and these have been sold and installed by the
thousands. Weiss (2003) discusses the design and optimization of many different European
‘‘solar combisystems’’ (i.e., solar houses with solar domestic hot water).

13.2 SOLAR HEATING SYSTEMS

Figure 13.2.1 is a schematic of a basic solar heating system using air as the heat transfer
fluid, with a pebble bed storage unit and auxiliary furnace. The various modes of operation
are achieved by appropriate damper positioning. Most air systems are arranged so that it
is not practical to combine modes by both adding energy to and removing energy from
storage at the same time. The use of auxiliary energy can be combined with energy supplied
to the building from collector or storage if that supply is inadequate to meet the loads.
In this system configuration it is possible to bypass the collector and storage unit when
auxiliary alone is being used to provide heat.

A more detailed schematic of an air system is shown in Figure 13.2.2. Blowers,
controls, means of obtaining service hot water, and more details of ducting are shown. The
hot-water subsystem is the same as that shown in Figure 12.8.1. Auxiliary energy for space
heating is added to ‘‘top off’’ that available from the solar energy system. This is the air
system configuration on which the design procedure of Chapter 20 is based. Table 13.2.1
shows typical design parameters for heating systems of this type.

Air systems have a number of advantages compared to those using liquid heat transfer
media. Problems of freezing and boiling in the collectors are eliminated and corrosion
problems are reduced. The high degree of stratification possible in the pebble bed leads
to lower collector inlet fluid temperatures. The working fluid is air, and warm air heating
systems are in common use. Control equipment is readily available that can be applied
to these systems. Disadvantages include the possibility of relatively high fluid pumping
costs (if the system is not carefully designed to minimize pressure drops), relatively large

Figure 13.2.1 Schematic of basic hot-air system.
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Figure 13.2.2 Detailed schematic of a solar heating system using air as the heat transfer fluid.

Table 13.2.1 Typical Design Parameters for Solar Air Heating Systems

Collector airflow rate 5 − 20 liters/m2 s
Collector slope (φ + 15◦

) ± 15◦

Collector surface azimuth angle 0◦ ± 15◦

Storage capacity 0.15 − 0.35 m3 pebbles/m2

Pebble size (graded to uniform size) 0.01–0.03m
Bed length, flow direction 1.25–2.5m
Pressure drops:

Pebble bed 55 Pa minimum
Collectors 50–200 Pa
Ductwork 10 Pa

Maximum entry velocity of air into pebble bed (at 55-Pa
drop in bed)

4m/s

Water preheat tank capacity 1.5 × conventional heater

volumes of storage, and the difficulty of adding solar air conditioning to the systems.
Air systems are relatively difficult to seal, and leakage of solar-heated air from collectors
and ductwork can represent a significant energy loss from the system. Air collectors are
operated at lower fluid capacitance rates and thus with lower values of FR than are liquid
heating collectors.

Air heating collectors in space heating systems are usually operated at fixed airflow
rates, with outlet temperatures variable through the day. It is possible to operate them
at fixed outlet temperature by varying the flow rate. This results in reduced FR and
thus reduced collector performance when flow rates are low. It leads to a reduction in
required storage volume by changing the shape of the temperature profiles in storage beds
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Figure 13.2.3 Schematic of basic hot-water system.

from those of Figure 8.5.3 to those of Figure 8.5.2. The uniform bed temperature means
that sufficiently warm air can be delivered from storage, which can improve comfort
conditions.

Figure 13.2.3 is a schematic of a basic water heating system with water tank storage
and auxiliary energy source. This system allows independent control of the solar collector-
storage loop on the one hand and storage-auxiliary-load loop on the other, as solar-heated
water can be added to storage at the same time that hot water is removed from storage to
meet building loads. In the system illustrated, a bypass around the storage tank is provided
to avoid heating the storage tank with auxiliary energy.

More details of a liquid-based system are shown in Figure 13.2.4. A collector heat
exchanger is shown between the collector and storage tank, allowing the use of antifreeze

Figure 13.2.4 Detailed schematic of a liquid-based solar heating system: P, pump; C, controller;
T, temperature sensor; B, blower.
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Table 13.2.2 Typical Design Parameter Ranges for
Liquid Solar Heating Systems

Collector flow rate 0.010 − 0.020 kg/m2 s
Collector slope (φ + 15◦

) ± 15◦

Collector azimuth 0◦ ± 15◦

Collector heat exchanger F ′
R/FR > 0.9

Storage capacity 50 − 100 liters/m2

Load heat exchanger 1 < εLCmin/(UA)h < 5
Water preheat tank capacity 1.5 × conventional heater

solutions in the collector. Relief valves are shown for dumping excess energy should the
collector run at excessive temperatures. A load heat exchanger is shown to transfer energy
from the tank to the heated spaces. Means of extracting energy for service hot water are
indicated. Auxiliary energy for heating is added so as to top off that available from the
solar energy system. (This system is the basis of the liquid system design method discussed
in Chapter 20.) Typical design parameter values for systems of this type are shown in
Table 13.2.2.

The load heat exchanger, the exchanger for transferring solar heat from the storage tank
to the air in the building, must be adequately designed to avoid excessive temperature drop
and corresponding increase in tank and collector temperatures. The parameter describing
the exchanger is εLCmin/(UA)h, where εL is the effectiveness of the exchanger, Cmin is the
lower of the two fluid capacitance rates (mass flow rate times specific heat of the fluid) in
the heat exchanger (usually that of the air), and (UA)h is the building overall energy loss
coefficient–area product.

An alternative to the use of antifreeze loops to transfer heat from the collector is a
drain-back (or drain-down) system. This method of freeze protection was used in MIT
House IV.

Advantages of liquid heating systems include high collector FR , smaller storage
volume, and relatively easy adaptation to supply of energy to absorption air conditioners.

Use of water also involves problems. Freezing of collectors must be avoided, as
outlined in Chapter 12 for water heaters. Solar heating systems using liquids will operate
at lower water temperatures than conventional hydronic systems and will require more
baseboard heater area (or other heat transfer surface) to transfer heat into the building.
In spring and fall, solar heaters will operate at excessively high temperatures, and means
must be provided to vent energy to avoid pressure build-up and boiling. Care must also be
exercised to avoid corrosion problems.

It is useful to consider solar systems as having four basic modes of operation,
depending on the conditions that exist in the system at a particular time:

A. If solar energy is available and heat is not needed in the building, energy gain from
the collector is added to storage.

B. If solar energy is available and heat is needed in the building, energy gain from
the collector is used to supply the building need.
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C. If solar energy is not available, heat is needed in the building, and the storage unit
has stored energy in it, the stored energy is used to supply the building need.

D. If solar energy is not available, heat is needed in the building, and the storage unit
has been depleted, auxiliary energy is used to supply the building need.

Note that there is a fifth situation that will exist in practical systems. The storage unit
is fully heated, there are no loads to be met, and the collector is absorbing radiation. Under
these circumstances, there is no way to use or store the collected energy and this energy
must be discarded. This can happen through operation of pressure relief valves or other
energy-dumping mechanisms, or if the flow of fluid is turned off, the collector temperature
will rise until the absorbed energy is dissipated by thermal losses.

Additional operational modes may also be provided, for example, to provide service
hot water. It is possible with many systems to combine modes, that is, to operate in more
than one mode at a time. Many systems do not allow direct heating from collector to
building but transfer heat from collector to storage whenever possible and from storage to
load whenever needed.

To illustrate the system configurations, modes of operation, and designs of air and
water systems, the following sections describe the design and performance of residential-
scale installations. These systems were carefully engineered, and their performance has
been measured and the results documented. The buildings and systems are the Colorado
State University (CSU) House III drain-back liquid system and the CSU House II air
system. Three houses with varying architectural treatment, CSU House II, MIT House IV,
and the Löf Denver residence, are shown in Figure 13.2.5.

13.3 CSU HOUSE III FLAT-PLATE LIQUID SYSTEM

The CSU solar houses at Ft. Collins, Colorado, are residential-scale buildings that are
used as offices and laboratories. The thermal loads on the buildings, for heating and
air conditioning, are representative of those of conventional, well-built three-bedroom
residences. The buildings serve as ‘‘test beds’’ for development of solar heating and air
conditioning systems. Each system that is installed on one of the three houses is operated
for at least a heating (and/or cooling) season, and its performance is carefully monitored.
In this and the following section the results of two of these operations are described. The
systems described here may be more carefully designed, built, and operated than most
domestic systems, and their performance may be somewhat better than can be expected
of many commercial systems. However, their performance represents achievable goals for
commercial systems.

House III is a two-story frame building with a floor area of about 130 m2 per floor.
The estimated (UA)h of the building is 420 W/

◦C, including an infiltration rate of one air
change per hour. The 48.7 m2 of collectors are mounted on a south-facing roof at a slope of
45◦. Thermal energy storage is in a 4500-liter horizontal, insulated water tank on the lower
level. The water heating subsystem includes a double-walled heat exchanger between the
main storage tank and the 300-liter hot-water tank. Auxiliary energy for building heating is
supplied in parallel with the solar heat by an air-to-air heat pump (which as far as the solar
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Figure 13.2.5 Three solar heated buildings: (a) Denver House; (b) MIT House IV (Courtesy of
H. C. Hottel); (c) CSU House II (Courtesy of Colorado State University).

operation is concerned is the equivalent of a furnace). A schematic of the system is shown
in Figure 13.3.1. The building, the system, and its operation are described by Karaki et al.
(1984). (The system also included an absorption air conditioner for summer cooling; this
will be noted in Chapter 15.)

The collectors are Revere double-glazed, flat-plate collectors with tempered glass
covers, copper absorber plates, and black chrome selective surfaces; FR(τα)n = 0.71
and FRUL = 4.2 W/m2 ◦C. When the collector circulation pump is not operating, the
collectors drain back into the main storage tank. Piping and manifolds are designed to be
large enough so that the water in the collectors will drain completely on shutdown.

The storage tank is fitted with stratification manifolds on the inlet pipes from both
collector and load. These are shown schematically in Figure 8.4.2. Water enters the inlet
chamber horizontally, and momentum is dissipated radially in the chamber. The water then
flows up or down in the perforated pipe to the region where its density matches that of the
water in the tank. Temperatures at several levels in the tank and collector inlet and outlet
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Figure 13.3.1 Schematic of the CSU House III heating system. From Karaki et al. (1984).

temperatures are shown in Figure 13.3.2 for two flow rates. At both rates, the temperatures
in the top and bottom of the tank are close to the collector inlet and outlet temperatures,
indicating that the stratification obtained is close to the maximum possible.

The performance of the building heating system for a season is shown in Figure 13.3.3.
During this time the solar heating system met 80% of the space-heating load on the
building. (The solar contribution in March was reduced when the tank was drained and
refilled for experiments on effects of collector flow rate.) The performance of the system
for water heating is shown in Figure 13.3.4 for the same months; the fraction of the water
heating loads carried by solar was 0.36. (The March contribution was again reduced by
experimentation. Summer operation of the water heating system, when the tank was at
higher temperatures for air conditioning, resulted in solar contributions of 90 to 100%.)

A cumulative performance plot for the heating season showing total loads (in MJ) and
solar contributions to meeting the loads is shown in Figure 13.3.5.

13.4 CSU HOUSE II AIR SYSTEM

An experiment on CSU House II used an air system with conventional air heating
collectors and a nearly cubic pebble bed energy store. The system configuration is shown in
Figure 13.4.1 and is essentially the same as is shown in Figure 13.2.2. The house is nearly
identical in appearance to CSU House III, as shown in Figure 13.2.5. The system as it was
installed and operated in 1977 to 1978 is described, and its performance is summarized by
Ward et al. (1977) and Karaki et al. (1977, 1978). (Since 1978, the building has been used
for other system experiments.)

The building serves as an office and laboratory and has 130 m2 floor area on the first
floor and an equal area on a basement level. The collectors in the experiment were site
built and were similar in design to air collectors available on the commercial market. They
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Figure 13.3.2 Temperatures in and out of the collector and at several levels in the storage tank in
CSU House III at collector flow rates of (a) 0.0034 kg/m2 s and (b) 0.0086 kg/m2 s. From Karaki
et al. (1984).

occupied an area of 68.4 m2 on the south roof and had 64.1 m2 net collector area. The
storage unit contained 10.2 m3 of pebbles 20 to 40mm in diameter. The auxiliary energy
source was a gas-fired duct furnace. Domestic water preheat was obtained by an air-to-
water heat exchanger; the preheat tank capacity was 300 liters. The system configuration
required only one blower for the heating operation; it had a second blower for providing
heated air to the hot-water subsystem in the summer.
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Figure 13.3.3 Monthly performance of the CSU House III flat-plate space heating system. March
performance was reduced by experiments. From Karaki et al. (1984).

Figure 13.3.4 Monthly water heating performance of the CSU House III system. Adapted from
Karaki et al. (1984).

Figure 13.3.5 Measured cumulative performance of the CSU House III system.
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Figure 13.4.1 Schematic of the system in CSU House II. From Karaki et al. (1977).

Controls on the collector loop during the heating season were based on temperature
measurements in the top of the collectors and the bottom of the storage unit; when the
difference of these two exceeded 11◦C, the blower was turned on, and it remained on until
the difference dropped to 0.6◦C. The solar-heated air went to the building when heat was
needed; otherwise it went to storage. A thermostat in the building sensed when the rooms
needed heat and positioned the dampers to obtain heat from the collector (if available)
or storage. If room temperature dropped 1.1◦C below the control point, a second-stage
contact was made and the auxiliary gas duct heater was turned on.

The house and its heating system were extensively instrumented, and data for most of
the winter of 1976 to 1977 (except for some days when instrumentation was not operable)
are shown in Table 13.4.1. For this heating season, the solar heating system carried 72%
of the heating and domestic hot-water (DHW) loads. The parasitic power for operation
of the solar energy system was 7.4% of the delivered solar energy for space and water
heating, resulting in a coefficient of performance (COP), the ratio of solar energy delivered
to electrical energy to operate the system, of 13.5 for the heating season.



13.5 Heating System Parametric Study 517

Table 13.4.1 Thermal Performance Data for Solar House IIa

1976 1977

Nov
24 days

Dec
10 days

Jan
26 days

Feb
20 days

Mar
27 days

Apr
18 days

Collector (MJ/m2 day)
Total solar insolation 13.5 15.8 15.1 15.6 17.7 14.2
Solar insolation while collecting 11.2 13.8 12.9 13.6 15.6 12.2
Heat collected 3.1 4.9 4.6 4.7 5.0 3.7

Efficiency, %
Based on total solar insolation 23 31 30 30 28 26
Based on insolation while collecting 28 36 36 35 32 30

Total energy required (MJ/day)
Space 311.6 323.2 432.9 319.9 319.0 192.3
DHW 40.6 52.3 73.0 82.9 75.4 62.8
Total 352.2 375.5 505.9 402.8 394.4 255.1

Solar contribution (MJ/day)
Space 198.7 257.5 231.4 239.6 245.8 166.1
DHW 21.3 30.8 63.5 75.4 67.4 51.8
Total 220.0 288.5 294.9 315.0 313.2 217.9

Solar fraction
Space 0.64 0.80 0.53 0.75 0.77 0.86
DHW 0.52 0.59 0.87 0.91 0.89 0.82
Total 0.62 0.77 0.58 0.78 0.79 0.85

aFrom Karaki et al. (1977).

13.5 HEATING SYSTEM PARAMETRIC STUDY

In the preceding sections we discussed the design and measured performance of two
solar heating systems. Of necessity, each of these systems was of fixed design and
was operated and monitored in the particular weather sequence experienced during the
operation. Simulations and design procedures,1 on the other hand, offer the opportunity
to determine the effects of changes in system configuration and design parameters and
changes in climate on annual performance. In this section, computed performance is used
to illustrate the effects of collector area and storage capacity on monthly and annual solar
fractions. The meteorological data used are hourly data for a Madison design year, as
defined by Klein et al. (1976).

The system in this simulation is similar to that in Figure 13.2.2 and is shown in
Figure 13.5.1. It is to provide space heating and hot water for a well-insulated residence
of 150 m2 floor area. Internal heat generation, infiltration, and capacitance of the building
are considered. The hot-water demand is 300 liters per day, assumed distributed through
the day according to the load profile shown in Figure 9.2, with water entering at 11◦C and
supplied to the building at 55◦C.

1As described in Chapters 19, 20, and 21.
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Figure 13.5.1 Schematic of the air system simulated in the Madison simulation example. Details
of blowers, pumps, etc., are not shown.

The collectors are air heaters of design similar to that in Figure 6.14.1(b), with
FR(τα) = 0.62. The FRUL is assumed fixed at 3.38 W/m2 ◦C, and airflow rate to
collectors is 0.0125 kg/m2 s. Collector areas of 10, 30, 55, and 105 m2 were used in
the simulations. The collector slope is 58◦ and surface azimuth angle is zero. Ground
reflectance is assumed to be 0.2 at all times.

The pebble bed is sized so that its volume is at a fixed ratio to the collector area of
0.25 m3/m2. The bulk density of the pebble bed is 1600 kg/m3, and the specific heat of the
pebbles is 840 J/kg◦C. The loss coefficient of the pebble bed is 0.5 W/m2◦C, and losses
from the bed are to a 20◦C environment. To show the effects of relative pebble bed size,
simulations were done at 25, 50, and 200% of the nominal size for collector areas of 30
and 55 m2.

The auxiliary heater has a maximum capacity of 13.9 kW. The heating system is
controlled by a two-stage thermostat which is designed to keep the building near 20◦C.
When heat is needed, solar heat is called first. If that will not hold the temperature, the
solar heating system is turned off and the auxiliary is turned on. These control modes are
indicated in Figure 13.5.2. In summer (June, July, and August), the pebble bed is bypassed
so that heat is supplied only to the hot-water preheat tank, and the collector fan operates
when the preheat tank is below its control temperature and the collector can deliver energy.
The volume of the water preheat tank is 0.35 m3, and its loss coefficient is 0.5 W/m2 ◦C.

Figure 13.5.3 shows the annual solar fraction F as a function of the collector area
for the normal storage volume–collector area ratio and also shows points for larger and
smaller storage capacities for the 30 and 55 m2 collector areas. This is a typical F -versus-
Ac curve for house heating, in that the slope is substantially higher at small collector areas
than at large collector areas. The large collectors are oversized a greater part of the year
than are the small collectors. Thus an increment in collector area produces more useful
energy at small collector areas than at large areas. The effects of change of storage size are
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Figure 13.5.2 The control logic used in the Madison simulations. In addition to the functions
shown, it is a requirement that the solar energy system must be able to supply air at a temperature
above 30◦C. If it cannot, it is off regardless of the room temperature.

Figure 13.5.3 Solar fraction F as a function
of collector area for the Madison simulations.
The circled points and curves are for the normal
storage size of 0.25 m3 of storage per square
meter of collector. The triangles show the effect
of increasing storage size to 0.50 m3/m2, and the
dots show the effects of decreasing it to 0.125
and 0.063 m3/m2.

small for the 30-m2 collector, as for much of the year the bottom of the bed is at a higher
average temperature, resulting in increased air temperature to the collector.

Figure 13.5.4(a) shows the monthly fraction of loads carried by solar for the four
collector areas for the normal storage volume–collector area ratio. All of these systems
will carry most of the summer hot-water loads. (There are a few times during the design
year when auxiliary heat is used to supply hot water during prolonged cloudy periods, and
storage capacity limits solar fractions to less than unity.) The largest system meets 95% or
more of the loads through nine months, while the smaller systems meet relatively small
fractions of the monthly loads in midwinter.
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Figure 13.5.4 Data for four collector areas from the Madison simulations: (a) monthly fraction of
loads carried by solar energy; (b) monthly system efficiencies.

Figure 13.5.4(b) shows essentially the same information but is in terms of the monthly
efficiencies of the system for the four areas. System efficiency is defined here as the total
useful solar energy delivered to the building for the month divided by the total energy
incident on the collector in the month. Annual efficiencies ηa are also indicated for the
four collector areas. It is clear that the efficiencies of this collector can vary over a very
wide range, depending on the relative magnitudes of loads and insolation. (Variations of
instantaneous efficiencies are greater than those shown for months.) The larger collectors
are oversized for longer periods of the year and operate at higher temperatures and lower
efficiencies.

Figure 13.5.5 indicates the cumulative energy quantities, starting from zero at the
beginning of the heating season, for the 55-m2 system with normal storage capacity. It
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Figure 13.5.5 Cumulative loads and solar contributions for the 55-m2 collector area and 0.25 m3

of storage per square meter of collector of Madison simulations.

Table 13.5.1 Annual Energy Quantities for the Madison Simulations

Collector
Area
(m2)

Storage
Volume
(m2)

Solar Energy to
Space Heating

(GJ)

Solar Energy
to Hot Water

(GJ)

Total Heating
Hot-Water Loadsa

(GJ) F

10 2.50 11.1 10.7 86.9 0.25
30 7.50 32.7 14.5 89.3 0.53
55 13.75 51.7 15.9 91.2 0.74
105 26.25 68.3 16.9 92.7 0.92

aThe loads are to some degree a function of system size, as larger systems keep the building at slightly higher
mean temperatures.

indicates the cumulative total loads and the heating and hot-water loads met by solar
through the year.

The cumulative energy quantities are summarized in Table 13.5.1. These are used in
the discussion of economics of solar heating (see Section 13.10).

13.6 SOLAR ENERGY–HEAT PUMP SYSTEMS

Heat pumps use mechanical energy to transfer thermal energy from a source at a lower
temperature to a sink at a higher temperature. Electrically driven heat pump heating systems
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have attracted wide interest as an alternative to electric resistance heating or expensive
fuels. They have two advantages: a COP (ratio of heating capacity to electrical input)
greater than unity for heating, which saves on purchase of energy, and usefulness for air
conditioning in the summer. Heat pumps may use air or water sources for energy, and
dual-source machines are under development that can use either.

Yanagimachi (1958, 1964) and Bliss (1964) built and operated heating and cooling
systems that use uncovered collectors as daytime collectors and nighttime radiators, ‘‘hot’’-
and ‘‘cold’’-water storage tanks to supply heating or cooling to the buildings, and heat
pumps to assure maintenance of adequate temperature differences between the two tanks.
The Yanagimachi system was applied to several houses in the Tokyo area, and the Bliss
system was used on a laboratory in Tucson, Arizona.

Heat pumps have been studied by Jordan and Threlkeld (1954) and by an AEIC-EEI
Heat Pump Committee (1956). An office building in Albuquerque was heated and cooled
by a collector–heat pump system (Bridgers et al., 1957a,b). More recent systems have
been built on residential buildings (e.g., Converse, 1976; Kuharich, 1976; Terrell, 1979).

A schematic of an air-to-air heat pump is shown in Figure 13.6.1 operating in the
heating mode. The most common types in small sizes are air-to-air units. For a discussion
of the design and operation of heat pumps, see, for example, ASHRAE (1976). Typical
operation characteristics of a residential-scale heat pump are shown in Figure 13.6.2.
As ambient air temperature (the evaporator fluid inlet temperature) increases, the COP
increases, as does the capacity. As the air temperature drops, frost can form on the
evaporator coils, which adds heat transfer resistance and blocks airflow. Brief operation
of the heat pump in the cooling mode removes the frost (a defrost cycle) and causes the
irregularity shown in the capacity and COP curves. Figure 13.6.2 also shows a typical
building heating requirement curve, which crosses the capacity curve at the balance point
(BP). At ambient temperatures below this point a heat pump will have inadequate capacity

Figure 13.6.1 Schematic of a reversible heat pump system shown operating as a space heater.
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Figure 13.6.2 Operating characteristics of a typical residential-scale air-to-air heat pump as a
function of ambient air temperatures for delivery of energy to a building at 20◦C.

to heat the building, and the difference must be supplied by a supplemental source (often
an electric resistance heater). At ambient temperatures above the balance point, the heat
pump has excess capacity.

Several configurations of solar energy–heat pump systems are possible. Schematics
of the energy flows of the most important of these are shown in Figure 13.6.3. Part (a)
shows a parallel configuration, with the heat pump serving as an independent auxiliary
source for the solar energy system, and (b) shows a series configuration with the heat pump
evaporator supplied with energy from the solar energy system. It indicates that energy from
the collector can be supplied directly to the building if the tank is hot enough. It also shows
that such a system can be a dual-source configuration where the heat pump evaporator
is supplied with energy either from the solar-heated tank or from another source (usually
ambient air).

The performance of collectors is best at low temperatures, and the performance of heat
pumps is best at high evaporator temperatures. This combination leads to consideration of
series systems in which the evaporator of the heat pump is supplied with energy from the
solar system. These systems are arranged and controlled so that solar heat can be added to
the building directly from the storage unit when the storage temperature is high enough.
Systems of this type typically use liquid collectors and water tank and a water-to-air
heat pump.

In a dual-source system, the heat pump evaporator is supplied with energy either from
the storage unit (often a liquid system) or from ambient air (or water source if another is
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Figure 13.6.3 (a) Schematic of energy flows in a parallel system. (b) Schematic of energy flow in
series and dual-source solar energy–heat pump systems. In either case, an additional and independent
auxiliary source (such as electric resistance heating) may have to be provided.

available). Solar energy can be supplied directly to the building. Controls can be arranged
to select the source leading to the best heat pump COP, that is, the higher of the two
source temperatures (although other control strategies may lead to better long-term system
performance). An alternative design would use an air solar heating system and an air-to-air
heat pump. The evaporator could be supplied from either ambient air or solar-heated air.

A parallel system could include either an air-based or a liquid-based solar energy
system and an air-to-air heat pump. From the solar process point of view, the operation
of this system is the same as a conventional solar heating system, but with the heat pump
supplying the auxiliary energy.2

An integrated overall energy balance for a heat pump–solar energy heating system
over a long time period includesQs , the energy supplied by the collector and tank;Qair, the
energy extracted from the source (air or water) by the heat pump; WE , the electric energy
used to operate the heat pump; and QA, the auxiliary energy needed to assure meeting the
total heating load L. In equation form

Qs + Qair + WE + QA = L (13.6.1)

A useful index of system performance of these systems is the ratio of ‘‘nonpurchased’’
energy to the total load, F ′:

F ′ = Qs + Qair

L
(13.6.2)

This fraction is analogous to the solar fraction F defined for conventional solar heating
systems.

Simulation studies have been used to compare these systems. Marvin and Mumma
(1976) studied air systems of four configurations. Karman et al. (1976) considered two air

2Design of parallel heat pump systems is discussed in Section 20.7.
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systems and a dual-source system and included simulations in Madison and Albuquerque
climates. Hatheway and Converse (1981) simulated several system configurations and
compared their thermal performance and economics in the Vermont climate and concluded
that the best combination of solar and heat pump is in a parallel configuration. Mitchell
et al. (1978) have computed the performance of series, dual-source, and parallel systems
and a standard liquid solar heating system of the type of Figure 13.6.3(b) using Madison
meteorological data. In this study, the heat pump was modeled using the published
performance data of a typical recent model commercial heat pump. The simulations were
done using TRNSYS. Figure 13.6.4 summarizes the results for Madison, showing F ′ as
a function of collector area for a typical residential-type building. Figure 13.6.5 shows
comparative information for a collector area of 30 m2 for each of the three combined
systems and the conventional solar and heat-pump-only systems.

The results of these simulations show that with the same collector the parallel system
is substantially better than the series system and slightly better than the dual-source system
in all collector sizes, in that it delivers a greater fraction of the loads from non- purchased
sources. This arises because the heat pumps in the series and dual-source systems must
operate to deliver all solar energy stored below 20◦C. The extra electrical energy required
to deliver this energy more than compensated for the combined advantages of higher
collector efficiency and higher heat pump COP. The temperature of storage in the series

Figure 13.6.4 The Fraction of energy from nonpurchased sources, F ′, for series, parallel, dual-
source, heat-pump-only, and standard solar energy systems as function of collector area based on
simulations of the systems on a residential building in the Madison climate. From Freeman et al.
(1979).



526 Building Heating: Active

Figure 13.6.5 Sources of energy used for heating under the same circumstances at those of
Figure 13.6.4. Collector areas are 30 m2 for the solar energy systems. From Freeman et al. (1979).

system (and in the dual-source system) in these simulations is rarely high enough to permit
direct solar heating.

The simulations described by Mitchell et al. (1978) were done with the same collector
for each of the system configurations. The series collector will run cooler for part of
the time than will the collector for the parallel or dual-source system. Thus there is
the possibility that less expensive collectors will be adequate for the series system. An
economic comparison must be made which takes into account the collector operating
temperature ranges for each of the systems.

The combined height of the left bars of Figure 13.6.5 for each of the systems is
F ′. The systems are arranged from left to right in order of decreasing F ′ or increasing
purchased energy. The data for the series and dual-source heat pump systems show higher
solar energy contribution, as is to be expected with reduced collector temperature, but they
also show higher purchased energy. The yearly computed COP for the heat pumps for
the parallel, dual-source, series, and heat-pump-only systems were 2.0, 2.5, 2.8, and 2.1,
indicating that the series system heat pump with the solar source has the highest mean
evaporator temperature and the highest annual COP.

Increasing the COP of a heat pump in a series system configuration does not lead to
substantial reduction of collector area. If a load of a specified size is to be met, the energy
comes from either the solar-heated tank or the (electrical) input to the heat pump. Assuming
that the electrical input is not a large fraction of the total, doubling or halving it will have
little impact on the amount of energy to be delivered from the solar-heated tank. [Thus if an
annual load is 100 GJ and 10 GJ of electrical energy is required to operate the heat pump,
doubling of the annual COP will (approximately) halve the electrical energy requirements
and add about 5% to the energy that must come from the solar energy system.]

Mitchell et al. (1978) have explored systemdesign variables including storage size, heat
pump characteristics, and reduced minimum tank temperatures (i.e., antifreeze solutions in
the storage tank) and found no significant changes in the results of the simulations. Marvin
and Mumma (1976) also concluded that parallel operation led to best thermal performance.
Many experimental systems in the series configuration have been installed, and based on
economic considerations there may be circumstances for which series systems would be
better than parallel systems.
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Heat pumps are capital intensive, as are solar energy systems. Consideration of the
economics of solar energy–heat pump systems indicates that it may be difficult to justify
the investment in a heat pump to improve solar energy system performance unless the cost
of the heat pump can be justified on the basis of its use for air conditioning or unless the
use of the heat pump would reduce collector costs to a small fraction of their present levels.

13.7 PHASE CHANGE STORAGE SYSTEMS

Phase change energy storagematerials, methods, and problems were reviewed in Chapter 8,
and a model developed by Morrison and Abdel-Khalik (1978) for a phase change energy
storage unit was presented. This section reviews the results of the use of this model in
simulation studies of solar heating systems to evaluate the possible impact of successful
development of a phase change storage unit on heating system performance.

A number of buildings have been built using phase change storage. Telkes and
Raymond (1949) described a solar house constructed at Dover, Massachusetts, that
utilized vertical south-facing air heating collectors and energy storage in Glauber’s salt,
Na2SO4 · 10H2O, contained in 5-gal drums. The system was designed to have five days
storage capacity and to carry the total heating load by solar energy. No data are available
on its operation, which was terminated after a few years. Solar One, an experimental house
at the University of Delaware (Boer, 1973; Telkes, 1975), used phase change storage
units for energy storage at two temperature levels in a solar energy–heat pump system.
Boer (1973) reported the use of Glauber’s salt in drums in a storage wall. MIT House V
uses phase change materials in thin layers in the ceiling of the passively heated structure
(Johnson, 1977).

Morrison and Abdel-Khalik (1978), in a simulation study of effects of use of phase
change storage on solar heating system performance, postulated an idealized phase change
operation (free of superheating, supercooling, and property degradation), developedmodels
for phase change storage units for incorporation in simulations of liquid and air heating
systems, and made comparative simulation studies of several systems. Their infinite NTU
model of the storage unit is outlined in Section 8.8. The phase change material properties
used were those of Glauber’s salt and P116 wax; the properties of materials are indicated in
Table 13.7.1.Meteorological data forMadison,Wisconsin, andAlbuquerque, NewMexico,
were used.

Typical results of this study are shown in Figure 13.7.1(a) for air systems in
Albuquerque. The air systems are the same configuration as that of Figure 13.2.2 using
either the pebble bed or the phase change storage unit. The model of the phase change
storage allows for flow reversal and temperature stratification in the bed in a manner
similar to that of the pebble bed. The figure shows the annual fraction of heating loads
carried by solar energy for a residential building for collector area of 50 m2 as a function
of storage volume. For the idealized phase change units, these data show that the same
thermal performance is obtained with smaller volumes of the phase change materials than
with pebble beds or water tanks and that the annual performance of systems with any of
the three storage media is nearly the same as long as the volume of the storage media is
above the ‘‘knee’’ of the curve. Similar results were obtained at other collector areas and
with collectors having two different heat loss coefficients.
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Table 13.7.1 Properties of Phase Change Storage Media and Rocka

Property Paraffin Wax Na2SO4 · 10H2O Rock

Cps, J/kg
◦C 2890 1920 840

Cpl, J/kg
◦C b 3260

ks,W/m ◦C 0.138 0.514 0.125

kl,W/m ◦C b c

T ∗, ◦C 46.7 32

λ,MJ/kg 0.209 0.251

ρs, kg/m
3 786 1460 1600

ρl, kg/m
3 — 1330

aFrom Morrison and Abdel-Khalik (1978).
bAssumed equal to value for the solid phase.
cAssumed to be 0.475 W/m ◦C, the value for liquid Na2HPO4 · 12H2O

Figure 13.7.1(b) shows results of similar computations for liquid systems in Madison.
The basic system configuration in these simulations was that shown in Figure 13.2.4, with
storage in either water in the tank or a phase change unit. These simulation results indicate
that the system with the idealized Na2SO4 · 10H2O store is better than that with the wax
storage medium. The same general conclusions can be reached as for air systems, that
is, the annual performance of heating systems using idealized phase change storage is
nearly the same as that with sensible heat storage but the storage volumes are significantly
smaller.

In all of these systems, the phase change material operates in sensible heat modes as
a solid part of the time, as a liquid part of the time, and in a combined phase change and
sensible heat mode part of the time. Systems carrying larger fractions of annual loads by
solar tend to operate as liquid phase sensible heat stores larger fractions of the time.

These results, based on ideal phase change storage characteristics, represent upper
bounds to the performance of heating systems using Glauber’s salt or P116 wax. Any
change from the ideal can be expected to result in a greater proportion of the operation
being in sensible heat modes and a reduction in effective storage capacity. This will lead
to a small reduction in annual system output if the storage capacity is very large. If the
storage volume is at or near the knee in the curve, deviations from idealized phase change
behavior may cause large reductions in annual system output.

Jurinak and Abdel-Khalik (1978) have used the same phase change storage model and
idealized behavior and explored the possibilities of improvements in system performance
on changing the melting point, latent heat, and melting point range (of mixes of wax-type
materials). They found that ‘‘fine tuning’’ of the properties of the materials did not lead
to significant increases in long-term system performance. In another paper (1979) they
developed the concept of an effective heat capacity of phase change material, as indicated
in Section 8.8. This concept permits use of quick design procedures3 to estimate the
performance of systems with phase change storage.

3See Chapters 20 to 22.
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(a)

(b)

Figure 13.7.1 Comparison of annual performance of (a) air systems with phase change or pebble
bed storage in Albuquerque and (b) liquid systems with phase change or water tank storage in
Madison. From Morrison and Abdel-Khalik (1978).

Successful application of phase change storage in solar heating depends on availability
of materials that can cycle thousands of times without significant degradation and which
can be packaged or handled without corrosion. The economic feasibility will depend on
what the phase change material costs, the expense of packaging it, and the value of the
space it saves in the building.
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13.8 SEASONAL ENERGY STORAGE SYSTEMS

Early studies of the possibility of storing summer solar energy for use in the winter
centered on systems for single residential-scale buildings. One of the first was that of
Speyer (1959), who concluded that increasing storage capacity to high levels results in
reduction of collector area requirements but that the cost of seasonal storage was not
justified in terms of increased annual output of the system. Similar conclusions have
been reached by others, and most solar heating studies have concerned storage capacities
equivalent to approximately one to three days design heating loads of the building. A more
optimistic view of long-term storage and a method of estimating heat losses from tanks to
ground are provided by Hooper and Attwater (1977).4

Another approach to seasonal storage is to consider larger systems with storage
capacity orders of magnitude more than those for single residential-scale buildings. In
these systems, which are designed to provide heat for communities (i.e., district heating
systems), the losses from storage are reduced by the fact that the area for heat loss goes up
roughly as the square of the linear dimension of the store, and its capacity goes up roughly
as the cube of the linear dimension. Considerable work has been done on these systems,
largely in Europe and particularly in Sweden; the prospects for diurnal heating systems
(with ‘‘overnight’’ storage) in northern latitudes with short winter days do not appear
promising. As pointed out by Bankston (1988) in a review of central solar heating plants,
such systems should have low storage losses because of the large storage size, should
benefit from reduced costs of large-scale installations, would allow supply of solar energy
to buildings with limited solar access, and operation and maintenance of the plants would
be the responsibility of paid staff rather than the individual building occupants. Most of the
energy collection would occur when ambient temperatures are highest, so the collectors in
these systems should perform better than those in diurnal storage systems.

The system configurations for seasonal storage are basically the same as those for
short-term (overnight) storage, and most of them have been liquid systems such as that
of Figures 13.2.3 and 13.2.4. Some have been combined solar energy–heat pump systems
with the heat pumps in series with the tanks. The differences between the two types of
systems are in the relative and absolute sizes of the collectors and the storage systems. The
capacity of seasonal storage must be large enough to store most or all of the energy over
and above the summer loads that is collected. Thus the ratio of storage to collector area is
much higher for seasonal storage systems.

The plot of solar fraction versus water storage capacity shown in Figure 11.2.2 covers
the usual range of storage capacities considered in building heating. Figure 13.8.1, from
Braun (1980), is based on a similar analysis but shows four orders of magnitude variation
in water tank storage capacity. The simulations were done using Madison meteorological
data. System parameters (other than storage size) were like those of systems with ordinary
storage capacity (except that the tank is very heavily insulated). Three collector areas are
shown, which with liquid storage of 75 liters/m2 would deliver 39, 63, and 85% of the
annual loads by solar energy. The 50-m2 collector would supply 21% of the load with
no storage. To approach 100% heating by solar, the tank would be of the same order of
magnitude in size as the heated spaces. (This study was done with a simple model for heat

4A simplified design method for systems with long-term storage is shown in Example 21.3.1.
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Figure 13.8.1 Fraction by solar as a function of storage capacity for three collector areas for
example based on Madison meteorological data. Adapted from Braun (1980).

losses from storage; more refined models may show different magnitudes of the effects,
but the trends will be the same.)

The solar fraction increases sharply as storage is added until approximately 30 liters/m2

is reached. At this point the storage capacity is adequate to smooth out much of the diurnal
solar variation. As more capacity is added to provide more than a day’s storage, a gradual
increase in solar fraction is noted. As the storage capacity increases by two orders of
magnitude, a second knee in the curve appears as the capacity becomes adequate for
seasonal storage (i.e., energy collected in the summer can be used in the winter). A similar
relationship with two knees in the curve would be observed for community-scale systems.

As the solar fraction approaches unity in a system with seasonal storage (and, for that
matter, in any solar energy system), year-to-year variation in weather must be considered.
The 50-m2 system shown at point X in the upper right-hand corner of Figure 13.8.1 was
simulated for 21 years, with the results shown in Figure 13.8.2. Useful gain from the

Figure 13.8.2 Year-to-year variation of performance of the 50-m2 system with a storage capacity
of 5500 liters/m2. From Braum (1980).
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collector Qu, losses from storage Qst, load L, and energy supplied by solar LS are shown
as integrated quantities for each year. The difference between L and LS must be supplied
from an auxiliary source. In four of these years very little auxiliary energy was required,
and in other years substantial amounts were required. Again, similar considerations hold
for community-scale systems. Dalenbäck and Jilar (1987) have concluded that community-
scale seasonal storage systems will probably be most economical at solar fractions of
about 0.7.

Figure 13.8.3 shows the solar fraction as a function of collector area for a ‘‘normal’’
storage capacity, for very large storage capacity, and for no storage. For large storage,
annual output is limited by collector area and is nearly proportional to collector area until
the solar fraction approaches unity. The difference between the two curves at constant area
is the possible improvement in annual system performance (�F ) that can be achieved
by addition of large storage capacity. At constant solar fraction, the difference in the two
curves (�Ac) represents the increment in area that can be saved by going to very large
storage capacity. If no storage is provided, there is very little gain on increasing collector
area beyond 50 m2. (The examples shown in these figures were calculated assuming no
building capacitance. At low storage capacity, including building capacitance has the effect
of adding some storage.5)

Methods for seasonal storage for community-scale applications were outlined in
Section 8.7. Reviews of characteristics of 26 seasonal storage projects and experiments
that have been built and operated are provided in publications of the International Energy
Agency (IEA) (e.g., Dalenbäck, 1989) and by Bankston (1988). Characteristics of five of
these are summarized in Table 13.8.1.

Figure 13.8.3 Fraction by solar versus collector area for system with very large storage, standard
storage of 75 liters/m2, and no storage. Adapted from Braun (1980).

5See Chapter 22.
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Table 13.8.1 Characteristics of Seasonal Storage Solar Heating Systemsa

Finland France Netherlands Sweden Sweden

Location Kerava, Aulnay-Sous-Boi, Groningen, Ingelstad, Lyckebo,
60◦ N 49◦ N 53◦ N 57◦ N 60◦ N

Year built 1983 1983 1984 1979 1983
Load 44 residences, 225 residences, 96 residences, 52 residences, 550 residences,

1980 GJ 8900 GJ 4300 GJ 3380 GJ 25200 GJ
Delivery temperature, ◦C
Maximum 60 50 43 80 70
Minimum 45 25 50 55

Collectors Area, (m2) Flat plate Unglazed flat plate Evacuated Evacuated Parabolic
1100 1275 2400 1300 4300

Storage Pit and duct/rock Aquifer Duct/clay Tank Rock cavern
Volume, m2 11,000 85,000 23,000 5000 100,000
Temperature range, ◦C 10–70 4–14 30–60 40–95 40–90
Capacity, GJ/yr 900 2500 2340 1080 19800
Annual η — 0.68 — 0.74

Heat pump Electric Electric
Capacity, kW electric 240 660
Annual COP 2.7 3.9

Solar 0.50 0.66 0.66 0.50 b

Contribution
Heat pump — 0.24

Other auxiliary — 0.10 0.34 0.50

aData are from Bankston (1988).
bPart of the collectors have been installed; the balance of energy added to the storage is electrical.

13.9 SOLAR AND OFF-PEAK ELECTRIC SYSTEMS

Auxiliary energy can be supplied to solar heating systems from supplies stored on site (oil
or LPG) or from utilities (gas or electricity). On-site storage poses no unique problems for
the distributors of oil or LPG. Supply of auxiliary energy by utilities, in contrast, could
cause significant peaking problems for electric utilities if a large number of solar-heated
buildings all call for energy during bad weather. A potential solution to this problem is
to supply electric auxiliary energy during off-peak periods and store the energy in the
building. (The same possible solutions apply to systems that are not solar, i.e., are all
electric.) Hughes et al. (1977) have studied off-peak electric options in air solar heating
systems; the results of that study are summarized here.

Three systems were considered. The first is a conventional air solar heating system
such as that shown in Figures 13.2.2 and 13.4.1; it requires delivery of auxiliary energy
whenever solar energy cannot meet the load. The second, shown in Figure 13.9.1(a), uses
an electric furnace to supply energy to a separate pebble bed storage unit. The auxiliary
storage subsystem acts as any other auxiliary if it is controlled so that at the end of each
off-peak period there is sufficient energy in the auxiliary store to meet the maximum
anticipated heating loads on the building until the next off-peak period. The solar heating
system should not be affected by the nature of the auxiliary energy supply if the combined
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Figure 13.9.1 Schematics of solar off-peak air systems with (a) two storage units and (b) a single
store. From Hughes et al. (1977).

operation is such that the collectors operate at the low input temperatures characteristic of
air systems.

The third system, shown in Figure 13.9.1(b), combines the storage of solar energy
and auxiliary energy in a single unit. During off-peak periods, electrical energy is added
to the pebble bed to assure having adequate energy stored in the bed to last until the next
off-peak period. Solar energy is also added to the bed as it is available from the collectors.
The pebble bed will operate at significantly higher temperatures with this system than with
the system with separate storage units, which leads to higher collector temperatures and
reduced collector performance. Stratification in the bed helps to diminish the elevation of
collector temperature, but the effect is significant for flat-plate collectors. Compared to the
two-store system, this system is mechanically simpler but suffers in performance.

The extent of this performance penalty depends on collector characteristics. Hughes
et al. (1977) showed that the penalties for evacuated-tube collectors with UL of about
0.8 W/m2 ◦Cwere substantially less than for flat-plate collectors withUL = 4.0 W/m2 ◦C;
the collectors with low UL are not nearly as sensitive to temperature as those with UL

representative of those of flat-plate air heaters.
The off-peak addition of energy to a pebble bed can be controlled by comparing the

average bed temperature to a set minimum average temperature which will assure that
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adequate heat supply is available until the next off-peak period. The minimum average
temperature may be fixed throughout the year or it may be varied to account for variable
anticipated loads throughout the year. Collector performance will be influenced by the
energy in storage, and there is an advantage in changing the minimum average temperature
from month to month. This advantage is a few percent with low-loss collectors but is
substantially larger with flat-plate collectors.

13.10 SOLAR SYSTEM OVERHEATING

System overheating will occur in solar-heated buildings in the summer or at other times
when, over a sufficiently long period of time, the energy use is smaller than the energy
delivered by the collectors. The storage tank will reach a maximum temperature (e.g.,
about 95◦C for a water tank) and a control system will turn off the circulating pump.
If precautions are not taken, the collectors will then reach their equilibrium (stagnation)
temperature typically on the order of 150 to 300◦C (see Section 6.58). At these temperatures
the pressure in the collector can be very high and most collector fluids either will have
been boiled off or far exceeded their maximum working temperature. Proper design of the
collector fluid circuits can alleviate overheating problems.

Hausner [Chapter 7.2 in Weiss (2003)] has reviewed design solutions either to avoid
boiling while the collectors remain full or to automatically empty the collectors. The most
effective method for control is to lay out the collector plumbing in such a way that the fluid
can easily return to an expansion tank. For example, if the collectors are arranged as shown
on the left side of Figure 13.10.1, the liquid will be trapped in the bottom of the collectors
and boiling will continue until all of the fluid is evaporated. Such a situation will result in
high system pressures. By rearranging the same collectors as shown on the right side of the
figure the fluid can easily drain. When the fluid boils, the bubbles will rise to the top and
the increased pressure will force the liquid into the expansion vessel, effectively emptying
the collectors without excessive temperatures and pressures.

The expansion vessel must be of sufficient size to hold all of the liquid in its expanded
state. Check valves must be appropriately placed to ensure that the hot fluid can enter the
expansion tank from both the filling and return leg. The pump must be placed so that the
suction side is in contact with liquid at all times.

Figure 13.10.1 Two collectors arranged with poor emptying behavior (left) and good emptying
behavior (right). Adapted from Weiss (2003).
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13.11 SOLAR HEATING ECONOMICS

The first major economic studies of solar heating by Tybout and Löf (1970) and Löf and
Tybout (1973) were based on constant annual savings without anticipation of changing
future costs. They devised a thermal model for a liquid-based solar heating system to
estimate annual thermal performance (based on one year’s meteorological data) and
developed a set of cost assumptions to calculate costs of delivered solar energy for houses
of two sizes in eight U.S. locations of differing climate types. Several system design
parameters were studied in addition to collector area to establish the range of optimum
values, including collector slope, number of covers, and heat storage capacity per unit
collector area. Their results (which are in general agreement with the conclusions of others)
can be summarized as follows:

A. The optimum tilt is in the range of the latitude plus 10◦ to the latitude plus 20◦, and
variation of 10◦ either way outside of this range, that is, from latitude to latitude
plus 30◦, has relatively little effect on the cost of delivered energy for heating.

B. The best number of (ordinary) glass covers with nonselective absorbers was found
to be two for all locations except those in the warmest and least severe climates,
that is, Miami and Phoenix, where one cover produces less expensive energy from
the solar heating system.

C. The best storage tank capacity per unit collector area was indicated to be in the
range of 50 to 75 liters/m2. Increasing the size of storage severalfold for fixed
collector size had relatively small effect on the cost of delivered solar energy or
on the fraction of total heating loads carried by solar.

The costs assumed by Löf and Tybout (approximately $20/m2 and $40/m2 of col
lector, installed) are unrealistically low in the light of current costs ($250/m2 to $700/m2 of
factory-built collector installed on new residential buildings). However, their conclusions
on collector orientation and storage capacity have been confirmed by others. The availability
of durable selective surfaces has led to wider applicability of one-cover collectors than
they predicted.

The solar process economic considerations noted in Chapter 11 apply directly to solar
heating. The costs of installed solar heating equipment (the first costs) include purchase
and installation of all collectors, storage units, pumps, blowers, controls, duct work, piping,
heat exchangers, and so on. Operating costs include costs of auxiliary energy, parasitic
power, insurance, maintenance, taxes, and so on. In the following discussions, as in
Chapter 11, first costs of solar heating systems are taken to be the incremental costs, that is,
the difference in cost between the solar heating system and a conventional heating system.

The basic method used in calculating the economics of solar heating is the P1, P2
life-cycle savings method described in Section 11.9. In this analysis there is a large number
of economic parameters that must be determined. This discussion shows how some of
these parameters affect the economic viability of active solar heating and is introduced by
a brief review of their nature and significance.

A primary economic consideration is the first cost of the solar heating system. The
installed costs of many systems are in the range of $250/m2 to $700/m2 of collector, with
fixed costs of the order of $1000 to $3000. (An important component in these costs which
must be borne by the purchaser is that of marketing, which can vary widely with the size
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of the system and the level of sales effort that is involved in getting it to the purchaser.)
Retrofit systems tend to be more expensive, particularly on large flat-roof buildings where
new structures must be provided for collector support. Some residential- scale systems cost
less if integrated into a building or constructed by the owner. If a system is well built, it
can have significant salvage or resale value, and if the major components are as durable as
the basic building, its value may appreciate.

Tax laws can have important impact on the first cost of solar heating (and other
solar processes). In the United States, tax incentives were enacted by Congress and by
the legislatures of several states; these subsidies had the effect of reducing the first cost
of systems. By 1990 most of these incentives expired. Since 2000 some states in the
United States and some countries are again providing incentives for the installation of solar
equipment.

The costs of energy delivered from fuel at the time of installation CF 1 are a second
important economic consideration. They are widely variable with time, location, type of
fuel, and efficiency of the fuel-burning system. In 1978 in the United States, some regulated
natural gas prices were at the low end of the scale with costs of delivered energy from
$2/GJ to $3/GJ. Typical costs of energy delivered from oil were $5/GJ to $8/GJ. The
LPG energy costs were higher than oil. In the years since then, prices have risen and
then fallen and risen again, driven primarily by the cost of imported crude oil. Some of
the most expensive energy is electricity, which when used in resistance heating in some
metropolitan areas costs more than $20/GJ. Energy costs to consumers at a particular time
from different sources have varied over an order of magnitude.

In the decade 1970 to 1980, most energy costs inflated at higher rates than the general
inflation rate, but from 1980 through 2000 energy costs followed general inflation. From
2000 through 2005 energy costs have risen faster than general inflation. Future fuel energy
costs will be dependent on gas and oil discoveries and on technological developments
related to fuel conversion and use. They will also be dependent on international political
developments, as many of the world’s industrialized nations are energy importers. Life-
cycle cost calculations require that projections be made of future energy costs. These
projections are uncertain and interject corresponding uncertainties into the life-cycle cost
analysis.

A third category of economic factors relates to costs of operation of systems. Insurance,
maintenance, and property taxes will probably increase with the general inflation rate.
Parasitic power in a well-designed system should be small in relation to other costs.
(A good system will have a coefficient of performance, the ratio of solar energy delivered
to parasitic energy used to drive pumps, controls, and so on, of 15 to 30.)

A fourth category of economic considerations relates to the costs of money and time
periods over which analyses are made. Interest rates and terms of initial mortgages or
building improvement loans both affect the life-cycle costs of the capital-intensive solar
energy systems. Time periods for economic analysis are sometimes selected as the period
of time over which it is expected the building will be occupied or owned, over the expected
lifetime of the equipment, or over the term of the loan used to purchase the equipment. In
general, longer periods of analysis will tend to improve life-cycle solar savings, although
costs or savings far in the future have relatively small impact on life- cycle costs when
discounted to present value. Life-cycle costs are sensitive to discount rates, with lower
discount rates generally improving life-cycle savings for solar or other energy-conserving
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Figure 13.11.1 Life-cycle solar savings for the Madison example with CA = $300/m2 and CE =
$1000 for present fuel costs of $4, $8, and $12/GJ, inflating at 0.10 (solid lines) and 0.15 (dashed
lines) per year.

and capital-intensive measures. Market discount rates are often taken as approximately 2%
more than the general inflation rate for individuals, approximately 4% more for established
businesses, and may be as high as 20% higher than general inflation rates for fast-growing
industries. Most industries have developed their own discount rates.

Examples of the solar savings to a homeowner are shown in Figure 13.11.1. The
configuration is the air system described in Section 13.5 on a well-insulated building
in Madison. The economic parameters assumed are term of analysis 20 years; term of
mortgage 20 years; mortgage interest rate 9.5% per year; down payment 20%; market
discount rate 9% per year; general inflation rate 7% per year; real estate taxes in first year
2% per year of system first cost; insurance, maintenance, and parasitic power in first year
2% per year of system first cost; and income tax bracket through the period of analysis
45%. The system is assumed to be durable and well built, having a resale value of 100%
of its first cost (i.e., it does not decline in value or appreciate as the building is expected to
appreciate).

First-year fuel costs are taken as $4/GJ, $8/GJ, and $12/GJ, and these are assumed to
inflate at rates of 10 and 15% per year. This covers a range of present costs and possible
inflation rates. Figure 13.11.1 is based on CA = $300/m2 and CE = $1000.

Several trends are clear from this figure. Higher present fuel costs and higher fuel
cost inflation rates lead to more favorable savings. As fuel costs or inflation rates rise, the
optimum collector area increases. The approximate locus of the maxima is shown. As the
optimum collector area increases, the range of areas over which positive savings can be
expected will also increase. In all cases the optima are broad and the selection of area is
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not critical. For example, from Figure 13.11.1 at CF 1 = $12/GJ and iF = 10% per year,
the optimum area is about 15 m2, any area between 10 and 25 m2 results in essentially the
same savings, and any area between 2 and 35 m2 results in positive savings. A reduction
in first cost increases life-cycle savings (not shown on this figure).

Given a full set of economic parameters (other than fuel costs) and the thermal
performance of a system, it is possible to determine combinations of present fuel costs and
fuel cost inflation rate that will make solar heating just competitive with the alternative,
that is, when savings is $0. At a fuel cost inflation rate of 0.10 per year, a CF 1 of about
$6/GJ is a ‘‘breakeven’’ fuel cost. If fuel cost is above this level, solar savings are positive.

The results shown in the figure are for a specific system, location, and (most
importantly) a set of economic assumptions. Many economic parameters have not been
varied in the estimates that are shown in this figure. As was noted in Chapter 11, the
explicit effect of any one variable on the life-cycle savings is influenced by the values of
many other variables. Thus ‘‘rule-of-thumb’’ sensitivity trends are not easily recognized,
and quantitative sensitivity analyses such as that outlined in Section 11.38 are required.
The numbers used in this illustration are subject to argument and are not intended to show
the economic feasibility (or lack thereof) of solar heating. However, the trends are shown,
and the methods described in Chapter 11 should be applied to individual cases to determine
the economics of a particular application.

13.12 ARCHITECTURAL CONSIDERATIONS

Active solar heating poses challenges to architectural design of buildings.Many approaches
to these challenges have been devised; Shurcliff (1978), Szokolay (1980), andWeiss (2003)
have compiled information on a variety of solar-heated buildings. In this section we outline
in general terms some of the major architectural considerations to be taken into account in
solar building design. While not addressed specifically here, it is implicit throughout this
discussion that any building design should be energy conserving, as solar energy and the
fuels with which it competes will be expensive.

Economic studies of active solar heating indicated that the optimum fractions of total
annual loads range from zero to over three-fourths. For some locations the architect must
design into the building collector areas in the range up to approximately one-half of the
floor area of the house (depending on the collector, the climate, and the degree of insulation
in the building). A basic problem faced by architects and engineers is to integrate the
collectors into the building design in such a way that thermal performance is satisfactory
and the structure is aesthetically satisfying.

Collectors should be oriented with the slope and azimuth angle within or close to
the ranges noted in Tables 13.2.1 and 13.2.2. Vertical collectors may be useful at high
latitudes to answer problems of integration of collectors into the building and avoiding
snow accumulation. Transpired collectors as discussed in Chapter 6 are almost always
installed on a vertical facade. Space must be provided in the structure for energy storage
units, piping and ducts, controls, auxiliaries, and all associated equipment. Anderson et al.
(1955) have addressed these and related questions on solar house architecture. Similar
considerations will apply to institutional buildings.

The collector may be a part of the envelope of the building (as in MIT House IV) or
separate (as in the Denver Solar House). The orientation of the collector is substantially
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fixed, and if it is part of the envelope of the house, the collector will probably become an
important or dominant architectural feature of the structure. The collector may serve as
part of the weatherproof enclosure and thus allow a reduction in cost of roofing or siding;
such a reduction is a credit which reduces the cost of the collector. Separate collectors, on
the other hand, can permit greater flexibility in house design and allow buildings that are
more conventional (contemporary or traditional) in appearance.

Figure 13.2.5 shows three solar-heated residential buildings, including MIT House
IV, the Denver House, and the House II Laboratory building at Colorado State Univer-
sity. Figure 13.12.1 shows three additional solar-heated buildings, illustrating additional
architectural approaches.

Figure 13.12.1 Three examples of solar heated buildings: (a, b) residences Madison, WI;
(c) Wayside, Portage, WI.
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Storage is usually not a major architectural problem, other than recognizing the need
for appropriate space and access to it within the structure. The volume of storage per
unit area of collector depends on the system used. Pebble bed storage units will usually
occupy a volume of roughly 0.15 to 0.35 m3/m2 of collector and water tanks about 0.050
to 0.10 m3/m2. The volume of phase change storage systems would be less than that of
water systems. The most common location for storage in buildings is in basements.

Providing solar heat to larger buildings, such as apartment buildings, presents a
special set of problems. It may be necessary to consider vertical mounting for collectors,
which may cause a significant reduction in their performance. This possibility has been
studied by Lorsch and Niyogi (1971). Otherwise, collectors may be mounted like awnings,
with improvements in performance but with increased cost of installation. If the building
geometry is such that the roof area is adequate, banks of collectors can be mounted on the
roof with appropriate piping or ducts leading to the space to be heated.

Most solar heating studies to date have been concerned primarily with new buildings
designed to include solar heating systems. Adding solar heating systems to existing
buildings presents more formidable tasks. Consideration should be given to the problems
of designing buildings that can accommodate the addition of solar heating after construction.
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14

Building Heating: Passive
and Hybrid Methods

The active systems described in the previous chapter are based on collectors and storage
systems that are not necessarily integrated into a building structure. Passive systems can
be distinguished from active systems on either of two bases. The first distinction lies in
the degree to which the functions of collection and storage are integrated into the structure
of the building; windows and the rooms behind them can serve as collectors, with storage
provided as sensible heat of the building structure and contents as they change temperature.
Second, many passive systems require no mechanical energy for moving fluids for their
operation; fluids and energy move by virtue of the temperature gradients established by
adsorption of radiation (and hence the term passive). (Mechanical energy may be used to
move insulation for loss control or to move fluids to distribute absorbed energy from one
part of a building to another.)

By nature, passive heating is intimately concerned with architecture, as the building
itself functions as collector and storage unit and as the enclosure in which people live,
work, and are protected from an often-harsh exterior environment. In this chapter we
discuss in a largely qualitative way the factors that affect the thermal performance of a
passive building (i.e., its ability to provide an acceptable level of human comfort). The
engineering basis for thermal performance calculations is (as for active systems) the subject
of Chapters 1 to 11. This chapter serves as an introduction to Chapter 22 on estimation of
annual thermal performance of passive and hybrid systems.

The thrust of this book is the estimation of the long-term thermal performance of
solar energy systems to predict how much fuel will be needed to keep a building within
a reasonably fixed span of interior temperatures. The esthetic features of a building that
make it a pleasant place to live and work can be very much enhanced (or in some cases
degraded) by admission of solar energy into the building spaces. Daylighting, the use of
the visible part of the solar spectrum rather than artificial lighting, is closely coupled with
passive heating. These matters are also of importance and relate to aspects of the overall
process of building design that are treated in other books.

Some solar heating systems are combinations of active and passive systems. In this
chapter and in Chapter 22 we discuss examples of hybrid systems, including systems with
active collectors and passive storage, and combination of direct-gain passive and active
systems. Other combinations are possible.

In recent years, there has developed a very substantial body of literature on passive
solar processes. The Passive Solar Journal was published by the American Solar Energy
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Society. Since 1976 the society has run National Passive Solar Conferences which have
resulted in conference proceedings. Numerous books on the subject have appeared, as have
papers in other journals such as Solar Energy and architectural publications. Included in
these publications have been works on quantitative aspects of passive heating processes,
architecture, building (system) performance, daylighting, shading, heat transfer within
buildings by natural and forced convection, cooling, energy storage, commercial aspects,
and others.

14.1 CONCEPTS OF PASSIVE HEATING

Several concepts for passive and hybrid solar heating have developed that are sufficiently
distinct as to provide a useful basis of discussion of the principles and functions of passive
systems. These are direct gain, collector-storage wall, and sunspace. (Many other types
and combinations of types have been noted, including convective loop, solar chimney,
etc.) The common features are means of absorbing solar energy in the building, storing it
in parts of the structure, and transferring it to the spaces to be heated.

Direct gain of energy through windows can meet part of building heat loads. The
window acts as a collector and the building itself provides some storage. Overhangs,
wingwalls, or other architectural devices are used to shade the windows during times when
heating is not wanted. It is also necessary, in cold climates, to insulate the windows during
periods of low solar radiation to prevent excessive losses. Direct gain can provide energy
to the south side of a building; means may have to be provided to distribute energy to
rooms not having south windows.

The collector-storage wall1 combines the functions of collection and storage into a
single unit that is part of a building structure. Part of a south wall may be single or double
glazed; inside the glazing is a massive wall of masonry material or water tanks, finished
black to absorb solar radiation. Heat is transferred from the storage wall to the room by
radiation and convection from the room side of the wall and by forced or natural convection
of room air through the space between glazing and wall. Room air may enter this space
through openings (vents) in the bottom of the wall and return to the room through openings
in the top. The storage unit could also be part of the roof and ceiling. Movable insulation
may have to be provided in other than mild climates to control losses at times of low
solar radiation.

Sunspace attachments to buildings have been used as solar collectors, with storage in
walls, floors, or pebble beds. Forced air circulation to the rooms is an option to improve
storage and utilization of absorbed energy. In cold climates, energy losses from sunspaces,
which are greenhouse-like structures, can exceed the absorbed energy, and care must be
used to assure that net gains accrue from such a system. The uses to which a sunspace is
put, for human occupancy or for plants, will impose limits on the allowable temperature
swings in the sunspace and affect the energy balances on it.

A survey of passive solar buildings has been prepared by theAIAResearchCorporation
(1978). Many passive buildings are included in broader surveys of solar-heated buildings

1Also referred to as a Trombe wall or Trombe-Michel wall.
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by Szokolay (1975) and by Shurcliff (1978). Many of the concepts now being studied
and developed were set forth by Olgyay (1963). Anderson (1977) reviews passive heating
concepts. Books on passive heating include those of Mazria (1979), Lebens (1980), and
many others.

14.2 COMFORT CRITERIA AND HEATING LOADS

Active solar heating systems can be designed to provide the same levels of control
of conditions in the heated (or cooled) spaces as conventional systems. With indoor
temperatures essentially fixed at or a little above a minimum, load estimations can be
done by conventional methods such as those outlined in Chapter 9. Passively heated
buildings in many cases are not controlled within the same narrow temperature ranges; the
thermal storage capacity of the building structure or contents is usually significant, and it
may be necessary to use load calculation methods that take into account variable internal
temperatures and capacitance of building components.

For residential buildings, there are limits in the variation of indoor conditions
(temperature and humidity) considered comfortable by occupants. The limits are not well
defined and are to a degree subjective. They depend on the activities of the individuals in
the buildings and on their clothing. Air movement is also important, as are the temperatures
of the interior surfaces with which an occupant exchanges radiation. Extensive discussions
of comfort under various conditions of temperature, humidity, air movement, radiant
exchange, activity levels, and clothing are provided in the ASHRAE Fundamentals
Handbook (2005) and by Fanger (1972).

The concept of solar fraction, which is useful for systems having loads substantially
independent of the size of the solar energy system, is not useful in passive heating. For
systems in which energy is absorbed in part of the structure (i.e., in direct gain, collector-
storage walls, and sunspace systems) and where the loss coefficient of the solar aperture
is different than that of the insulated wall it replaces, the total loads (that are to be met
by solar plus auxiliary) will be a function of the design of the solar energy system. The
significant number resulting from performance calculations for these systems is the annual
amount of auxiliary energy required.

14.3 MOVABLE INSULATION AND CONTROLS

Passive elements such as direct-gain and storage wall elements can lose energy at excessive
rates if measures are not taken to control the losses. An example of this situation, a water
heater equivalent of a storage wall using water tanks, was shown in Example 12.7.1 to have
significant night losses. Hollingsworth (1947) and Dietz and Czapek (1950) noted the same
problems based on measurements on an early MIT solar house. In passive heating, storage
elements are also energy-absorbing elements and thus have large, relatively uninsulated
areas, and steps must be taken to control losses in any but mild climates.

Movable insulation is the evident possibility. Movable insulation can take several
forms. Drapes, shades, screens, and shutters provide nominal levels of insulation. More
extensive insulation can be provided by movable foam plastic or glass wool panels or by
such devices as ‘‘beadwall’’ panels described by Harrison (1975), in which lightweight
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plastic beads are pneumatically moved into or out of space between glazings. Many
movable insulation systems useful in passive heating are now on the market.2

Insulation may be moved manually or automatically. If automatic, controls are needed
to move it into or out of place, and detectors and control strategies must be arranged to
maximize the net gains from the system while keeping indoor conditions within acceptable
(and pleasant) limits. Controls must also be provided for mechanical devices that may be
used for transferring heat from storage to rooms, such as fans used to circulate air around
storage walls. Sebald et al. (1979), for example, have used simulation methods to assess
the effects of air circulation control in collector-storage walls.

14.4 SHADING: OVERHANGS AND WINGWALLS

Overhangs and wingwalls are used with passive heating to reduce gains during times when
heat is not wanted in the building. As these shading devices may partially shade absorbing
surfaces during periods when collection is desired, it is necessary to estimate their effect
on the absorbed radiation. In this section we show how this can be formulated for any
point in time and also how monthly average effects of overhangs can be estimated. This
discussion treats overhangs of finite length and is a summary of a detailed treatment by
Utzinger (1979) and Utzinger and Klein (1979). For overhangs of infinite length (very
long compared to the width of the receiver), the method of Jones (1980), discussed in
Section 1.9, can be used.

A horizontal overhang-shading device with its outer extremity parallel to the wall can
be represented by one perpendicular to the wall, as shown schematically in Figure 14.4.1.
Its geometry is described by a set of dimensions: the projection P, the gap between the
top of the receiver and the overhang G, and the left and right extensions EL and ER .
The receiver (the window) height is H and width is W. Using the receiver height H as a
characteristic dimension, the other dimensions can be expressed in dimensionless form as

Figure 14.4.1 Diagrams of the shading of a vertical receiver by a horizontal overhang. From
Utzinger (1979).

2Loss coefficients for windows with and without insulation are shown in Section 9.2.
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ratios to the height. Thus the relative width is w, the relative projection is p, the relative
gap is g, and the relative extension (with the left and right values the same) is e.

The ratio fi of beam radiation received by the shaded receiver to that received by the
unshaded receiver is the same as the fraction of the receiver area Ar which is exposed to
direct beam radiation:

fi = Ai

Ar

(14.4.1)

The value of fi at any time depends on the dimensions of the overhang and receiver and
on the angle of incidence of the beam radiation on the wall. An algorithm for computing
this fraction has been developed by Sun (1975).

The area average radiation on the partially shaded receiver at any time is the sum of
beam, diffuse, and ground-reflected radiation. Assuming that diffuse and ground-reflected
radiation are isotropic,3

Ir = IbRbfi + IdFr−s + IρgFr−g (14.4.2)

The three terms have the same general significance as those in Equation 2.15.1. The first
term includes fi to account for shading from beam radiation. The view factor of the
receiver for radiation from the sky Fr−s is reduced by the overhang from its value without
an overhang, (1 + cos 90)/2. Values of Fr−s are shown in Table 14.4.1. The third term
is the ground-reflected radiation. For vertical receivers, neglecting secondary reflections
from the underside of the overhang, Fr−s = (1 − cos 90)/2, or 0.5.

Although in principle it is possible to calculate Ir at any time from Equation 14.4.2,
the determination of fi is tedious. For design purposes, we are normally concerned not
with what happens at any particular time but rather with monthly means. A monthly
mean fraction of the beam radiation received by the shaded receiver relative to that on
the receiver if there were no overhang, f i , can be calculated by integrating (or summing)
beam radiation with and without shading over a month:

f i =

∫
GbRbfi dt∫
GbRb dt

(14.4.3)

Then with f i, an equation analogous to Equation 14.4.2 can be written for the time and
area average daily radiation on the shaded vertical receiving surface:

Hr = H

[(
1 − Hd

H

)
Rbf i + Hd

H
Fr−s + ρg

2

]
(14.4.4)

This is analogous to Equation 2.19.1 for monthly average radiation on a tilted, unshaded
surface. The Hd/H and Rb terms are found by the methods described in Chapter 2 for an
isotropic sky. The Klein and Theilacker method can also be applied to this situation by

3Anisotropic models can also be used with little modification in the analysis.
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Table 14.4.1 Receiver Radiation View Factor of the Sky,Fr−s
a

Fr−s

e g w p = 0.10 p = 0.20 p = 0.30 p = 0.40 p = 0.50 p = 0.75 p = 1.00 p = 1.50 p = 2.00

0.00 0.00 1.0 0.46 0.42 0.40 0.37 0.35 0.32 0.30 0.28 0.27
4.0 0.46 0.41 0.38 0.35 0.32 0.27 0.23 0.19 0.16
25.0 0.45 0.41 0.37 0.34 0.31 0.25 0.21 0.15 0.12

0.25 1.0 0.49 0.48 0.46 0.45 0.43 0.40 0.38 0.35 0.34
4.0 0.49 0.48 0.45 0.43 0.40 0.35 0.31 0.26 0.23
25.0 0.49 0.47 0.45 0.42 0.39 0.34 0.29 0.22 0.18

0.50 1.0 0.50 0.49 0.49 0.48 0.47 0.44 0.42 0.40 0.38
4.0 0.50 0.49 0.48 0.46 0.45 0.41 0.37 0.31 0.28
25.0 0.50 0.49 0.47 0.46 0.44 0.39 0.35 0.27 0.23

1.00 1.0 0.50 0.50 0.50 0.49 0.49 0.48 0.47 0.45 0.43
4.0 0.50 0.50 0.49 0.49 0.48 0.46 0.43 0.39 0.35
25.0 0.50 0.50 0.49 0.48 0.47 0.44 0.41 0.35 0.30

0.30 0.00 1.0 0.46 0.41 0.38 0.35 0.33 0.28 0.25 0.22 0.20
4.0 0.46 0.41 0.37 0.34 0.31 0.26 0.22 0.17 0.15
25.0 0.45 0.41 0.37 0.34 0.31 0.25 0.21 0.15 0.12

0.25 1.0 0.49 0.48 0.46 0.43 0.41 0.37 0.34 0.30 0.28
4.0 0.49 0.47 0.45 0.42 0.40 0.34 0.30 0.24 0.21
25.0 0.49 0.47 0.45 0.42 0.39 0.33 0.29 0.22 0.18

0.50 1.0 0.50 0.49 0.48 0.47 0.45 0.42 0.39 0.35 0.33
4.0 0.50 0.49 0.47 0.46 0.44 0.39 0.34 0.27 0.26
25.0 0.50 0.49 0.47 0.46 0.44 0.39 0.34 0.27 0.22

1.00 1.0 0.50 0.50 0.49 0.49 0.48 0.47 0.45 0.42 0.40
4.0 0.50 0.50 0.49 0.48 0.48 0.45 0.43 0.38 0.34
25.0 0.50 0.50 0.49 0.48 0.47 0.44 0.41 0.35 0.30

aFrom Utzinger and Klein (1979).

multiplying the first term in Equation 2.20.5a (or the first two terms in Equation 2.20.4a)
by f i , which results in

Hr = H

(
Df i + Hd

H
Fr−s + ρg

2

)
(14.4.5)

Utzinger and Klein present plots of f i as a function of e, g, w, and p for various
latitudes. One of these plots, for a latitude of 35◦

, w = 4, zero extension e and four values
of the gap g, is shown in Figure 14.4.2. A set of the plots for latitudes of 35◦

, 45◦, and 55◦

(Utzinger, 1979) is in Appendix E. At a latitude of 35◦, a projection of 0.3, a gap of 0.2,
and no extensions, from Figure 14.4.2, f i is 0.40 in August and 0.94 in October.

The nature of these curves dictates that a particular interpolation method be used.
The general procedure to obtain f i consists of a set of steps to account for gap,
width, and latitude; this procedure is modified in some cases to account for disconti-
nuities in the relationships. The curves are shown as plots of f i versus p for months.
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Figure 14.4.2 Monthly mean fraction of a vertical, south-facing receiver area receiving beam
radiation as a function of relative overhang dimensions for latitude 35◦ and w = 4. For north-facing
receivers in the southern hemisphere, interchange months as shown in Figure 1.8.2. From Utzinger
(1979).
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The first interpolation is a linear interpolation for gap g. The second step is another
linear inter polation for extension e. Next, interpolation for relative width w is
done by

f i = f i2 + (f i1 − f i2)




1

w
− 1

w2
1

w1
− 1

w2


 (14.4.6)

Then, linear interpolation is used to account for intermediate values of latitude.
This procedure is modified by two circumstances that are clear on examination of the

plots. First, if the projection is large enough, f i is independent of p for some months. The
value of p at which f i becomes independent of p is a linear function of the relative gap.
Care must be used in interpolating for gap when on or near the horizontal portion of the
curves. Second, during winter months when the receiver area is not shaded at all, f i has a
limiting value of 1. The intersection of f i curves for a given month with the f i = 1 axis is
also a linear function of the relative gap. Care must be used in interpolating for gap when
near these intersections.

All of the computations of f i described above are for surface azimuth angles of zero.
Utzinger and Klein (1979) have shown that for surface azimuth angles within ±15◦ there
is a negligible difference in the estimated radiation on shaded receivers from that on a
south-facing surface. When the surface azimuth angles exceed ± 30◦, the calculation for
south-facing surfaces underpredicts summer radiation and overpredicts the winter radiation
on the receiver by substantial amounts, and a more detailed computation is needed. If
the surface azimuth angles exceed ± 15◦, wingwalls may be more important in shading
than overhangs.

Example 14.4.1

Determine f i for a window receiver with overhang with relative dimensions w = 12, g =
0.4, p = 0.5, and e = 0. The latitude is 40◦ and the month is March.

Solution

Interpolate w and φ in that order. The values of f i from which the interpolations are done,
using the appropriate plots in Appendix E, are as follows:

At φ = 35◦
, e = 0 and g = 0.4: If w = 4, f i = 0.80, and if w = 25, f i = 0.78.

At φ = 45◦
, e = 0 and g = 0.4: If w = 4, f i = 0.96, and if w = 25, f i = 0.96.

Equation 14.4.5 is used to interpolate for width. The inverse widths are 1/w =
0.0833, 1/w1 = 0.25, and 1/w2 = 0.04. At a latitude of 35◦

f i,35 = 0.80 + (0.78 − 0.80)

(
0.0833 − 0.25

0.04 − 0.25

)
= 0.79

At a latitude of 45◦, both f i1 and f i2 are 0.96, so f i,45 = 0.96. We can now linearly
interpolate between 0.79 and 0.96 for a latitude of 40◦ :

f i = 0.79 + 0.5(0.96 − 0.79) = 0.87
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Note that if the gap ratio had been 0.3 (for which curves are not shown), the four initial
values would each have been the result of linear interpolations between g = 0.2 and
g = 0.4. �

Figure 14.4.3 shows the results of month-by-month calculation of radiation on shaded
and unshaded south-facing receivers at Albuquerque, New Mexico (φ = 35◦), for a
particular overhang geometry, calculated by Equation 14.4.5. The overhang is sufficiently
large that beam radiation is essentially eliminated during the summer months, yet the total
radiation on the shaded receiver in the summer is approximately two-thirds of that on the
unshaded receiver. A similar computation for Minneapolis, Minnesota (φ = 45◦), shows
summer month radiation on the shaded receiver is more than half of that on the unshaded
receiver for this geometry.

14.5 DIRECT-GAIN SYSTEMS

A direct-gain passive system includes south-facing windows, very often with movable
insulation and overhang shading to reduce incident summertime radiation, with the rooms
behind the windows and their contents serving as cavity absorbers and having sufficient
thermal capacitance to provide energy storage. The windows and room are, in effect,
vertical, no-flow collectors with thermal capacitance. Loss coefficients are analogous to
those of Chapter 6 but are generally based on room air temperature rather than on plate

Figure 14.4.3 Monthly estimated radiation on vertical, south-facing receivers at Albuquerque,
shaded and unshaded. From Utzinger and Klein (1979).
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temperature.4 Movable insulation which is in place for part of a day means that the loss
coefficients will have different values at different times of day.

The net rate of energy transfer across a vertical window (receiver) of area Ar at any
time can be written as

Qr = Ar [αFc(GbRbτbfi + GdτdFr−s + ρsGτg/2) − ULFI (Tr − Ta)] (14.5.1)

The effective absorptance of the room, α, can be calculated with Equation 5.11.1. If the
(vertical) window is unshaded by overhangs or wingwalls, fi = 1 and Fr−s = 0.5. If there
is shading by architectural features such as overhangs, the methods of Section 14.4 must
be used to estimate fi and Fr−s . The room temperature Tr will rise during periods when
there is net gain through the windows and will be prevented from dropping below a set
temperature by an auxiliary energy source.

The control function Fc is unity when there is no movable insulation covering the
window and zero (or near zero) if movable insulation is in place. The three radiation terms
in parentheses are the beam, diffuse, and ground-reflected radiation. The second term in
the brackets represents the thermal losses. The loss coefficient UL is for the uninsulated
window, and Tr − Ta is the temperature difference between room and ambient. Another
control function FI is unity when Fc = 1, and when insulation is in place it is the ratio of
UL with insulation to UL without insulation.

The monthly average net gains (or losses) from a direct-gain system can be estimated
by considering the solar gain into the rooms independently of the thermal losses through the
window. The calculation of both solar gain and thermal losses must account for movable
insulation. Thus the gain and loss terms of Equation 14.5.1 can be written in terms of
hourly irradiation (I, Ib, and Id ) and summed for the month:

∑
Qr = Ar

∑
[αFc(fiτbIbRb + τdJdFr−s + ρgτgI/2) − ULFI (Tr − Ta)] (14.5.2)

These calculations can be more conveniently done using monthly averages. The fi for
the individual hours can be replaced by a single value of f i obtained from Figure 14.4.2
or Appendix E. Each of the solar gain terms includes the transmittance corresponding to
the monthly mean angle of incidence determined by methods of Chapter 5. If movable
insulation is used, Fc (a radiation-weighted value of the control function Fc) must be used.
If the insulation is used only when no significant radiation is incident on the receiver, Fc

will be unity. If this is not the case, information must be available on which to estimate
Fc. The average daily radiation absorbed in the room can then be written:

ArS = ArαF c(f iτ bHbRb + τ dHdFr−s + ρgτgH/2) (14.5.3)

The average thermal losses for a day are

Ql = 24 × 3600ArUL(T r − T a) (14.5.4)

4See Section 22.3.
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where UL is a monthly mean loss coefficient in watts per square meter per degrees Celsius.
If night insulation with thermal resistance RN is used for a fraction fN of the time,

UL = (1 − fN)UL + fN

(
UL

1 + RNUL

)
(14.5.5)

Example 14.5.1

A direct-gain system is to be used at a latitude of 40◦. The south-facing, double-glazed
window, with glass of KL = 0.0370 per sheet and without insulation, has an overall loss
coefficient (inside air to outside air) of 3.2 W/m2 ◦C.

The window is 15.0m wide and 1.25m high. It is shaded by a rectangular overhang
0.5m above the top edge of the window which projects out 0.625m and is the same width
as the window. The room surface area is 440 m2 and it has a mean solar reflectance of 0.6.

For monthly average March conditions, the interior of the building is at an average
temperature of 20◦C, and the average ambient temperature is 3◦C. The monthly aver-
age radiation H = 19.93 MJ/m2, Hd = 6.26 MJ/m2, Hb = 13.67 MJ/m2, and ground
reflectance is 0.2. What will be the net gain (or loss) from the window?

Solution

The average day of the month for March is the 16th. The monthly average incidence angle
on the glazing, θb is estimated from Figure 5.10.1 as 57◦. From Figure 5.3.1, τb = 0.71.
From Figure 5.4.1 the mean angle of incidence of both diffuse and ground-reflected
radiation for a vertical surface is 59◦ so the same value of transmittance is used for the
diffuse and ground-reflected components. (Note that Figure 5.4.1 does not give an exact
equivalent angle for diffuse radiation for a shaded receiver, but uncertainties such as those
due to assumption of isotropic diffuse radiation are probably greater than a correction for
overhang.) Thus τd = τg = 0.70 and Rb from Figure 2.19.1(d) is 0.92.

For this shading overhang, p = 0.625/1.25 = 0.5, g = 0.5/1.25 = 0.4 and e = 0.
The width w = 15/1.25 = 12. These are the dimensions assumed in Example 14.4.1, and
from that example f i = 0.87. From Table 14.4.1, Fr−s = 0.42.

The room area is 15.0 × 1.25 = 18.75 m2. The absorptance of the room-window
combination is estimated by Equation 5.11.1:

α = 1 − 0.6

(1 − 0.6) + 0.6 × 0.7 × 18.75/440
= 0.96

The estimated energy absorbed in the rooms, using Equation 14.5.3, is

ArS = 18.75 × 0.96(0.87 × 0.71 × 13.67 × 0.92 + 0.70 × 6.26 × 0.42

+ 0.2 × 0.7 × 19.93/2) = 198 MJ

and from Equation 14.5.4 the window loss over a 24-h period (with FI = 1) is

18.75 × 24 × 3600 × 3.2 (20 − 3) = 88 MJ

The average net gain is 198 − 88 = 110 MJ/day for the month. �



14.5 Direct-Gain Systems 555

Thus this window gives an estimated net gain of 110 MJ/day. By varying FI , taken
as unity in this example, the effects of control strategy on performance can be shown. A
control method that excludes significant radiation will affect both f i and τ b, and hourly
calculations would be needed. If very effective movable insulation were to reduce window
losses to near zero whenever there would be a net loss from the wall, the direct-gain system
would then produce the maximum possible net input to the rooms.

It is of interest to consider the energy balance on the building as a whole. There will
be four major energy flow terms across the boundaries of the direct-gain system, as shown
schematically in Figure 14.5.1. The two input streams are the solar energy absorbed in the
building and the auxiliary energy added LA. The outputs are the excess energy that cannot
be used or stored without driving the building to unacceptably high temperatures (the
‘‘dumped’’ energy QD) and the ‘‘load’’ (here defined as the skin losses and infiltration
losses less internal energy generation).

The auxiliary energy required for a month, neglecting differences in stored energy at
the beginning and end of the month, will be

LA = QD + L − ArS (14.5.6)

The absorbed solar energy S is readily calculated. The load L, including the losses
through the direct-gain window, can be estimated by standard building load calculation
methods. The difficult term to estimate is QD , the dumped energy. Methods for estimating
QD and LA are presented in Chapter 22.

The loads on a direct-gain system are a function of the receiver area, as in general the
loss coefficient UL for a direct-gain window will be greater than that for an insulated wall.
This is illustrated in Figure 14.5.2 for a building having a (UA)h of 200 W/

◦C when the
area of the direct-gain receiver is zero. The term (UA)h is shown as a function of Ar for a
double-glazed receiver with heavy drapes (UL,r = 1.3 W/m2 ◦C) and for a receiver with
20mm of tight-fitting foam insulation (UL,r = 0.95 W/m2 ◦C).

Examples of the effects of several design parameters of direct-gain systems on
auxiliary energy requirements are shown in Figure 14.5.3. The building without the direct-
gain window has a (UA)h of 200 W/

◦C. The addition of direct-gain aperture, replacing
corresponding areas of well-insulated wall, results in the increases in (UA)h shown in
Figure 14.5.2 and affects the annual requirements for auxiliary energy in degrees that
depend on system parameters and locations. The calculations were based on the following
fixed parameters: minimum noon temperature 17◦C, β = 90◦

, γ = 0◦
, (τα)n = 0.75,

and Cb = 25 MJ/◦C. The auxiliary energy required LA is shown as a function of receiver

Figure 14.5.1 Monthly energy balance on a
direct-gain building.
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Figure 14.5.2 Dependence of (UA)h on the apertures of direct-gain receivers for Uwall =
0.3 W/m2 ◦C, Uwindow = 4 W/m2 ◦C, for heavy drapes with UN = 0.95 W/m2 ◦C. Insulation
is assumed to be in place an average of 12 h a day.

Figure 14.5.3 Examples of effects of receiver
area, allowable temperature swing, and night insu-
lation on the annual auxiliary energy requirements
for direct-gain passive heating in Madison, WI,
Springfield, IL, and Albuquerque, NM.

area for three locations and for combinations of allowable temperature swing in the building
and night insulation.

Note that there can be thermal optima in these systems. As the receiver area increases,
solar gains increase but loads also increase. A point is reached at which either collector area
or storage capacity begins to limit solar gains and incremental losses exceed incremental
gains. The thermal optima in general will not coincide with economic optima.

The thermal advantage of direct-gain heating, based on these results, are most
impressive in milder climates with high KT , with systems using night insulation, and
with higher allowable temperature swings. Other parameter sets would give different QA

requirements, but the trends would be the same.
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The occupants of a building may use the system in different ways at different times
of the year. For example, auxiliary heat may be turned off during parts of swing months,
and higher than usual temperature swings tolerated. Operation of a system in this way can
result in further reductions in auxiliary energy requirements.

Methods for estimating the annual performance (i.e., annual auxiliary energy require-
ments) of direct-gain systems are given in Sections 22.2 and 22.3.

14.6 COLLECTOR-STORAGE WALLS AND ROOFS

A collector-storage wall is essentially a high-capacitance solar collector coupled directly
to the spaces to be heated. A diagram is shown in Figure 14.6.1. Solar radiation is absorbed
on the outer surface of the wall. Energy is transferred from the room side of the wall to the
spaces to be heated by convection and radiation. Energy can be transferred to the room by
air circulating through the gap between the wall and glazing through openings at the top
and bottom of the wall. Circulation can be by natural convection controlled by dampers on
the vent openings (not shown) or by forced circulation by fans.

Radiation transmitted by the glazing and absorbed by the wall is calculated for any
time period by the same methods as for the direct-gain component noted in Section 14.5,
with the additional consideration that absorptance must be evaluated at the appropriate
angles of incidence. For vertical surfaces:

ArS = ArFc[fiIbRb(τα)b + Id(τα)d/2 + Iρg(τα)g/2] (14.6.1)

and
ArS = ArF c[f iHbRb(τα)b + H(τα)d/2 + Hρg(τα)g/2] (14.6.2)

where Fc is an energy-weighted control function that will be less than unity if movable
insulation is in place during times when significant radiation is available. An example
of calculation of S for a system of this type (but without overhang) was shown in
Section 5.10.

If a collector-storage wall uses water to provide thermal capacitance so that there are
negligible temperature gradients in the wall and if there is no air circulation through the gap,
then the situation is analogous to a flat-plate collector with high capacity. Equation 6.12.7
can then be used to predict the wall temperature as a function of time. Here UL includes

Figure 14.6.1 Section of a collector-storage wall. Dampers
may be used to ventilate the gap in summer.
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only front losses, as losses out through the glazing are indeed losses but losses out the back
are gains to the space to be heated. Hourly calculations are essentially the same as Example
6.12.1, with S calculated from Equation 14.6.1, except that convection and radiation from
the back must be included. (Heat transfer to the rooms by these mechanisms is also needed
for use in the energy balances on the rooms.)

A solid storage wall [e.g., a wall of concrete as used by Trombe et al. (l977)] can serve
both structural and thermal purposes. A section of such a wall is shown in Figure 14.6.1.
There will be temperature gradients through these walls, variable with time, which can be
determined from energy balances as outlined in Section 8.6.

Storage walls may be either vented or unvented. Utzinger et al. (l980) have concluded
that the annual auxiliary energy required by a building with a vented collector-storage wall
is essentially the same as for one with an unvented wall, although the time distribution
through the day of the delivered energy to the roomwill depend in part on venting. Balcomb
et al. (l984) indicate that optimum venting can lead to performance improvements of several
percent relative to unvented walls. A detailed discussion of flow in gaps is presented by
Akbarzadeh et al. (l982).

A collector-storage wall supplying energy to a room and the auxiliary energy supply
to the room may be controlled by several alternative strategies. If forced circulation
through the gap is used, a thermostat must turn on the fan when the rooms need energy
or call for auxiliary energy if the storage wall is unable to provide the needed energy. If
natural circulation is used, it may be desirable to control addition of energy to the rooms
by means of backdraft dampers on the vents. If summer venting to the outside is used,
dampers will have to be positioned; this may be a single seasonal change which can be
done manually. It may be necessary to move insulation into the air gap to control losses,
and controls and mechanisms for accomplishing this must be provided. The equations for
both the collector-storage wall and the rooms must reflect the modes of operation at any
time. An example of the results of alternative control strategies is provided by Sebald
et al. (l979).

The variations with time of day of energy flow into rooms from direct-gain windows
and collector-storage walls are quite different. Figure 14.6.2 shows this contrast for south-
facing receivers for a clear day. The energy absorbed in the rooms from the window
occurs when the radiation enters the spaces. Energy is added to the rooms from the
collector-storage wall by a combination of mechanisms: by heating of air flowing through
the gap and by radiation and convection from the room side of the storage wall. The energy
added by airflow lags that of the direct-gain system and is in turn lagged by the energy
flow through the wall.

The effects of wall area, thickness, and night insulation on the performance of
collector-storage wall systems in several locations are illustrated in Figures 14.6.3 and
14.6.4. In this example, the (UA)h of the building without a collector-storage wall is
200 W/

◦C. As with direct-gain systems, the addition of receiver area increases (UA)h
when losses out through the glazing of the collector-storage wall are greater than that of
the insulated wall it replaces. The (UA)h is shown as a function of Ar for collector-storage
walls of various thicknesses, with and without night insulation. The walls are assumed to
be concrete and the night insulation has R = 1 m2 ◦C/W (corresponding to about 25mm
of foam insulation). The loss coefficient is a weak function of wall thickness for the
double-glazed storage wall.
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Figure 14.6.2 Energy flows through direct-gain and collector-storage wall systems as a function
of time of day. From Utzinger (1979).

Figure 14.6.3 An example of the variation of a building UA for a building with a collector-storage
wall for no night insulation and for night insulation with R = 1 m2 ◦C/W for four thicknesses of
concrete storage wall. From wall surface to ambient UL = 2.0 W/m2 ◦C.
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Figure 14.6.4 Examples of effects of location,
collector-storage wall area, wall thickness, and
night insulation on auxiliary energy requirements.
The wall is double glazed with (τα) = 0.705
and is 0.25m thick unless otherwise noted; C =
12.5 MJ/◦C, β = 90◦, and γ = 0◦.

Figure 14.6.4 shows examples5 of effects of location, receiver area, wall thickness,
and night insulation for collector-storage wall systems. In Madison, this system shows an
optimum collector area (i.e., minimum QA) at about 10 m2, but the effect of the wall on
auxiliary energy requirements is essentially negligible under the assumptions made here.
In Springfield, the uninsulated wall produces minor savings, with a minimum QA at an
area less than 40 m2. The insulated wall shows additional small savings.

In the climate of Albuquerque the impacts of the solar wall are more significant. In the
range of areas up to 40 m2 the auxiliary energy requirement diminishes with increasing
Ar . The wall thickness of 0.1m shows better performance than either of the thicker walls,
and use of night insulation results in more improvement with the thin wall than it does with
the thicker walls. The Albuquerque curves do not show a minimum out to 40 m2 area; the
loss coefficient of the collector-storage wall is higher than that of the insulated wall, but in
this range of areas the increase in energy supplied to the building more than compensates
for the increased losses from the building.

Again, other assumptions could lead to other results, and comparisons of the systems
of Figure 14.6.4 should not be viewed as generalizations. Also, cost considerations have
not been included.

This discussion has dealt with collector-storage walls. Similar concepts have been
developed for flat roofs with storage capacity by Hay andYellott (l973) andHay (l973). The
performance of a building using this method is described by Niles (l976). The principles
are similar, but energy transport into the rooms is primarily by radiation from the storage
ceiling. Collector-storage units are uncovered, and movable insulation is placed over them
when collection is not occurring.

5These are computed by the unutilizability method presented in Chapter 22.
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In closely related developments, transparent insulation of various types has been
applied to the outside of opaque walls to reduce losses and at times produce net gains into
the buildings. This is discussed in the proceedings of workshops on Transparent Insulation
Technology (1988, 1989).

Methods for estimation of long-term performance of collector-storage walls are given
in Sections 22.2 and 22.4.

14.7 SUNSPACES

An attached sunspace (also termed conservatory or greenhouse) is a glazed extension of
the south side of a building, designed to provide a combination of energy gain and space
which itself may be useful. Storage may be provided in the thermal mass of the floor and/or
wall of the sunspace structure itself or it may be provided separately, for example, in the
form of a pebble bed using forced or natural circulation. Circulation of warm air from the
sunspace to the building can be by natural convection or with the aid of fans and associated
controls. Energy will also be transferred into the building through the walls separating the
sunspace from the rooms. If a sunspace has a heavy wall between it and the building, it
can be thought of as a collector-storage wall with an enlarged space between the glazing
and the wall. If its glazing is primarily on the south side and storage is in the rooms to be
heated (i.e., the sunspace itself), it can be considered as a direct-gain room.

The design and construction of sunspaces vary widely.6 They can have open or closed
ends, single or multiple slopes, and various arrangements of storage mass in the floor and
wall. Representative configurations of sunspace are shown in Figure 14.7.1.

Simulation models of sunspaces are related to those of collector-storage walls.
A diagram of a thermal network for a sunspace with negligible end effects is shown in
Figure 14.7.2. Schwedler (l98l) studied networks of this kind for sunspaces with storage
in the back walls and floor. He concluded that multiple nodes were needed in both vertical
and horizontal directions in the floor, but multiple nodes were not needed in the horizontal
direction in the storage wall. There are many possible variations of these networks to
account for venting to the outside, air circulation of the building, end effects, use of water
walls instead of masonry walls, use of pebble beds for storage, and sunspace configuration.
The sunspace components in simulation programs such as TRNSYS (TRNSYS Users
Manual, 2012) are based on these networks.

Figure 14.7.1 Common sunspace configurations. Type (a) can have opaque or glazed ends. Adapted
from Balcomb et al. (1983).

6See Section 22.2.
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Figure 14.7.2 A thermal network for a two-dimensional sunspace. From Schwedler (l98l).

Temperature excursions in sunspaces affect their utility and can be calculated by
simulations. If minimum temperatures for protection of plants are maintained, through
design or by use of auxiliary energy, sunspaces can serve as greenhouses. Figure 14.7.3,
from Littler (l984), shows computed temperature-time history for a two-month span for a
sunspace in the winter climate of Kew, England. This sunspace is double glazed and has

Figure 14.7.3 Sunspace air temperatures for January and February for Kew (London), England.
Air is blown from the sunspace to the house when the sunspace temperature is above the room
temperature. The three temperatures are at 8 AM, 1 PM, and 7 PM. From Littler (l984).
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low thermal capacitance. In colder climates, temperatures will be more variable than those
shown; sunspaces with more storage capacity will show less variation.

Sunspaces require the same thermal considerations as collector-storage walls or direct-
gain systems, but the glazing area may be significantly larger than the receiver (collector)
area. Losses occur continuously, although fans for heat transfer from sunspace to building
would be shut off during nonsunny periods. Thus it may be necessary to use movable
insulation to control losses or the losses may exceed gains.

14.8 ACTIVE COLLECTION–PASSIVE STORAGE HYBRID SYSTEMS

Systems with active collection and passive storage (ACPS) can be of particular interest
for closely spaced buildings where shading problems may rule out direct-gain or collector-
storage wall systems. These hybrid ACPS systems can also be considered for retrofit,
particularly to buildings of masonry construction. The basic concept is that active collectors
are fed with fluid from the building and return the heated fluid to the building where it
serves to provide heat needed at the time and also to raise the temperature of the structure.
Storage is provided by the structure itself, as in a direct-gain system. These systems have
the advantage that losses from the collector during nonoperating periods are eliminated by
turning off the fluid flow to the collectors. The solar contribution to meeting the heating
loads of the building, however, is usually limited by the storage capacity of the structure
and thus by the allowable temperature swings of the interior spaces.

Active collection–passive storage systems can be based on either air or liquid
systems. The simplest use air collectors which heat room air which is recirculated to
the building. This is shown schematically in Figure 14.8.1(a). It is also possible to use
liquid heating collectors with a liquid-air heat exchanger as shown in Figure 14.8.1(b);
the inlet temperature to the collector is higher than in the air systems, with the increase
in temperature a function of the effectiveness of the heat exchanger. With the addition of
another heat exchanger (air-water or liquid-water) downstream from the collector, either
of these types can be arranged to provide service hot water; these heat exchangers are
not shown on the diagrams. The following discussion is based on air systems, but with
modification to allow for increased Ti , the same principles also apply to liquid systems.

Figure 14.8.1 Active collect–passive store heating system schematics for systems based on (a) air
and (b) liquids. The building structure provides storage.
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For air systems, the inlet temperature of the collector is as low as it can be, that is,
room temperature. For given collector characteristics [FR(τα)n and FRUL] the output
of the collector will be very close to the maximum possible (differing only in that the
room temperature will rise to some degree as energy is stored in the structure). Thus
collector performance is comparable to that of active air systems during winter months and
somewhat better during swing months.

Figure 14.8.2 shows an example of comparison of solar contributions to meeting
heating loads as a function of collector area for ACPS systems for an allowable temperature
swing of 5◦C for residences of conventional andmedium-weight construction in Springfield,
Illinois. Also shown on the plot is the solar contribution of an active air heating system
with pebble bed storage. In this example, at collector areas below solar fractions of about
0.4, the performance of the ACPS and that of the active systems are for practical purposes
identical. Above solar contributions (for this particular example) of about 0.4 for the lighter
building and 0.5 for the heavier, the increase of solar contribution with increasing collector
area levels off. (The temperature variations in the building with the full active systems
would be about half that in the ACPS building with the lower temperature swing.)

Active collection–passive storage systems should be designed with collector areas
no larger than that corresponding to the knee in curves of F versus Ac. At larger areas,
the annual contributions are limited by storage capacity, and little is to be gained by
increasing collector area. At collector areas below the knee, collector area will limit
the solar contribution in peak heating seasons, and storage capacity will limit the solar
contribution in spring and fall.

An economic analysis of an ACPS system shows curves of life-cycle solar savings
versus Ac of the same general shape as those for active systems, but with improved solar
savings at low collector areas (due to lower system costs) and sharper drop-off of life-cycle
savings as collector area reaches the point at which storage is the limiting factor (i.e., the
knee in the F -vs.-Ac curve).

Figure 14.8.2 Solar contributions in Springfield, IL, of ACPS systems with building thermal
capacitances of 25 and 12.5 MJ/◦C and an active air system; (UA)h = 200 W/

◦C.
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14.9 OTHER HYBRID SYSTEMS

Many active solar heating systems are on buildings that have significant contributions to
their heating loads from passive (usually direct-gain) solar heating. The nature of the active
and passive systems dictates that the direct gains will be realized when they are available,
and the active system will meet some part of the balance of the loads. Thus the time
distribution of the loads being met by the active system will differ from those of systems in
which no significant passive contribution is present, as the direct-gain system meets much
of the daytime and evening load and the active system meets night-time and early morning
loads. The performance of these hybrid systems can be estimated by simulations. It is
also possible to use design methods such as the f -chart method by applying corrections
to the active system performance; the auxiliary energy requirement resulting from this
calculation is then the load that the passive system sees, and the passive performance is
then estimated by one of the available methods. [See Evans and Klein (1984a).]7

Another hybrid system that may be encountered is the combination of ACPS systems
with direct gain (Evans and Klein, l984b). Energy collection occurs by two routes, the
collectors and the direct-gain windows, but storage is provided only in the form of the
thermal capacity of the structures. The inputs coincide in time, so analyzing the two systems
independently and adding the solar gains leads to overprediction of the solar contribution
and underprediction of auxiliary energy requirements. The energy balances on the building
are similar to those of Figure 14.5.1, with the solar input being the sum of the inputs by the
two mechanisms noted. If the building becomes overheated by the combination of inputs,
venting of energy will become necessary.

14.10 PASSIVE APPLICATIONS

A great variety of passively heated buildings have been built, operated, and enjoyed by
their occupants. The performance of a few of these has been measured. Many innovative
ideas and architectural approaches have evolved. In this section we present a brief picture
of the operation of several buildings as illustrations of the range of possibilities.

The section diagrams in Figure 14.10.1 show several possible design concepts for
passively heated buildings. Part (a) shows a direct-gain system, the Wallasey school
in England. Part (b) is a section drawing of a house in Princeton, New Jersey, with a
collector-storage wall two stories high, and also includes a sunspace. Part (c) shows a
building with clerestory windows, which provide both direct-gain heating and daylighting
for rooms on the north side of the building. Part (d) is a section of a school in Rome, Italy,
which includes sunspaces at three levels on the south side of the building [Commission
of the European Communities (CEC), 1988b]. The sunspaces are separated from the main
part of the building by both Venetian blinds and sliding windows, so light and warm air
can be admitted to or kept from the building independently (Funaro, 1986). Daylighting is
also provided for the corridors. Part (e) is a schematic section of a building with a central
storage wall which is heated by air circulated from the top of the building by a small fan.
Part (f) shows a house with air heating collectors below floor level with airflow through a
pebble bed store and/or the building by natural circulation.

7This will be shown in Section 22.6.
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Figure 14.10.1 Sections of passively heated buildings. (a) Section of the Wallasey School direct-
gain system. (b) Section of the Kelbaugh collector-storage wall system. (c) A building with
clerestory windows to admit radiation to north rooms. (d) Part of a school building in Rome, showing
sunspaces, classrooms, and corridors, designed by C. Greco. (e) A building with central storage core
and air circulation. (f) A natural-circulation system with separate air heating collectors and pebble
bed storage.

One of the best-known passive heating applications is the group of small single-family
residential buildings at Odeillo, France. The collector-storage wall in the first of these
buildings consists of double glazings spaced 0.12m from the concrete storage wall, which
is 0.60m thick. The wall is painted black and has vent openings 0.11 by 0.56m at top
and bottom which are 3.5m apart. The collector occupies most of the south wall of the
building. The auxiliary energy supply is electricity. The system was estimated by Trombe
et al. (1977) to have supplied between 60 and 70% of the energy for an average house
in the Odeillo climate. Based on extensive studies of this system, a building with three
apartments was constructed that is better insulated, has smaller collector area per cubic
meter of heated space (0.1 rather than 0.16 m2/m3), and utilizes storage walls of concrete
0.37m thick. One of the original buildings is shown in Figure 14.10.2(a).

An example of a residence using a combined sunspace-direct-gain concept is the
Balcomb house in Santa Fe, New Mexico, shown in Figure 14.10.2(b). This two-story
house has 0.35-m-thick adobe walls that provide thermal capacitance and also a pebble
bed storage unit to provide additional storage (AIA Research Corporation, 1978). This
building operated with very little auxiliary energy input in the Santa Fe climate.
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Figure 14.10.1 (Continued)
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Figure 14.10.2 (a) The Odeillo single-family residence utilizing collector-storage walls. (b) Res-
idence in Santa Fe, NM. (c) Residence in Golden, CO. (d) Monastery in Pecos, NM. (e) Waiting
room of the Vielha Hospital, Catalonia, Spain. (f) Apartment buildings in Villefontaine, France.
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Figure 14.10.2 (Continued)
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The Sargent house, built in the mid-1980s in Golden, Colorado, is shown in
Figure 14.10.2(c). This direct-gain system provides about half of the total heating require-
ments of the building. Figure 14.10.2(d) shows a monastery building in New Mexico
with clerestory windows admitting radiation to north rooms. All windows are double
glazed, and solar energy provides most of the heating loads on the building (AIA Research
Corporation, 1978).

Many passive buildings have been built and operated in Europe. The CEC publishes a
series of case studies illustrating how passive principles can be applied to produce attractive
and energy-efficient buildings. The waiting area of the Vielha Hospital in Catalonia, Spain,
described in a CEC report (1988c), is shown in Figure 14.10.2(e). It is a direct-gain building
with double-glazed windows covering the major part of the south façade. Shading-control
awnings are used to avoid summer overheating. The hospital waiting area is on the south
side and is two floors high and the first and second floors open off this space. The building
is three floors high and of compact shape, and the concrete and ceramics used in floors
provide about 40 m3 of direct storage. Passive solar gains contributed 33% of the total
space-heating load, 44% was supplied by auxiliary energy, and the balance was provided
by internal energy generation. There are heating loads on this building throughout the year.
All heating loads are met by solar in the summer months and an average of about a quarter
of the loads is met by solar in the balance of the year. The monthly ambient temperatures
range from about 8 to 18◦C.

A development in Villefontaine, France, includes 42 single-family residences that
include a combination of direct-gain and sunspace passive heating (CEC, 1988b).
Figure 14.10.2(f) shows three of these buildings. The sunspaces are on walls facing
within 45◦ of south, have floor areas of 6.5m, and are recessed into the building. A com-
bination of fixed and movable shading devices control absorbed radiation. Ventilation of
the sun-spaces is accomplished by windows and vents. Mechanical circulation of warm air
from sunspaces to the rest of the building is used. All controls are operated manually. The
space-heating energy required by these buildings is 37% less than conventional designs
in the same area. Occupant response to the homes has been positive, and turnover of
occupants is low.

Warehouse heating, where temperature control may not be as critical as in buildings
for human occupancy, is another application of interest. Thermal storage may be provided
by the contents of a warehouse with direct-gain solar heating. Translucent plastic siding
has been used on the south wall of such warehouses.

Direct-gain solar heating systems may have some problems associated with them. The
contents of the room are, by definition, subjected to solar radiation, which can cause fabric
degradation and fading of dyes. If floors are to be built with high capacitance (i.e., of
masonry), there may be limits on the placement of rugs and furniture that would reduce
the addition of heat to or removal from the storage. An experimental building at MIT is
being used in a study of possible answers to these and other problems. Beam radiation
incident on the windows is deflected upward by narrow-slat Venetian blinds which have
slats shaped to be concave upward and which have reflective materials on their upper
surfaces. These blinds reflect the radiation upward to the ceiling rather than admitting it
to the floor. The heat storage medium is a phase change material, Na2SO4 · 10H2O, in
thin layers in ceiling panels. Heat transfer from the ceiling to the rooms is primarily by
radiation (Mahone, 1978).
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14.11 HEAT DISTRIBUTION IN PASSIVE BUILDINGS

There is implicit in the discussion of energy storage in buildings and the characterization
of building conditions by a single temperature that energy is distributed throughout the
building by natural convection (‘‘passively’’ in the complete sense of the word) or by
forced convection. The basic passive heating systems discussed in this chapter all result
(in their simplest forms) in solar energy addition to the south rooms. The transport of
heat from the heated rooms to other rooms has been the subject of experimental and
theoretical studies, including model studies using water tanks and full-scale experiments
in laboratories. A review of this work has been presented by Anderson (1986).

Energy moves from one room to another by a combination of mechanisms. The dom-
inant mechanism, if there are openings between them, is by convection. Thus convective
flow through doorways is of importance in energy transport in passive buildings. Natural-
convection flows in buildings have been the subject of several studies. For example,
Balcomb et al. (1984) report theoretical and experimental measurements of airflow in
occupied buildings, and Kirkpatrick et al. (1986) have measured convective flow through
doorways that connect a two-story sunspace and the rooms behind the sunspace. A tem-
perature difference from one room to another means that there is a corresponding density
difference, which leads to convective flow at the bottom of the doorway from the colder
room to the warmer room and flow in the reverse direction at the top.

Any forced convection will be superimposed on the natural-convection exchange
between rooms and can dominate the natural-convection processes. In a system such as
that shown in Figure 14.10.1(e), air is moved from the warmer upper zones of a building to
lower zones by air circulated downward through open cores in a storage wall. The forced
convection requires relatively little mechanical energy and makes it possible to maintain
comfortable temperature gradients throughout the building.

As pointed out by Anderson (1986), an understanding of the natural-convection
processes occurring in a passive building can be essential in assuring that acceptable levels
of comfort can be maintained.

14.12 COSTS AND ECONOMICS OF PASSIVE HEATING

The first costs, or investments, in passive heating of a building are those incremental
costs associated with providing for solar heating compared to a building without solar
heating. For direct-gain systems, two major costs must be considered. The first is for
additional glazing area, any associated night insulation, and extra mass of the building to
provide storage. Windows generally cost more than walls, and the total incremental cost of
providing the windows, insulation, drapes, and so on, must be considered. The replacement
of a wood frame floor by a concrete and tile floor will entail an increment in cost. The
second set of costs includes equipment costs of fans for heat distribution, controls for fans,
and/or movable insulation. Some of these costs will be dependent on receiver area and
others may be fixed. Equation 11.1.1 can usually be used to represent systems costs.

Collector-storage walls or roofs also involve increments in first cost compared to
nonsolar buildings. The costs of the mass wall glazing, movable insulation, controls, vents,
and so on, should be included. If a mass wall occupies significant living space floor area
or requires additional foundations, the costs of the space occupied and foundation should
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be included. The same considerations hold for sunspaces, where glazing and insulation
expenses may be important.

For ACPS systems, the incremental costs will be the installed costs of the collector
(less credits for wall or roof replaced), blower, pump, controls, ducting or piping, plus any
costs of increments to the mass of the building designed to increase its storage capacity.

The economic gain from passive heating is in reduction of purchased (auxiliary)
energy. Thus an economic analysis of passive heating must be based on an analysis of the
thermal performance of a system to estimate the expected reduction in auxiliary energy
needs. With the reduction in cost of purchased energy, the increase in cost of the structure,
and the usual set of economic parameters such as interest, discount, and inflation rates, tax
data, periods of mortgages, and economic analyses, the economic principles set forth in
Chapter 11 can be applied to passive solar processes. However, the loads on the building
will usually increase significantly as receiver (window) area increases, in contrast to active
systems where the loads are nearly independent of collector area. Thus the important
results to be obtained from the thermal analysis are the annual amount of auxiliary energy
needed and the reduction in annual energy purchased, and not the solar fraction. As noted
in Section 10.10, a modified fractional solar contribution can be defined as

Fc = LS

L0
(14.12.1)

whereLS is the solar energy supplied, that is, the reduction in purchased energy of the solar
building compared to the nonsolar building, and L0 is the load on the nonsolar building
(the same building but with Ar = 0 and a standard wall replacing the receiver) that is to
be met by purchased energy. With Fc so defined, the analysis of Chapter 11 needs no
modification. (Note that the definitions of solar fraction used by many authors differ from
this.) The application of the P1, P2 method leads to results that are similar to those for
active systems.

Figure 14.12.1 An example of LCS of a direct-gain passive system in Albuquerque for four
levels of the incremental cost per unit area of direct-gain aperture over that of the insulated wall.
Area-independent costs have been assumed negligible.
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For example, consider a residence to be constructed in Albuquerque, New Mexico.
The building has the thermal performance characteristics (i.e., the auxiliary energy
requirements) of the building of Figures 14.5.2 and 14.5.3. The allowable temperature
swing is 4◦C, and night insulation is to be used on the direct-gain windows, resulting
in UL = 1.3 W/m2 ◦C. The economic parameters are those of Example 11.8.2 (i.e.,
CF 1 = $10/GJ, P1 = 22.169, and P2 = 1.035). The fractional solar contributions as
defined for this purpose are Fc = (LA,0 − LA)/LA,0. The annual load on the building with
Ar = 0 is 31 GJ, so Fc = (31 − LA)/31. Figure 14.12.1 shows curves of life-cycle savings
(LCS) versus receiver area for four cost increments of the direct-gain window and drapes
over the insulated wall. The economic optimum area is shown to be less than the thermal
optimum area, with the difference increasing as the incremental cost of the direct-gain
aperture rises. These curves are generally the same shape as those encountered in active
systems, and depending on location and system design, the curves may or may not show
positive savings.
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15

Solar Cooling

The use of solar energy to drive cooling cycles has been considered for two related
purposes, to provide refrigeration for food preservation and to provide comfort cooling. In
Section 15.1 we briefly review some of the literature relating to both of the applications,
since there is a common underlying technology. From then on, we concentrate on problems
relating to solar air conditioning. In particular, for application in temperate climates,
we address questions of the use of flat-plate collectors for both winter heating and
summer cooling.

Solar cooling of buildings is an attractive idea. Cooling is important in space con-
ditioning of most buildings in warm climates and in large buildings in cooler climates.
Cooling loads and availability of solar radiation are approximately in phase. The com-
bination of solar cooling and heating should greatly improve use factors on collectors
compared to heating alone. Solar air conditioning can be accomplished by three classes of
systems: absorption cycles, desiccant cycles, and solar-mechanical processes. Within these
classes there are many variations: for example, using continuous or intermittent cycles,
hot- or cold-side energy storage, various control strategies, various temperature ranges of
operation, different collectors. Each of these methods is reviewed in this chapter, with
emphasis on absorption and desiccant cooling.

The future of many of the methods will depend on developments beyond the cooling
process itself. Temperature constraints in the operation of collectors limit what can be
expected of solar cooling processes. As collector operating temperatures are pushed
upward, storage may then become a critical problem. The relationship of collector and
storage characteristics to cooling performance will be evident in the following discussions.

Cooling is expensive, as is heating. Reduction in cooling loads through careful building
design and insulation will certainly be warranted and, within limits, will be less expensive
than providing additional cooling. Good building design and construction are needed to
minimize loads on the air conditioning and heating system. Our concern is with cooling
loads that cannot be avoided by building design.

Solar refrigeration can be accomplished with a conventional refrigeration unit but with
electrical energy supplied by a photovoltaic system or by a solar thermal/electric system.
The problems are not with the cooling equipment but with the solar system to provide
electrical energy. Such systems are discussed by Klein and Reindl (2005). An alternative
is to supply mechanical energy from a solar system to directly drive the compressor of a
vapor compression machine. Such a system is discussed in Section 15.9. Solar refrigeration
can also be accomplished with absorption systems that are similar to the cooling systems
described in the next few sections.

575Solar Engineering of Thermal Processes,  Fourth Edition.   John A. Duffie and William A. Beckman
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15.1 SOLAR ABSORPTION COOLING

Two approaches have been taken to solar operation of absorption coolers. The first is to
use continuous coolers, similar in construction and operation to conventional gas- or steam-
fired units, with energy supplied to the generator from the solar collector-storage-auxiliary
system whenever conditions in the building dictate the need for cooling. The second is
to use intermittent coolers similar in concept to that of commercially manufactured food
coolers usedmany years ago in rural areas (the Crosley ‘‘Icyball’’) before electrification and
mechanical refrigeration were widespread. Intermittent coolers have been considered for
refrigeration, but most work in solar air conditioning has been based on continuous cycles.

Continuous absorption cycles can be adapted to operation from flat-plate collec-
tors. The principles of these cooling cycles are described in ASHRAE Handbook—
Fundamentals (2005). A diagram of one possible arrangement is shown in Figure 15.1.1.
The present temperature limitations of flat-plate collectors restrict consideration among
commercial machines to lithium bromide–water systems. The LiBr-H2O machines require
cooling water for cooling the absorber and condenser, and in most applications a cooling
tower will be required. Operation with flat-plate collectors of ammonia-water coolers such
as those now marketed for steam- or gas-fired operation is difficult because of the high
generator temperatures required. Coolers based on other refrigerant-absorbent systems
may be possible candidates for solar operation.

A commercial lithium bromide–water air conditioner, modified to allow supplying
the generator with hot water rather than steam, was operated from a flat-plate water heater
by Chung et al. (1963). An analytical study of solar operation of a LiBr-H2O cooler and
flat-plate collector combination by Duffie and Sheridan (1965) identified critical design
parameters and assessed the effects of operating conditions on integrated solar operation.
Under the assumptions made in their study, design of the sensible heat exchanger between
absorber and generator, cooling water temperature, and generator design are important; the
latter is more critical here than in fuel-fired coolers because of the coupled performance of

Figure 15.1.1 Simplified schematic of a solar absorption air conditioning system.
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the collector and cooler. An experimental program was also developed at the University of
Queensland, Australia, in a specially designed laboratory house (Sheridan, 1970).

From these and other experiments, it was clear that LiBr-H2O absorption air con-
ditioners could be adapted for solar operation. Without modification, the commercial
machines operated at reduced capacities, but they could be modified to operate at nominal
capacities with energy supply to the generator by hot water. Part-load operation could be
accomplished at little loss of the coefficient of performance, with reduced dehumidification.
Generator temperatures required for these air conditioners would be in a range suitable
for flat-plate collectors (with the collectors operating at about the same temperature levels
above ambient as those for winter heating operation).

If cooling requirements rather than heating loads fix collector size requirements, it is
advantageous to use coolers with high COP. For example, double-effect evaporators can be
used to decrease energy input requirements (Whitlow and Swearingen, 1959; Chinnappa,
1973). The conditions and constraints of solar operation lead to cooler designs different
from those for fuel operation.

Intermittent absorption cooling may be an alternative to continuous systems. Most
work to date on these cycles has been directed at food preservation rather than comfort
cooling. These cycles may be of interest in air conditioning because they offer potential
solutions to the energy storage problem. In these cycles, distillation of refrigerant from the
absorbent occurs during the regeneration stage of operation, and the refrigerant is condensed
and stored. During the cooling portion of the cycles, the refrigerant is evaporated and
reabsorbed. A schematic of the simplest of these processes is shown in Figure 15.1.2.
‘‘Storage’’ is in the form of separated refrigerant and absorbent. Modifications of this
basically simple cycle may result in an essentially continuous cooling capacity and
improved performance.

Refrigerant-absorbent systems used in intermittent cycles have been H2SO4-H2O,

NH3-H2O, and NH3-NaSCN. In the latter system, the absorbent is a solution of NaSCN in
NH3, with NH3 the refrigerant. This system has been studied by Blytas and Daniels (1962)
and Sargent and Beckman (1968), and it appears to have good thermodynamic properties
for cycles for ice manufacture. Williams et al. (1958) reported an experimental study of an
intermittent NH3-H2O cooler using concentrating collector for regeneration.

Chinnappa (1961, 1962) and Swartman and Swaminathan (1970) experimentally
studied the operation of intermittent NH3-H2O machines in which flat-plate collectors

Figure 15.1.2 Schematic of an intermittent absorption cooling cycle. On the left is the regeneration
cycle. On the right is the refrigeration cycle. The generator-absorber is a single vessel performing
both functions, and the condenser-evaporator is also a single vessel performing both functions.
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provided the energy supply. The absorber and generator are separate vessels. The generator
was an integral part of the collector, with refrigerant-absorbent solution in the tubes of the
collector circulated by a combination of thermosyphon and a vapor lift (bubble) pump.
Using approximately equal cycle times for the regeneration and refrigeration steps (5 to 6 h
each), overall COPs were found to be approximately 0.06 at generator temperatures rising
from ambient to approximately 99◦C during regeneration. Evaporator temperatures were
below 0◦C. With cooling water available at approximately 30◦C, the effective cooling per
unit area of collector surface per day for the experimental machine was in the range of 50
to 85 kJ/m2 for clear days.

This is an incomplete history of developments of solar absorption cooling, but it
provides an indication of the basis for interest in the combination of solar energy supply
and absorption air conditioning. In the following section, we discuss some aspects of
the theory of absorption cooling, particularly as it relates to solar operation, and in
Sections 15.4 and 15.5 show data on solar cooling system performance.

15.2 THEORY OF ABSORPTION COOLING

Operation of absorption air conditioners with energy from flat-plate collector and storage
systems is the most common approach to solar cooling. A schematic of a solar absorption
cooling system is shown in Figure 15.2.1; this system (or variations using other methods
of energy storage, auxiliary energy input, multiple-stage coolers, etc.) has been the basis
of most of the experience to date with solar air conditioning.

The coolers used in most experiments are LiBr-H2O machines with water-cooled
absorbers and condensers. A pressure-temperature-concentration equilibrium diagram for
LiBr and H2O is shown in Figure 15.2.2. The idealized operation of a cycle is indicated
on the diagram. The pressure in the condenser and generator is fixed by the condenser
fluid coolant temperature. The pressure in the evaporator and absorber is fixed by the
temperature of the cooling fluid to the absorber. The letters on the lines representing the

Figure 15.2.1 Schematic of a solar-operated absorption air conditioner. The essential components
of the cooler are: A, absorber; B, generator; C, condenser; E, evaporator; HX, heat exchanger to
recover sensible heat; CT, cooling tower. AX is auxiliary energy source.
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Figure 15.2.2 Pressure-temperature-concentration diagram for LiBr-H2O showing an idealized
cooling cycle with letters on the segments corresponding to the process components of Figure 15.2.1.

cycle correspond to the processes occurring in the components indicated in Figure 15.2.1.
The generation process is one of increasing the concentration from 55 to 60% while
the equilibrium temperature of the solution rises from 72 to 82◦C at the pressure of
the condenser. In the absorber, the solution concentration drops from 60 to 55% as the
solution temperature drops from 48 to 38◦C, all at the evaporator pressure. In a real cycle,
some sensible heat will have to be transferred in the generator and absorber (the amount
dependent on the effectiveness of exchanger HX), there will be pressure changes through
the generator due to hydrostatic head, and there will be temperature differences across
all heat exchangers. Exact pressures, temperatures, and concentrations will vary with the
machine and operating conditions; the numbers used here are for illustration of the nature
of the process.

The maximum solution temperature in the generator is shown in Figure 15.2.2; the
temperature of the heated fluid to the generator must be above the maximum generator
temperature, which is determined by the condenser pressure and the concentration of
the solution leaving the generator. The generator temperatures must be kept within the
limits imposed by the characteristics of flat-plate collectors. The critical design factors
and operational parameters include solution concentrations, effectiveness of the heat
exchangers, and coolant temperature.

The pressure differences between the high- and low-pressure sides of LiBr-H2O
systems are small enough that these systems can use a vapor lift pump and gravity
return from absorber to generator as an alternative to mechanical pumping to move the
solution from the low-pressure to the high-pressure side. Early absorption machines used
the vapor lift pump, but more recent designs use mechanical pumps because of improved
performance.

An overall steady-state energy balance on the absorption cooler indicates that the
energy supplied to the generator and to the evaporator must equal the energy removed from
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the machine via the coolant flowing through the absorber and condenser plus whatever net
losses may occur to the surroundings:

QG + GE = QA + QC + QLosses (15.2.1)

The thermal coefficient of performance COP is defined as the ratio of energy into the
evaporator QE to the energy into the generator QG :

COP = QE

QG

(15.2.2)

The coefficient of performance is a useful index of performance in solar cooling, where
collector costs (and thus costs of QE) are important. Many LiBr-H2O machines have
nearly constant COP as the generator temperatures vary over the operating range, as long
as the temperatures are above a minimum. The thermal COP is usually in the range of 0.6
to 0.8, and the major effect of variation in the solar energy temperature to the generator is
to vary QE , the cooling rate.

Other types of COP can be defined (Mitchell, 1986). A COPe is the ratio of cooling
to electrical energy used to provide air and liquid flows, operate controls, and so on:

COPe = QE

electric input
(15.2.3)

With water used as a coolant in the absorber and condenser, the generator temperatures
are in the range 70 to 95◦C. The temperature of the fluid supplied to the generator must
be higher than this, which means that there is a small temperature range over which an
unpressurized water storage tank can operate. Operation of most flat-plate collectors near
100◦C is marginal. In addition, cooling towers are needed. These are three major problem
areas in solar application of LiBr-H2O coolers.

The schematic diagram of an ammonia-water cooler is similar to that of the cooler of
Figure 15.2.1 except that a rectifying section must be added to the top of the generator
to reduce the amount of water vapor going to the condenser. Pressure-temperature-
concentration data for the ammonia-water system are shown in Figure 15.2.3. The basic
solution processes are similar to those of the LiBr-H2O system, but the pressures and
pressure differences are much higher and mechanical pumps are needed to return solutions
from the absorber to the generator. In many applications the condenser and absorber are air
cooled with generator temperatures in a range of 125 to 170◦C. In applications where water
cooling is used, generator temperatures may be in the range of 95 to 120◦C. Both air-cooled
and water-cooled cycles are shown in Figure 15.2.3. The condensing temperatures for the
air-cooled condenser correspond to much higher generator temperatures than those for
liquid-cooled systems.

There are two approaches to the calculation of performance of absorption coolers. It
is possible to write for each component in the cooler a full set of energy balances, material
balances, rate equations, and equilibrium relationships. These are solved simultaneously
to determine the operating conditions and energy rates. This approach has been taken, for
example, by Allen et al. (1973). The solution of the equations is expensive in computer
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Figure 15.2.3 Pressure-temperature-concentration diagram forNH3-H2Owith two idealized cycles
corresponding to water-cooled condenser and absorber and air-cooled condenser and absorber.

time, and there is additional difficulty that real absorption coolers may include other
components such as concentration adjusters (small containers that retain volumes of
refrigerant or absorbent, depending on pressures in the machine, and so change the solution
concentrations), which are difficult to include in the analysis.

The second alternative is to devise empirical models based on operating data from
specificmachines. These are much easier to use, particularly in simulations where repetitive
computations are done. An early model of a LiBr-H2O cooler was devised by Butz (1973)
and used in an early simulation of absorption air conditioning (Butz et al., 1974). This
model was modified by Ward and Löf (1975) and Oonk et al. (1975) to reflect data on
later machines and by Blinn (1979), who has introduced a method of modeling transient
operation of the cooler.

As a result of the on-off control strategy most commonly used in residential applica-
tions, chillers often do not operate at steady state. The room thermostat calls for cooling
when the room temperature rises above a small control range and shuts off the chiller when
room temperature drops below the range. If the cooling capacity is significantly greater
than the building cooling load, the thermostat will cycle and the chiller will spend part of
its operating time in a transient mode.

When a cooler is started up, the lithium bromide–water solution will begin circulating
between the generator and absorber. No vapor will be evolved until the generator and all the
solution held up in the generator have been heated to a temperature Tmin. This temperature
is the boiling point of a lithium bromide solution whose concentration corresponds to the
chiller’s initial charge at a pressure determined by the condenser temperature.

If the generator, sensible heat exchanger, and absorber are all modeled as constant-
effectiveness heat exchangers during start-up, if the generator is modeled as a singlenode
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thermal capacitance, and if it is assumed that the absorber and sensible heat exchanger
respond much more rapidly than the generator, then the generator temperature during
start-up will vary exponentially:

TG = TG,ss + (TG,o − TG,ss) exp

(
− t

tH

)
(15.2.4)

where TG = generator temperature
TG,ss = steady-state generator temperature
TG,o = initial generator temperature

tH = generator time constant for start-up

Measurements of the time-temperature history of the generator of a 3-ton-capacity
chiller (Arkla model WF-36) located at Colorado State University (CSU) Solar House I
show that during start-up the generator is described well by Equation 15.2.4, with a time
constant tH of about 8.0min.

During cooldown, after the chiller has been shut off, solution will drain to the lowest
point of the chiller (usually the absorber) and lose heat to the surrounding air by conduction
and natural convection. In that case

TS = T ′
a + (TG,o − T ′

a) exp

(
− t

tC

)
(15.2.5)

where TS = solution temperature
T ′

a = temperature of surroundings
tC = cooldown time constant

The cooldown time constant tC will tend to be much larger than the start-up time
constant, since it depends on free rather than forced convection. The cooldown time
constant measured for the 3-ton chiller at CSU was about 63min.

To complete the transient model, it is assumed that the instantaneous cooling delivered
is a unique function of generator temperature, condensing water temperature (which
fixes condenser and absorber temperatures), and evaporator temperature. The evaporator
temperature is assumed constant, and manufacturer’s performance data are used to
determine cooling capacity and coefficient of performance as empirical functions of
generator and condensing water temperatures.

When the generator temperature is above Tmin, cooling and generator heat uptake are
given by

QE = f1(TG, TCW) (15.2.6)

QG = f2(TG, TCW) (15.2.7)

where f1 and f2 are curve fits to manufacturer’s data in terms of the generator temperature
and the cooling water temperature. When the generator temperature is less than Tmin,

QE = 0 and QG = (UA)G(Ts − TG).
Figure 15.2.4 shows the measured steady-state operation of a LiBr-H2O chiller,

indicating fraction of rated capacity and thermal COP as functions of inlet temperature of
water to the generator and the coolant temperature.
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Figure 15.2.4 Manufacturer’s data for 3-ton Arkla LiBr-H2O water chiller showing (a) capacity as
a function of water inlet temperatures to generator and condenser at chilled water outlet temperature
of 7.2 ◦C, and (b) COP as a function of water inlet temperatures to generator and condenser. From
Blinn (1979).



584 Solar Cooling

The average COP over a long term can be evaluated as

COP =

∫
QE dt∫
QG dt

(15.2.8)

Simulations using meteorological data for Charleston, South Carolina, over a cooling
season indicate that the transient operation of the chiller leads to approximately 8% lower
COP than would be expected if transients were neglected. The months with the lowest
cooling loads are the months with the highest differences, as those are the months when
the cooler is oversized and cycles most frequently.

15.3 COMBINED SOLAR HEATING AND COOLING

Many applications of solar air conditioning will be done in conjunction with solar heating,
with the same collector, storage, and auxiliary energy system serving both functions and
supplying hot water. Figure 15.3.1 shows a combined heating and cooling system based
on absorption cooling for air conditioning.

An important consideration in combined heating and cooling systems is the relative
importance of the summer and winter loads. Either one may dictate the needed capacity
of the collector and consequently its size and design. Climate is a major determining
factor, and cooling requirements will dominate in climates like those of Phoenix and
Miami. Commercial buildings are likely to have design fixed by cooling loads, even in
cool climates. Also important are building design features that can affect relative energy
requirements for the two loads. These include fenestration, shading by overhangs, wing-
walls and foliage, and building orientation. Less obvious is the performance of the heating
and cooling system; a poor absorption cooler would require a larger collector area than
one with a high COP and thus could shift the determination of collector needs from winter
heating to summer cooling.

The location of storage, whether inside or outside the building, will have an effect
on heating or cooling loads. If heat is to be stored and if the storage unit is inside the
structure, heat losses from storage become uncontrolled gains during the heating season
and additional loads during the cooling season. If collectors are part of the envelope of
the building, back losses from the collector will also become uncontrolled gains during
heating and additional loads during cooling.

Collector orientation may be affected by which load dominates; optimum orientation
is approximately β = φ + 15◦ for winter use, β = φ − 15◦ for summer use, and β = φ

for all-year use. Heating loads are likely to be higher in the morning, suggesting that the
surface azimuth angle γ should be negative, while cooling loads peaking in the afternoon
suggest that γ should be positive. Simulations can be used to answer these questions [see
Oonk et al. (1975) for an example]; fortunately collector orientation is usually not critical.

As with solar heating alone, the major design problem is the determination of optimum
collector area, with underdesign leading to excessive use of auxiliary energy and overdesign
leading to low use factors on the capital-intensive solar energy system. Absorption air
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Figure 15.3.1 Schematic of a combined solar heating, air conditioning, and hot-water system using
a LiBr-H2O absorption cooler. Solid flow lines are for cooling, dashed lines are for heating, and
dotted lines are air conditioner coolant flow. AU is auxiliary energy source, AC is air conditioner,
CT is cooling tower, PH is preheat tank, and WH is water heater.

conditioners are more expensive than mechanical air conditioners. In climates where
annual cooling loads are low, the use of absorption coolers will lead to higher cooling costs
because of low use factors on the coolers.

15.4 SIMULATION STUDY OF SOLAR AIR CONDITIONING

Simulations provide useful information on effects of design changes on the long-term
performance of solar coolers. In this section we show the results of a simulation study of
the system of Figure 15.3.1, a liquid system with a LiBr-H2O chiller modeled as described
in Section 15.2. The simulations were done using meteorological data for Albuquerque,
New Mexico.

The building simulated has a floor area of 150 m2, is well insulated with (UA)h =
232 W/

◦C, has infiltration of one-half air change per hour, and has reasonable levels of
internal heat generation and building capacitance. Latent cooling loads are estimated as
0.3 of the sensible cooling loads. The desired room temperature range is 19 to 25◦C. The
hot-water load is 300 kg/day heated from 11 to 55◦C, and a tempering valve prevents
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Figure 15.4.1 Annual fraction of energy supplied by solar energy for the Albuquerque simulations.

delivery of water at temperatures above 55◦C. Storage capacity of the preheat tank is
0.35 m3.

The collectors have FR(τα)n = 0.72 and FRUL = 4.94 W/m2 ◦C and are sloped
toward the south at β = 36◦ at the Albuquerque latitude of 35◦ N. The value of F ′

R/FR is
0.94. Simulation results are shown for five collector areas, from 5 to 50 m2.An antifreeze
solution with Cp = 3900 J/kg ◦C is circulated at ṁ/Ac = 0.0015 kg/m2 s. The storage
tank volume is 0.10 m3/m2, it has a loss coefficient of 10.5 W/m2 ◦C, and its temperature
is limited to 100◦C. The minimum tank temperature for solar heating is 30◦C.

The chiller has a nominal capacity of 4.2 kW, a start-up time constant of 0.133 h,
and a cooldown time constant of 1.05 h. The minimum useful source temperature is 77◦C.
Auxiliary energy in this set of simulations is provided in either of two ways. The primary
method is by addition of heat to the generator of the chiller when needed. If the temperature
in the building continues to be above the control temperature, parallel cooling by a separate
(mechanical) cooler is computed to provide an approximation of energy required to meet
any cooling loads not met by the absorption chiller.

Figure 15.4.1 shows the variation of the fraction of the annual energy needs (for
heating, hot water, and cooling) met by this system as a function of collector area. The
curve has the same general shape as those for space heating. In the Albuquerque climate,
the solar fraction reaches 0.98 at a collector area of 50 m2 in the particular year used
in these simulations. The monthly fractions are shown in Figure 15.4.2(a), where the
inability of smaller collectors to meet large winter heating loads or summer cooling loads
is evident. As with solar heating, the larger systems show poorer integrated efficiencies as
they are oversized during spring and fall. The larger systems run at higher temperatures
and have more thermal losses from the collectors. Figure 15.4.2(b) shows a plot of monthly
efficiency (the ratio of the collected energy to the total radiation incident on the collector
for the month) for the five collector areas. It is clear that high collector efficiencies are
associated with low solar fractions in these systems with seasonally varying loads.
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Figure 15.4.2 (a) Monthly fractions of loads met by solar energy for five collector areas for
the Albuquerque simulation. (b) Monthly collector efficiencies for five collector areas for the
Albuquerque simulations.

Figure 15.4.3 shows, for a collector area of 15 m2, the cumulative heating, cooling,
and hot-water loads and the contributions by solar to meeting those loads. The year starts
in September, between the heating and cooling seasons.

The annual results of these simulations are summarized in Table 15.4.1. The space-
heating and space-cooling loads increase slightly with collector area, as the control
scheme maintains the building at higher mean temperatures in the winter and lower mean
temperatures in the summer as the size of the solar energy system increases. (Different
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Figure 15.4.3 Cumulative loads and solar contributions for the 15-m2 collector area for the
Albuquerque simulations.

Table 15.4.1 Summary of Annual Performance for Albuquerque Simulations of Solar Heating,
Hot Water, and Cooling

Collector area, m2 5 10 15 30 50
Space-heating load, GJ 38.6 40.2 41.0 42.1 43.3
Air conditioning load, GJ 13.9 13.6 13.2 14.3 16.9
DHW load, GJ 20.2 20.2 20.2 20.2 20.2
Total load, GJ 72.8 74.0 74.5 76.6 80.4
Solar to space heating, GJ 8.7 17.9 24.5 36.1 42.5
Solar to air conditioning, GJ 0.0 5.0 6.7 13.8 16.8
Solar to DHW, GJ 12.9 15.2 16.6 18.6 19.6
Total solar to load, GJ 21.6 35.6 47.8 68.4 78.9
Fraction of load met by solar 0.30 0.28 0.64 0.89 0.98
Collector efficiency, % 52 44 39 30 22
Energy delivered, GJ/m2 4.32 3.56 3.19 2.28 1.58

controls would have made some difference in these loads, but the general trends and
conclusions would not change.) Annual efficiencies are shown; they decrease as collector
area increases. Annual energy delivered per square meter of collector is shown; it is an
approximate index of energy delivered per unit cost of the system (insofar as system cost
is proportional to collector area).
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15.5 OPERATING EXPERIENCE WITH SOLAR COOLING

Detailed performance measurements of several solar cooling systems have been published.
These systems are best described as experiments; the data provide an indication of the
technical feasibility of solar absorption air conditioning.

The solar collector and heating system used on CSU House III in 1983 to 1984
(Karaki et al., 1984) was described in Section 13.3. The building is shown in Figure 13.2.5.
The system was also equipped with an Arkla 3-ton LiBr-H2O absorption chiller. A
schematic of the complete system is shown in Figure 15.5.1. The 48.7 m2 of collectors
were double glazed with selective surfaces, and storage was in a water tank of 4530 kg
capacity that was fitted with inlet and outlet manifolds designed to enhance stratification.
Chilled water from the absorption machine was pumped through a heat exchanger in the
air supply ducts for the building.

The chiller was a stand-alone unit located outside of the conditioned space. Heat
rejection was accomplished by direct evaporative cooling by water trickling down over
the outside walls of the condenser and absorber, so the functions of chiller and cooling
tower were integrated into a single unit. The chiller had included in it a number of features
designed tomake it performwell under the transient operating conditions experienced in the
solar operation and to avoid crystallization of LiBr in the generator during low-temperature
operation. The effects of on-off cycling were minimized by controls that called for cooling
to be continued during shutdown transients. [See Karaki et al. (1984) for details of the
chiller, system, and controls.]

A diagram of the energy flows in the cooling operation is shown in Figure 15.5.2. A
complete energy analysis of the system would involve determination of all of the flows;
the experiments at CSU included measurement or calculation of all but a few noncritical
flows.

Figure 15.5.1 Schematic of the solar cooling system on CSU House III. From Karaki et al. (1984).
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Figure 15.5.2 Energy flows in cooling operation at CSU House III. Adapted from Karaki et al. (1984).

This system carried about one-quarter of the summer cooling loads. The building
houses offices, and internally generated cooling loads from office machines and computers
started early in the day hours before the collectors turned on. Solar cooling performance
by months is shown in Table 15.5.1. Table 15.5.2 provides information on three months of
solar operation and shows the incident solar radiation, energy collected, energy supplied
to the generator, energy removed at the evaporator, amount of cooling provided in the
building, and a solar cooling performance factor (SCPF) (the ratio of heat removed at the
cooling coil to the radiation incident on the collector). The maximum SCPF would be the
product of the daily collection efficiency and the chiller coefficient of performance. The

Table 15.5.1 1983 Solar Cooling Performance of CSU House IIIa

Month Total Cooling Load Heat Pump Cooling Solar Cooling Percent by Solar

July 476 380 96 20
August 511 369 142 28
September 413 325 88 21

aEnergy quantities are in MJ/day (average). Data are from Karaki et al. (1984).
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Table 15.5.2 Incident Radiation and System Performancea

Solar Energy Energy to
Month Radiation Collected Generator QE Cooling SCPF

July 904 272 183 126 96 0.11
August 964 300 232 159 141 0.15
September 1068 238 199 159 88 0.08

aEnergy quantities are in MJ/day (average). Data from Karaki et al. (1984).

SCPFs measured at CSU were a one-half to three-quarters of the maximum. Losses from
storage (and other parts of the system) were substantial contributors to the difference; the
tank cooled off at night and considerable collection of energy was required to bring it back
up to the threshold operating temperature. Redesign of the system to reduce losses and
changes in operating strategy could improve system performance.

15.6 APPLICATIONS OF SOLAR ABSORPTION AIR CONDITIONING

Under the auspices of various research, development, and demonstration programs, a
number of solar-operated cooling systems have been installed and operated by companies
and government agencies. Many are 3- or 25-ton LiBr-H2O units, and applications have
been made to residential- and commercial-scale buildings. Flat-plate collectors have been
used on most of the systems; several have been equipped with evacuated-tube collectors
that will operate at higher temperatures. According to Mitchell (1986), the performance
of these systems has ranged from very bad to very good. Major problems included
high parasitic power requirements for operation of fans, pumps, and cooling towers;
inappropriate controls and control strategies; and use of oversized chillers that results in
frequent cycling and performance degradation.

Single-effect LiBr-H2O chillers operate with thermal coefficients of perfromance that
are limited to about 0.7, and actual operating coefficients may be very much less due to
cycling and other problems. Double-effect chillers, in which two generators in series are
used, can have coefficients of performance in the range 1.0 to 1.5; these improvements are
obtained at the expense of considerable complication of the machines and will probably
require the use of collectors operating at temperatures beyond the range of flat-plate
collectors.

In contrast to solar heating, there are two major additional factors to be considered in
evaluating solar air conditioning. First, there are substantial additional items of cost for
the air conditioner and its associated piping, controls, auxiliary energy supply, and so on.
Second, in many climates there will be a substantial annual increment in the useful energy
supplied from the collector, as it will not be oversized in the cooling season as it is for
heating alone. The same methods of economic analysis that have been applied to other
applications can be applied to cooling, and system sizing can be optimized. However, the
factors that determine overall system performance (cycling, storage losses, etc., as noted in
the CSU system development experiments) must be considered in the thermal performance
calculations.
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15.7 SOLAR DESICCANT COOLING

The second class of solar air conditioners is based on open-cycle dehumidification-
humidification processes. These systems take in air from outside or from the building,
dehumidify it with a solid or liquid desiccant, cool it by exchange of sensible heat, and
then evaporatively cool it to the desired state. The desiccant is regenerated with solar
energy. The components used include heat exchangers, heat and mass exchangers for
dehumidification, and evaporative coolers. Many cycles have been studied; several of these
are briefly noted in this section, and two are discussed in more detail in the following
section.

Löf (1955) suggested solar operation of a system as shown in Figure 15.7.1. In this
system, the drying agent is liquid triethylene glycol. The glycol is sprayed into an absorber
where it picks up moisture from the building air. It is then pumped through a sensible
heat exchanger to a stripping column where it is sprayed into a stream of solar-heated air.
The high-temperature air removes water from the glycol, which then returns to the heat
exchanger and absorber. Heat exchangers are provided to recover sensible heat, maximize
the temperature in the stripper, and minimize the temperature in the absorber. Eliminators
remove glycol spray from the air streams. This type of cycle, operated by steam, is
marketed commercially and used in hospitals and other large installations. Solar operation
has been studied by Lodwig et al. (1977), and a variation using the collector as the stripper
is described by Collier (1979).

Dunkle (1965) showed a cycle designed for air conditioning in humid tropical or
subtropical areas that is based on use of desiccant beds such as silica gel for drying
air. The desiccants are regenerated by solar-heated air, and a pebble bed energy storage
unit is included to allow operation during times of inadequate solar radiation. Rotary
heat exchangers are used. Figure 15.7.2(a) shows a schematic of Dunkle’s cycle, and

Figure 15.7.1 Schematic of a triethylene glycol open-cycle air conditioning system. From Löf
(1955).
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Figure 15.7.2 (a) Schematic of open-cycle solar air conditioning system using a rotary desiccant
bed and heat exchangers. (b) The cycle on a psychrometric chart. From Dunkle (1965).
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Figure 15.7.3 LiCl-H2O open-cycle cooling system. From Baum et al. (1973).

Figure 15.7.2(b) shows the cycle on a psychrometric chart with the state numbers
corresponding to conditions on the cycle schematic.

Baum et al. (1973) worked with a related system for solar cooling. Their cycle is
shown schematically in Figure 15.7.3. The absorbing liquid is a solution of lithium chloride
in water. Starting at the absorber (1), dilute LiCl solution is transferred by a pump (2) to
a heat exchanger-distributor-header (3) and then to an open flat-plate collector (4) where
water evaporates. Concentrated solution returns, via a heat exchanger (3) for recovery of
sensible heat, to the absorber. Water is cooled in the evaporator (5), with water vapor from
the evaporator going to the absorber. The chilled water from the evaporator is moved by
a pump (6) to the air-to-water heat exchanger (7), which cools the building air (in this
case, without direct contact with the absorbent solution). Means are provided to deaerate
the solutions, recover sensible heat, and add makeup water. The absorber is cooled with a
separate cooling coil.

15.8 VENTILATION AND RECIRCULATION DESICCANT CYCLES

In the 1980s there was considerable research on two related desiccant cycles that may have
applications for operation with solar energy. The ventilation cycle is that used by Munters
in the Munters Environmental Control (MEC) system; the other is the recirculation cycle.

The ventilation cycle (the MEC cycle) is shown in Figure 15.8.1(a) and is traced on the
psychrometric chart of Figure 15.8.1(b), where the state points are numbered to correspond
to the points on the process schematic. Ambient air is dried and heated by a dehumidifier
from 1 to 2, regeneratively cooled by exhaust air from 2 to 3, evaporatively cooled from 3
to 4 (allowing control of both temperature and humidity), and introduced into the building.
Exhaust air at state 5 moves in the countercurrent direction and is evaporatively cooled
to 6, heated to 7 by the energy removed from the supply air in the regenerator, heated by
solar or other source to 8, and then passed through the dehumidifier (desiccant) where it
regenerates the desiccant.
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Figure 15.8.1 (a) Schematic of a solar-MEC system based on the ventilation cycle. (b) The
solar-MEC cycle on a psychrometric chart. From Jurinak (1982).

The recirculation cycle is shown in Figure 15.8.2(a), and the corresponding psychro-
metric chart is in Figure 15.8.2(b). The same components are used, but building air is
recirculated and ambient air is used only for regeneration. Both of the cycles use rotary
dehumidifiers with solid desiccants and rotary heat exchangers.

The conditions shown in the figures are based on reasonable assumptions of the
effectiveness of the various components. In operation, the ambient conditions change over
time and the response to changing conditions must be estimated. For solar operation,
energy would be supplied (e.g., by a water-to-air heat exchanger from water heated by
flat-plate collectors) to heat the air from state 7 to state 8 in the ventilation cycle or state
3 to state 4 in the recirculation cycle. Nelson (1976), Nelson et al. (1978), Jurinak (1982),
and Jurinak et al. (1984) have reported simulations of these systems. These studies have
led to several generalizations about their solar operation.

Desiccant bed design is critical to solar operation if regeneration is to be accomplished
at the temperatures of 60 to 80◦C that can be produced by flat-plate collectors. High heat
and mass transfer coefficients in the bed and low diffusion resistance in the desiccant
particles are needed. The objective is to minimize the temperature difference driving forces
needed to accomplish regeneration.
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Figure 15.8.2 (a) Schematic of the recirculation cycle desiccant air conditioner. (b) The recircula-
tion cycle on a psychrometric chart. From Jurinak (1982).

There are new degrees of freedom in the control of desiccant systems. Optimum
meeting of variable latent and sensible cooling loads can be accomplished through control
of airflow rates, dehumidifier wheel rotation rates, regeneration temperatures, and other
process variables. The systems operate most efficiently at the highest supply temperature
and humidity (states 4 of the ventilation cycle and 5 of the recirculation cycle) that allow
the total load to be met.

These cycles, and others related to them, are potentially of interest for solar operation.
The theory of their operation and how they can be integrated with solar energy supplies is
the subject of research. Economic evaluations cannot yet be made.

15.9 SOLAR-MECHANICAL COOLING

The third type of solar cooling system that has received some attention couples a solar-
powered Rankine cycle engine with a more or less conventional air conditioning system.
The design of conventional air conditioning systems is well established; the problems
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associated with solar operation are basically those associated with generating mechanical
energy from solar energy and adaptation of air conditioning equipment for part-load
operation.

Studies of Rankine cycle solar air conditioning systems have concentrated on the-
oretical analysis (e.g., Teagan and Sargent, 1973; Beekman, 1975; Olson, 1977). An
experimental system in a mobile laboratory (Barber, 1974; Prigmore and Barber, 1974)
was in operation for several years, but no long-term operating data are available. The
National Security and Resources Study Center at Los Alamos National Laboratory was
partially cooled by a 77-ton solar vapor-compression system. Biancardi andMeader (1976),
Eckard and Bond (1976), and others describe development studies of engine-compressor
systems.

The problems associated with solar Rankine air conditioning systems are substantial.
Generation of mechanical power from solar radiation has not been shown to be economical
on the scale of air conditioning operations, and it is difficult to envision a household-scale
system that will convert solar to mechanical energy at less expense than conventional
systems.

A simple Rankine cycle cooling system is shown in Figure 15.9.1(a). Energy from
the storage tank is transferred through a heat exchanger to a heat engine. The heat engine
exchanges energy with the surroundings and produces work. As shown in Figure 15.9.1(b),
the efficiency of the solar collector decreases as the operating temperature increases while
the efficiency of the heat engine will increase as the operating temperature increases.
Figure 15.9.1(c) shows overall system efficiency for converting solar energy to mechanical
work and indicates an optimum operating temperature exists for steady-state operation.

A schematic diagram of a Rankine heat engine is shown in Figure 15.9.2(a). The
corresponding temperature-entropy diagram is shown in Figure 15.9.2(b). This cycle is
somewhat different from the conventional power plant cycle using water as a working

Figure 15.9.1 (a) Schematic of a solar-operated Rankine cycle cooler. (b) Collector and power
cycle efficiencies as a function of operating temperature. (c) Overall system efficiency.
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(a) (b)

Figure 15.9.2 (a) Rankine power cycle with regeneration. (b) Temperature-entropy diagram of
Rankine power cycle.

fluid. In a conventional power plant cycle superheating and extraction are used to increase
the cycle efficiency and to prevent moisture from eroding the turbine blades. In a solar
energy system superheating is not desirable due to the increased temperature requirements
of the collector, and extraction is not economical in small systems. To avoid moisture in the
turbine, a fluid such as R 114 must be selected which has a positive slope to the saturated
vapor line on a temperature-entropy diagram. With R 114, the outlet temperature of the
turbine is significantly higher than the temperature of condensation, so a regenerator can
be used to preheat the fluid leaving the condenser before it enters the boiler (Olson, 1977).

The steady-state thermodynamic analysis of such a cycle is not difficult. However,
the prediction of component performance at off-design conditions and the matching of
components into a complete system so that the overall performance is optimized are
not easy. For example, as the storage tank temperature changes through the day, the
temperature to the boiler will change. This will result in variable energy being added to the
working fluid. To ensure that fluid does not enter the turbine from the two-phase region,
either auxiliary energy must be added at the boiler or the circulation rate of the fluid must
be reduced. Both of these options result in design problems.

The expander that drives the air conditioner can be either a turbine (which will require
a gearbox speed reduction unit) or a piston engine. It is not now possible to determine
which system is best for solar operation. Some designs use a single working fluid for both
the expander and the air conditioner compressor.

When aRankine heat engine is coupledwith a constant-speed air conditioner, the output
of the engine will seldom match the required input to the air conditioner. Consequently,
a control system is needed to ensure matching of the engine and air conditioner. When
the engine output is greater than needed, matching can be accomplished by throttling
the energy supply to the engine, which means that the engine will work at an off-design
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condition and available energy will be wasted. Or excess energy from the engine can be
used to produce electrical energy for other purposes. When the engine output is less than
that required by the air conditioner, auxiliary energy must be supplied. This auxiliary can
be supplied in the form of heat to the Rankine cycle or in the form of mechanical work
to drive the air conditioner. The system can be designed to operate at variable speed.
However, the operation of the air conditioner will be off-design with subsequent reduction
of output.

As with all solar processes, steady-state conditions cannot be used to find optimum
designs. It is necessary to evaluate design options based on estimates of integrated yearly
performance. The effects of design variables are not intuitively obvious. The design and
control of Rankine engine–vapor compression cooling has been studied by Olson (1977),
who found that for a given location and collector size there are optimum sizes of both the
engine and the storage tank which maximize the annual solar contribution to meeting the
cooling load.

Two other routes to solar-operated coolers are to be noted. There are now in existence
solar power plants1 that feed electrical energy into utility grids to help meet peak power
demands; much of these peak demands are for air conditioning. In a more direct application,
electrical energy from photovoltaic generators is used to operate mechanical refrigerators
for storage of medicines and other valuable items.2

15.10 SOLAR-RELATED AIR CONDITIONING

Some components of systems installed for the purpose of heating a building can be used
to cool the building, but without the direct use of solar energy. In this section we note
three examples: (1) night cold storage system, (2) sky radiation systems, and (3) heat pump
systems. These are referred to as ‘‘solar-related’’ methods for cooling, and the economics
of the processes are interrelated with the economics of solar heating.

Night chilling of pebble beds to store ‘‘cold’’ for use the following day can provide
some cooling capacity. In climates where the night temperature and humidity are low,
pebble bed storage units of solar air heating systems can be cooled by passing outside air
through an evaporative cooler, through the pebble bed, and to exhaust. This system was
used on part of a laboratory building in Melbourne, Australia (Close et al., 1968). During
the air conditioning season the rock pile storage unit was cooled with evaporatively cooled
air at night when, in that climate, the ambient wet-bulb temperatures were at most 15
to 20◦C.

Essentially the same system was used on CSU House II (Karaki et al., 1977). During
the night, airflow was through the evaporative cooler, down through the pebble bed, and to
exhaust. When cooling the building, flow was from the rooms, up through the pebble bed,
and returned to the rooms. The pebble bed stratified, as it does in the heating mode, and
sample profiles are shown in Figure 15.10.1. Karaki et al. found that in the climate of Fort
Collins there was very little charging of the bed on the warmest summer nights, and the
bed was underdesigned for cooling purposes during the height of the cooling season. Early

1See Sections 17.3 and 18.3.
2See Chapter 23.
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Figure 15.10.1 Temperature profiles in the pebble bed in CSUHouse II for a day late in the cooling
season. From Karaki et al. (1977).

and late in the cooling season, when nighttime temperatures are low, there was increased
cooling capacity, with the bed chilled to a minimum temperature of 10◦C by air entering
at 7.5◦C from the evaporative cooler.

Radiation to the night sky has been used to dissipate energy in several experimental
systems. The nearly horizontal radiators are also used as collectors for solar heating. Bliss
(1964), Yanagimachi (1958, 1964), Hay (1973), and Hay and Yellott (1970) describe
systems that use nocturnal radiation to chill water for subsequent cooling. Bliss found
that on a monthly average the uncovered collectors on his laboratory at Tucson could
dissipate at most approximately 4.1 MJ/m2 per night. For the 93-m2 collector-radiator on
the Tucson laboratory, the monthly average cooling was equivalent to about 3.5 kW of
continuous cooling.

Two problem areas are encountered in the design and operation of systems of this
type. First, the characteristics that make a good collector are not those that make a good
radiator. Neither covers nor selective surfaces can be used (unless movable covers are
provided, as by Hay), as either one effectively limits nocturnal radiation to very low levels.
Thus collectors are limited to the kinds that can be used at temperatures close to ambient,
for example, collectors that could be used as sources for series heat pump systems. The
second limitation is a climatic one. These systems could only be used where night sky
temperatures are low, that is, where atmospheric moisture and dust content are low. Also,
it is necessary that the nighttime wind speeds are low.
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Heat pumps used as part of solar heating systems can also be used for cooling. If
the cost of the heat pump can be justified by its use for air conditioning, the result will be
to make the economics of the solar energy–heat pump systems described in Section 13.6
more favorable.

15.11 PASSIVE COOLING

Passive cooling depends on transfer of heat by natural means from a building to envi-
ronmental sinks, including clear skies, the atmosphere, the ground, or water. Mechanisms
of transport include radiation to clear skies, naturally occurring wind, airflow induced by
temperature differences, conduction to ground, and conduction or convection to bodies of
water. The options available are dependent on climate type, that is, whether arid or humid.
Many of these topics are discussed in the Passive Cooling Handbook (1980), in all of the
recent proceedings of the passive solar conferences of the American Solar Energy Society,
the International Solar Energy Society, and elsewhere.

As with any cooling processes, the first approach is to minimize the cooling loads. In
residential applications, major heat gains will often be solar gains through windows; these
can be minimized through shading and by use of glass with high transmittance for the
visible spectrum to provide daylighting and low transmittance in the infrared part of the
solar spectrum. Shading can be provided by architectural features such as overhangs and
wingwalls or in many cases by proper placement of deciduous trees. Double roofs, with
space between for air circulation, can keep the temperature of the ceilings of living spaces
at reduced levels. Building temperatures may also be stabilized by provision of thermal
capacitance if there are large diurnal ambient temperature variations.

Ventilation of building interiors is effective in cooling if ambient temperatures are
moderate. Techniques formaximizing natural ventilation range from placement of windows
and doors to take maximum advantage of prevailing winds to use of appropriate vents in
attic and roof spaces to induce thermal circulation of air upward through a building. Gaps
between wall and glazing in collector-storage walls can be vented to the outside during
cooling seasons.

Earth tempering is a term applied to use of the ground as a heat sink. Ground
temperatures below the surface normally do not vary much and are low enough that
conduction to the ground can be a means of removal of energy from a building interior.
Thermal coupling to ground can also provide some thermal capacitance.

Other methods of cooling and cooling load reduction can be considered, including
hybrid methods that are in part operated with mechanical energy and in part by passive
means. Control of humidity can be an important question for passively heated buildings.
Desiccant coolers and systems with mechanical dehumidification can be considered hybrid
systems and are discussed in this context in the Passive Cooling Handbook (1980).
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Solar Industrial Process Heat

Very large amounts of energy are used for low-temperature process heat in industry,
for such diverse applications as drying of lumber or food, cleaning in food processing,
ex-traction operations in metallurgical or chemical processing, cooking, curing of masonry
products, paint drying, and many others. Temperatures for these applications can range
from near ambient to those corresponding to low-pressure steam, and energy can be
provided from flat-plate collectors or concentrating collectors of low concentration ratios.

The principles of operation of components and systems outlined in earlier chapters
apply directly to industrial process heat applications. The unique features of these applica-
tions lie in the scale on which they are used, system configurations and controls needed to
meet industrial requirements, and the integration of the solar energy supply system with
the auxiliary energy source and the industrial process. Process simulations similar to those
outlined in Chapter 10 and chapters on heating and cooling are useful tools in the study
of industrial applications. The design methods outlined in Chapters 20 (if energy is to be
delivered at about 20◦C) and 21 (for systems delivering energy at temperatures other than
20◦C) are applicable to many solar industrial process-heating operations. Chapter 17 treats
solar applications for power generation and Chapter 18 is on solar ponds and evaporative
processes; these are subjects closely related to industrial process applications.

Other than traditional crop drying and solar evaporation, which have been practiced
over centuries, most solar applications for industrial process heat have been on a relatively
small scale and are experimental in nature. A few large systems are in use. In this chapter
we outline some general design and economic considerations and then briefly describe
several examples of industrial applications to illustrate the potential utility of solar energy
to industry and the kinds of special problems that industrial applications can present.
Experiments of the 1970s are described in the Proceedings of the Solar Industrial Process
Heat Symposium (1977) and Proceedings of the Solar Industrial Process Heat Conference
(1978).

16.1 INTEGRATION WITH INDUSTRIAL PROCESSES

Two primary questions to be considered in a possible industrial process application concern
the use to which the energy is to be put and the temperature at which it is to be delivered. If a
process requires hot air for direct drying, an air heating system is probably the solar energy
system best matched to the need. If steam is needed to operate an autoclave or indirect
dryer, the solar energy system must be designed to produce steam and concentrating
collectors will probably be required. If hot water is needed for cleaning in food processing,
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the solar energy system will be a liquid heater. An important factor in determination of
the best system for a particular use is the temperature of the fluid to the collector. The
generalizations of building heating applications (e.g., that return air to collectors in air
systems is usually at or near room temperatures) do not necessarily carry over to industrial
processes, as the system configurations and energy uses may be quite different.

The energy may be needed at particular temperature or over a range of temperatures.
If low-pressure steam is condensed in an indirect dryer, the condensate will probably be
recirculated, and the solar process system will be called on to deliver essentially all of
the energy at a constant temperature level. A once-through cleaning process may call for
freshwater to be heated from supply temperature to some useful minimum level, so energy
can be added to the water over a range of temperatures. A system in which a working
fluid is recirculated back to the tank will probably operate over an intermediate range of
temperatures.

The temperature at which energy is used in many industrial processes has not been
limited by the characteristics of conventional energy supplies. The partial replacement of
conventional sources by solar energy in retrofit applications is usually limited to operations
in the same temperature ranges as that of the sources replaced. In new applications, since
solar collectors operate more efficiently at lower temperatures, the industrial process itself
should be examined to see if the temperature of energy delivery can be optimized.

Storage would usually be used in industrial processes, except where the maximum
rate at which the solar energy system can deliver energy is not appreciably larger than
the rate at which the process uses energy. In these cases the annual fraction of the energy
needs delivered by solar energy will be small if the process operates in other than daylight
hours. If storage is used, the energy balances and rate equations of Chapter 8 can be used
to describe the storage subsystem.

The investments in industrial processes are generally large, and the transient and
intermittent characteristics of solar energy supply are so unique that the study of options in
solar industrial applications can be done by simulation methods at costs that are very small
compared to the investments.

16.2 MECHANICAL DESIGN CONSIDERATIONS

Many industrial processes use large amounts of energy in small spaces. If solar is to be
considered for these applications, the location of collectors can be a problem. It may be
necessary to locate collector arrays on adjacent buildings or grounds, resulting in long runs
of pipe or duct. Collector area may be limited by building roof area and orientation. Existing
buildings are generally not designed or oriented to accommodate arrays of collectors, and
in many cases structures to support collector arrays must be added to the existing structures.
New buildings can be readily designed, often at little or no incremental cost, to allow for
collector mounting and access.

Interfacing with conventional energy supplies must be done in a way that is compatible
with the process. If air to dryers is to be preheated, it must be possible to get the solar-
preheated air into the dryer air supply. In food processing, sanitation requirements of the
plant must be met. It is not possible to generalize on these matters; the engineering of the
solar energy process and the industrial process must be mutually compatible. In most of
the examples in the following sections, solar heating was retrofitted, it supplied a relatively
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small part of the plant loads, and in varying degrees the range of problems noted here have
been encountered.

16.3 ECONOMICS OF INDUSTRIAL PROCESS HEAT

Economic analyses of industrial processes are the same as outlined in Chapter 11, but
in contrast to non-income-producing applications, deduction of fuel costs as a business
expense, investment tax credits, and depreciation must be taken into account.1 And
industry usually requires a higher return on investment (i.e., shorter payback time) than do
individuals.

The investments in solar industrial process systems are as outlined in Section 11.1.
For a retrofit system, mounting a collector array may be a major item of investment; in
some experimental installations the cost of providing mountings exceeded the cost of the
collectors. In new construction, provision for collector mounting may mean only nominal
changes in the design of the structure. The operating costs include the same kinds of items
as for other solar applications, such as parasitic power, maintenance, insurance, and real
estate taxes.

The generalization made for solar heating that collector area can be considered as
the primary design variable does not necessarily extend to industrial process applications.
There is no general relationship between time dependence of loads and energy supply, and
both collector area and storage capacity (and possibly others) may be important design
parameters. In general, the design of a solar industrial process will have to be based on a
study of the appropriate ranges of variables of all the important parameters, done in view
of the characteristics of the energy-using process.

As high reliability is needed for industrial applications, solar will normally be
combined with a conventional energy supply. The useful energy produced by the solar
energy system serves to reduce the fuel consumption of the conventional (auxiliary) energy
supply. Industry buys fuels in quantities that are large compared to homeowners, and the
price of that fuel is generally less than is paid by the small buyer. In addition, funds spent
for purchase of fuel are business expenses and therefore deductible from corporate income
taxes. With a basic corporate income tax rate of 50%, the effective cost of energy would be
halved. As with nonindustrial applications, it is difficult to build solar heating systems that
can deliver energy at a sufficiently low cost to compete with inexpensive fuels. Differences
in taxation of fuels, investment tax credits, and depreciation of equipment can make very
substantial difference in the economic viability of these processes and are matters of
legislation.

Miscellaneous expenses for parasitic power, insurance, and maintenance are also busi-
ness expenses and therefore tax deductible. Investment tax credits effectively reduce first
costs and thus encourage investments in equipment. Equipment costs can be depreciated,
which has the effect of decreasing corporate taxes. Depreciation can be by straight line,
declining balance, sum of digits, or other methods. Most industries will have established
methods for depreciation and discount rates.

Seasonal industrial processes, which can only utilize the output of solar heating
systems over part of the year, will show less favorable economics than will processes that

1This section is written with U.S. tax laws in mind; other treatments will be necessary where tax laws are
substantially different from those of the United States.
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operate all year. Food processing applications in temperate climates provide examples. This
disadvantage can, in part, be minimized by collector orientation to maximize output over
the period of use. It may also be possible to develop other off-season uses for energy, such
as building heating. One of the examples in a following section shows such a combination
of uses.

16.4 OPEN-CIRCUIT AIR HEATING APPLICATIONS

Heated outside air is used in many industrial applications where recirculation of air is not
practical because of contaminants. Examples are drying, paint spraying, and supplying
fresh air to hospitals. Heating of ambient air is an ideal operation for a collector, as it
operates very close to ambient temperature. In this case, Equation 6.7.6 becomes simply

Qu = AcFRS (16.4.1)

where FR may be essentially fixed if flow rate is fixed or it may vary if, for example,
system controls are arranged to provide a fixed outlet temperature by adjusting the flow
rate as solar radiation and inlet (ambient) temperature vary.

Equation 16.4.1 is evaluated for the hours of operation of the solar system. All of the
methods of Chapters 2, 4, and 5 in determining S and Chapter 6 in calculating FRUL,

FR(τα)n, and incidence angle effects apply directly to these calculations. The critical
radiation level of a collector heating ambient air is zero and utilizability is unity. For a full
month’s operation of such a system, the average daily useful gain can be approximated by

Qu = AcFR(τα)n
(τα)

(τα)n
HT (16.4.2)

where (τα)/(τα)n can be estimated by the methods of Section 5.10.2 This calculation of
monthly gains will work for systems that operate whenever the incident radiation is high
enough to justify operation of the fan.

Two systems in which heating of ambient air is carried out are described here. The first
is an experimental application to food drying, entailing several unique problems illustrative
of special considerations that must be taken into account by a system designer. The second
is a space-heating system in which large quantities of outside air must be supplied to a bus
maintenance facility in order to meet indoor air quality requirements.

An experimental application of air heating to drying of soybeans at the Gold Kist plant
at Decatur, Alabama, was one of a series of demonstrations of solar industrial process
heating sponsored in part by the U.S. Department of Energy. The system, described by
Guinn (1978), consisted of 1200 m2 (672 modules) of air heating collectors supplying
warmed air to the dryer. The air was mixed with additional ambient air, heated by oil to
the desired temperature, and used in the drying operation. Since the maximum output from
the collectors was less than the energy needs of the dryer, all collected energy could be
used (during the drying season) and no storage was provided. Figure 16.4.1 is a schematic
of the process, and Figure 16.4.2 shows the collector array.

2Recall that the bar over the transmittance-absorptance product implies both a time-weighted and radiation-
weighted average.



608

Figure 16.4.1 Layout of collector array and soybean drying installation. Adapted from Guinn (1978).
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Figure 16.4.2 The 1200-m2 air heating collector array at the Gold Kist soybean plant at Decatur,
AL. Courtesy of Solaron Co.

In this system, the filter and blower were on the upstream side of the collectors, to
put the collectors under positive pressure and avoid ingestion of dusty air into the system
where it might become an explosive mixture. The size of the collector array was essentially
fixed by the dimensions of a parking lot over which the array was mounted. The collector
slope was 15◦

, chosen as a compromise between performance and greater structural costs
associated with larger slopes. The atmosphere in the plant area was dusty, and keeping the
collectors reasonably clean was a significant operational problem.

Systems of this type, which are designed for small contributions by solar in relation to
the total loads, can be operated without energy storage. No energy will be dumped as long
as the maximum output of the collector is less than the energy needs of the application
at the time the collector maximum occurs. It may be that the time of collector operation
would be determined by the process itself (e.g., times when paint spraying is going on or
when materials are in the dryer ready to be dried), and under these circumstances storage
may be needed.

The second once-through air system is on a bus maintenance facility in Denver,
Colorado, in which diesel-powered buses are stored, serviced, and maintained. Large
quantities of fresh air are required in the facility to assure adequate air quality and remove
exhaust fumes. The facility serves dual purposes, as a storage facility and as a maintenance
base. The minimum allowable temperature in the storage area is 7 to 10◦C, and the
minimum in the maintenance area is 13 to 19◦C. There is also an office area that is
maintained at 21◦C or above. The facility requires 12 to 15 air changes per hour, and the
bulk of the heating load is heating the ventilation air. The building floor area is 32,500 m2.

A view of the roof of the building and the collector system is shown in Figure 16.4.3.
There are five independent solar heating systems, each heating ambient air for supply

to the building. One of them also supplies service hot water through an air-to-water heat
exchanger in the duct from the collector to the building; this heated water is used for
washing buses. Total collector area is 4300 m2 of flat-plate air heaters of the type shown
in Figure 6.14.1(b). They have one cover and a flat-black absorbing surface and are sloped
55◦ to the south. The performance of two of these systems has been measured by Marlatt
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Figure 16.4.3 View of the roof-mounted collectors on the Denver bus maintenance facility. Photo
courtesy of Colorado State University.

and Smith (1988). A schematic of the systems, including provision of heat with steam, is
shown in Figure 16.4.4.

There are significant differences between these systems and the ‘‘standard’’ air systems
noted in Chapter 13. They are once-through systems, and there is no air recirculation either
from the building or from the storage units. Air to the stores is exhausted to the outside
regardless of its temperature, and outside air is heated in the storage units when the controls
call for this mode of heating.

There are three basic modes of operation of these systems. The first is direct delivery
of air from the collectors to the supply air units and thence to the building. Excess

Figure 16.4.4 Schematic of the solar and auxiliary (steam) heating systems on the Denver RTD
facility. From Wirsum (1988).
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energy from the collectors is diverted to storage. In the second mode, outside air is drawn
through the storage units to the supply air units and the building. In either of these two
modes, auxiliary heat is supplied by steam coils in the supply air units. The third mode
is the summer ventilation of the collector arrays. Wirsum (1988) has made a detailed
simulation study of the operation of this system, its controls, modeling of the collectors,
the utility of storage in this system in the Denver climate, and the factors that limit system
performance.

This application represents an ideal one for air heaters. Performance of the collectors
is as good as it can be expected to be. Solar contribution is limited primarily by the area
of the collector that can be readily accommodated on the roof of the building; the annual
solar contribution is estimated to be 20% of the total heating load.

16.5 RECIRCULATING AIR SYSTEM APPLICATIONS

Indirect drying, with solar-heated air supplied to a drying chamber, has been applied to a
variety of materials, including foods, crops, and lumber. In most such operations, adequate
control of temperature and humidity can lead to improved product quality by controlling
the rate of drying; this is usually accomplished by recycling to the collectors part of the air
that has passed through the dryer.

Solar drying of lumber, to reduce its moisture content from that of the green wood
from the trees to levels acceptable for use in building and manufacturing, has been the
subject of several experiments (e.g., Read et al., 1974; Duffie and Close, 1978). Based
on experiments at the U.S. Forest Products Laboratory (Tschernitz and Simpson, 1979;
Simpson and Tschernitz, 1985), a production dryer has been constructed at a furniture
manufacturing plant in Sri Lanka and is in routine use processing rubberwood for use in
making furniture and laminated beams. The performance of the kiln and its energy supplies
has been described by Simpson and Tschernitz (1989).

A schematic of the Sri Lanka dryer is shown in Figure 16.5.1. The major components
of the system, designed for use at low latitudes, are a flat-plate collector built essentially
horizontally on the ground, the kiln, an auxiliary waste wood burner, and controls, dampers,
blowers, and so on. The kiln is designed to have a capacity of 14 m3 of 25-mm-thick
boards with 19-mm sticks (spacers to allow air circulation). Four collectors are used; they
have a total area of 132 m3 and are sloped at about 0.5◦ to allow rainwater runoff. A cross
section of the collectors is shown in Figure 16.5.2. A single glass cover is used, with air
circulating between the cover and a bed of charcoal that absorbs radiation and provides
both extended heat transfer surface and insulation to minimize energy losses to the ground.
The collectors operate at negative pressure so that leaks are into the system. They are fed
with a mixture of recycled air from the dryer and ambient air.

The kiln is of concrete block construction with inside dimensions 3.0 × 10.4 × 3.3 m.

The roof is arranged to serve as a preheater for air entering the collectors. Automatic
controls on the dryer are arranged to control the temperature and relative humidity of the
drying air in acceptable ranges. Airflow through the collector is modulated on and off
depending on whether the collector temperature is above a predetermined setpoint, which
depends on the stage of dryness of the lumber. Four fans are available to move air through
the dryer, with four used in early stages of drying and two in later stages when drying is
slower and air requirements are less.
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Figure 16.5.1 Schematic of a section of the Sri Lanka solar lumber dryer. (A) Drying chamber.
(B) Collectors. (C) Blower to induce airflow through the collectors. (D) Hot-air discharge to internal
fans. (E) Internal fans. (G) Disk humidifier. (H) Damper motor for collector airflow. (J) Fresh air
intake. (K) Exhaust fan. Adapted from Simpson and Tschernitz (1985).

Figure 16.5.2 Cross section of part of the collectors of the Sri Lanka lumber dryer. The single
glazing layer is sealed to the concrete frames with silicone sealant. Adapted from Simpson and
Tschernitz (1985).

The dryer has been in use since 1984. Its performance has been measured over two
periods, one during the monsoon (wet) season and one during a period of clearer skies. In
a two-week drying operation on a load of lumber in the wet season, the solar contribution
to the total energy requirements of the process was 18%. During this period the solar
radiation on the horizontal surface averaged 7.57 MJ/m2, the dryer efficiency was 33%,
and the moisture content of the wood was reduced from 73 to 18% (dry basis). During
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Figure 16.5.3 Cross section of an experimental solar lumber dryer at Thunder Bay, Ontario (latitude
48◦ N). From Yang (1980).

the nine-day drying operation on a load of lumber during better weather, the average daily
radiation on the collectors averaged 14.7 MJ/m2, the collectors supplied about 34% of
the energy required, and the dryer efficiency was estimated to be 51%. The maximum
estimated solar contributions in this dryer, in periods of minimum clouds, are estimated at
50%, and collector efficiencies are estimated at 35 to 40%. Air temperature rises through
the collector are a maximum of about 30◦C in the midday hours of clear days. Maximum
temperatures in the dryer were about 35◦C early in the drying cycles to 50◦C late in the
cycles. Drying cycles are 7 to 14 days in length.

A solar kiln design for use at high latitudes and its operation in Ontario for drying jack
pine studs is described by Yang (1980). Figure 16.5.3 shows a cross section of this dryer.
Drying cycles in the summer are about 12 days and in the winter about 100 days, compared
to air drying cycles of about 240 days. The quality of the dried lumber was better than that
for air drying.

A detailed review of indirect solar wood drying has been prepared by Steinmann
(1989), who has made detailed measurements and simulations of drying lumber in an
experimental kiln that is similar in general design to that of Figure 16.5.3.

16.6 ONCE-THROUGH INDUSTRIAL WATER HEATING

Large quantities of water are used for cleaning in the food processing industries, and
recycling of used water is not practical because of contaminants picked up by the water
in the cleaning processes. These processes involve heating of water from mains supply
temperature to the desired temperature level for the process. As with other systems, if
the solar collector output is always smaller than the loads on a process, the solar heating
operation can be carried out without storage, but solar contributions relative to total loads
will be small. Storage should usually be used with system schematics similar in concept
to the domestic water system configurations shown in Figure 12.1.1. Systems are also
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designed in which supply water passes through the collector once and then to storage or
the industrial process. If there is no storage or if the amount of water in storage is constant,
flow through the collector is fixed by draw-off at the point of use. If variable-capacity
storage is provided, flow though the collector can be controlled independently of the loads
on the system.

An example of this application is the experimental water heater that was constructed
for the Campbell soup plant at Sacramento, California, shown in Figure 16.6.1. Water
supply from a well was pumped in series through a flat-plate collector and a concentrating
collector and then to an insulated storage tank. The quantity of water in the tank was
variable with time. The temperature of this water was boosted as needed by an auxiliary
steam heater to bring it to 85 to 90◦C as required in the can washer. This solar-heated
water was mixed with heated water from the conventional system, used for can washing,
treated, and discarded. The system, described by Vindum and Bonds (1978), was designed
to provide 75% of the energy to one can washing line (of 20) in the plant, so its output was
small compared to the total energy requirement for hot water for the plant. This system,
while it produced hot water in the same temperature range as that of flat-plate collectors
used in absorption cooling, uses concentrating collectors for part of the heating process.

Figure 16.6.1 Schematic of the experimental water heating system in the Campbell Soup Co. plant, Sacramento, CA.
Adapted from Vindum and Bonds (1978).
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16.7 RECIRCULATING INDUSTRIAL WATER HEATING

An experimental solar heating system to preheat air and boiler feedwater in an onion-
drying plant in Gilroy, California (Graham et al., 1978), was based on the use of evacuated
tubular collectors delivering hot water at temperatures of 70 to 100◦C. The gas-fired burner
received preheated air from the solar system and delivered 93◦C air to the dryer. The
capacity of the collectors to deliver energy was small compared to the energy requirements
of the plant, and no storage was used. A schematic of the solar heating process is shown in
Figure 16.7.1.

In normal operation of the system, water was circulated through the collectors and the
air-water preheat exchanger to heat drying air before it went to the gas burners. It was also
possible to heat water in the condensate tank, which is part of the plant boiler system, so
during months when there was no drying to be done, the output from the collector could
still be used.

The collector elements were evacuated collector tubes similar to the type shown in
Figure 7.5.1(a) and were fitted with vee-shaped specular reflectors behind the tubes. The
steady-state thermal characteristics of the collectors are shown in Figure 16.7.2, with the
normal range of operating conditions indicated. Tubes were assembled into modules, with
each 1.36-m2 module including eight tubes and reflectors with appropriate manifold and
mounting units. Four hundred and two modules were used for a total collecting area of
548 m2. The collector array was mounted on the roof of a warehouse near the building
housing the dryers.

A large-area, industrial-scale water heating installation was in operation in Green Bay,
Wisconsin (from 1984 to 1998), supplying hot water to a meat-packing plant (Lane, 1990).
The system uses recirculation of fluid in the collectors and partial recirculation of water in
the storage tank. The basic system layout is shown in Figure 16.7.3; it includes arrays of

Figure 16.7.1 Schematic of the water heating system for the Gilroy Foods onion-drying facility.
Adapted from Graham et al. (1978).



616 Solar Industrial Process Heat

Figure 16.7.2 Characteristics of the evacuated tubular collectors used on the Gilroy Foods onion
dryer. Adapted from Graham et al. (1978).

Figure 16.7.3 Schematic of the layout of the Green Bay water heating facility that supplies heated
water to a meat-packing plant.

flat-plate collectors heating propylene glycol and two heat exchangers with an intermediate
water loop to transfer collected energy to water from mains or recirculated from storage.
Water from the tank is pumped to the plant where it is heated in one of four load heat
exchangers or mixed with mains water to obtain the desired temperatures. The collector
arrays consist of 5256 modules, each with absorber area 2.77 m2. The storage tank has a
capacity of 1250 m3; it contains variable quantities of water, allowing the collector heat
exchangers to be fed with mains water during periods when the tank is not full, thus
partially decoupling the collector operation from the water demands of the plant. The
requirements of the plant are for water heated to four temperatures (32, 35, 50, and 82◦C);
a maximum of about 1300 m3 of heated water is required each working day.

The solar heating system was built in 1984, suffered significant damage in its first
winter of operation, and has since been redesigned and rebuilt. Figure 16.7.4 shows the
collector arrays. Its performance has been monitored; over the first 9 months of 1989, in
188 days of operation, it delivered a total of 21 TJ to the packing plant. During this period
the collector panels were available 99% of the time. The average temperature increase of
the water delivered was 33◦C. The plant delivers hot water to the packinghouse under the
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Figure 16.7.4 Collectors at the Green Bay water heating plant. Photo courtesy of R. Lane.

terms of a 10-year contract. The system was shut down in 1998 due to the very low cost
of natural gas. Electrical costs for pumping had reached a point where they were almost
as much as the revenue generated by sale of energy displacing natural gas. At the time of
dismantling it was technically fine and producing more energy each year as the operators
learned to better manage the system.

16.8 SHALLOW-POND WATER HEATERS

Large horizontal collectors consisting of plastic envelopes to contain water, rigid covers
supported on concrete curbs, and underlying foam glass and sand insulation have been
studied for possible application to provide large quantities of hot water for mineral-leaching
operation, for providing service hot water to a military base, and for heating water used for
various purposes in a poultry processing plant (Dickenson, 1976; Guinn and Hall, 1977).
A cross section of a collector module of this type is shown in Figure 16.8.1. Dimensions of
single collector units are of the order of 3 or 4m wide and 50m long, with water depths of
the order of 0.1m. Details of construction of such a collector are provided by Casamajor
and Parsons (1979).

The deeper the pond is, the less the temperature will rise and the higher the integrated
efficiency. Pond depth is a function of the desired water temperature and cost of energy; it
is also influenced by the practical considerations of preparation of large areas of very level
ground for support of the collectors. Operation of the shallow-pond collectors is usually in
a batch mode. In a batch operation the collectors are filled in the morning, the temperature
rises through the day as energy is absorbed, and when losses exceed absorbed energy, the
heated water is drained to an insulated storage tank for subsequent use.

A schematic for a system proposed for preheating water for a poultry processing plant
is shown in Figure 16.8.2. This plant requires a total of 150,000 liters of water per day, 40%
of which is for boiler feedwater and 60% for can washing and plant cleanup operations. In
this design, essentially all of the water from the insulated tank is used each day, and the
collectors are fed with freshwater at supply temperature each morning.

Collectors of this type have been studied experimentally at Livermore, California, and
at Grants, New Mexico, by Dickenson (1976) and Casamajor et al. (1977). Some practical
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Figure 16.8.1 Schematic cross sections of a shallow-pond water heater. Adapted from Guinn and
Hall (1977).

Figure 16.8.2 Schematic intermittent shallow-pond solar water heating system for a poultry
processing plant. Adapted from Guinn and Hall (1977).
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problems have been encountered. The collectors must be very carefully sloped to drain, so
as to diminish the amount of water left in them at night. Snow loads on the wide, flat spans
of the covers have resulted in structural problems. The durability of the system is not yet
established.

Collectors of this type are restricted to horizontal orientation, so there is a seasonal
variation of the incident energy on them that is a function of latitude. The monthly
average radiation data from Appendix D are directly applicable to these collectors. Hour-
by-hour estimates of the performance of these collectors can be made by the methods of
Section 6.12, as illustrated by Example 12.7.1. Long-term performance estimates can be
made by the φ method (see Chapter 21).

16.9 SUMMARY

Use of solar energy for industrial process heat represents a range of potential applications
that could replace large quantities of fossil fuels. These applications face formidable
competition. Industry purchases fuel in large quantities at relatively low cost. These costs
are effectively further reduced by their deduction as an operating expense from corporate
income with a resulting reduction of corporate income taxes. On the other hand, investment
tax credits and depreciation of equipment tend to make the economics of solar application
more favorable. There are not many industrial applications now being made (although
the Luz power plants and the Israeli solar ponds described in the next chapters could be
considered to be industrial processes).
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Solar Thermal Power Systems

Conversion of solar to mechanical and electrical energy has been the objective of
experiments for over a century. In 1872, Mouchot exhibited a steam-powered printing
press at the Paris Exposition, in 1902 the Pasadena Ostrich Farm system was exhibited,
and in 1913 a solar-operated irrigation plant started its brief period of operation at Meadi,
Egypt. These and other developments utilized concentrating collectors to supply steam to
heat engines. An interesting historical review of these experiments is provided by Jordan
and Ibele (1956). InMay of 2002 the ASME Journal of Solar Energy Engineering published
a special issue on solar thermal power.

Much of the early attention to solar thermal-mechanical systems was for small-scale
applications, with outputs ranging up to 100 kW, and most of them were designed for
water pumping. In the past four decades, the possibilities of operating vapor compression
air conditioners have been studied analytically and experimentally. Since 1985 there have
been several large-scale power systems (up to 80MW) constructed and operated. Several
of these will be noted in this chapter.

The processes for conversion of solar to mechanical and electrical energy by thermal
means are fundamentally similar to other thermal processes, and the principles treated
earlier on radiation, materials, collectors, storage, and systems form the basis of estimating
the performance of solar thermal power systems. In addition, a new set of practical
considerations are important, as these processes operate at higher temperatures than those
treated in earlier chapters.

This chapter is concerned with generation of mechanical and electrical energy from
solar energy by processes based on flat-plate or concentrating collectors and heat engines.
The use of solar ponds for power production is noted in Chapter 18. There are three
other kinds of solar power systems. The first includes photovoltaic processes for the direct
conversion of solar to electrical energy by solid-state devices and is discussed in Chapter
23. The second, which is outside the scope of this book, includes solar-biological processes
that produce fuels for operation of conventional engines or power plants. Finally, wind
power is discussed in Chapter 24.

17.1 THERMAL CONVERSION SYSTEMS

The basic process for conversion of solar to mechanical energy is shown schematically in
Figure 17.1.1. Energy is collected by either flat-plate or concentrating collectors, stored
(if appropriate), and used to operate a heat engine. Problems of these systems lie in the fact
that the efficiency of a collector diminishes as its operating temperature rises, while the
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Figure 17.1.1 Schematic of a solar thermal conversion system.

efficiency of the engine rises as its operating temperature rises. The maximum operating
temperatures for flat-plate collectors are low relative to desirable input temperatures for
heat engines, and system efficiencies are low if flat-plate collectors are used.

Hottel (1955) pointed out that the availability of covermaterialswith high transmittance
for solar radiation may make it possible to consider the use of flat-plate collectors to supply
energy to heat engines. Recent developments in collector loss control by honeycombs,
CPCs, concentrating collectors, or use of evacuated-tubular collectors may open up
additional systems for thermal conversion of solar to mechanical energy.

Methods of estimation of system performance are based on analysis of the components
in the system. The analysis of the collectors has been covered in Chapters 6 and 7. If arrays
are large, two factors must be taken into account. First, if collector modules are arranged in
series, the methods of Section 7.6 can be used to calculate the effective FRUL and FR(τα).
Second, large arrays inevitably mean long runs of piping, and the methods of Section 10.5
can be used or adapted to account for these losses. If pipe runs are very long, their heat
capacity and that of the fluid in them can represent an appreciable factor in the energy
balances during transient operation.

Models are also needed for engines. These can be derived from basic thermodynamic
relationships or they can be graphical or analytical representations of operating data. Olson
(1977) derives and uses one such model.

17.2 GILA BEND PUMPING SYSTEM

The Gila Bend solar irrigation pumping system described by Alexander et al. (1979) is
shown schematically in Figure 17.2.1. It was based on an array of cylindrical parabolic
collectors that was designed to produce hot water at 150◦C (pressurized at about 7 atm).
The hot water went to a heat exchanger which serves as a Freon boiler where its temperature
dropped about 10◦C in vaporizing the Refrigerant 113 working fluid. The hot water then
went through the preheater where it preheated the fluid returning to the boiler. The water
returned to the collector at about 134◦C. There was no thermal energy storage in this
system. Water was pumped into the irrigation canals whenever possible, and storage was
in the form of water at the desired higher elevation.

The working fluid vapor went from the boiler through an entrainment separator and to
a 50-hp turbine. The turbine drove a 630-liter/s (10,000-gpm) pump through a gear-box.
After leaving the turbine, the vapor went through a regenerator to partially preheat the
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Figure 17.2.1 Schematic of the Gila Bend solar pumping system. Design flow and conditions are
shown. Adapted from Alexander et al. (1979).

boiler feed liquid and then to the condenser where it was condensed at approximately 32◦C
by part of the irrigation water. Condensate was returned by a feed pump to the boiler via
the regenerator and preheater.

The collector array included nine rows of concentrating collectors, each 24.4m long,
with an aperture of 2.45m and focal length of 0.91m, for a total collecting area of 537 m2.

The rows were rotated about horizontal north–south axes. The receivers were copper tubes
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41mm in diameter, with nonselective black coatings, insulated on the side away from the
concentrator. First-year experiments were done with a glass half-cylinder cover, and in
second-year experiments the cover was removed. Each of the nine rows of collectors was
individually oriented to track the sun.

Alexander et al. (1979) describe a range of practical design and operating problems
that were encountered in this experimental system. These include maintenance of specular
reflectance of the reflector, tracking accuracy on various kinds of days, maintenance of
mechanical and electronic components, integration of the solar energy system with an
electric drive system to increase the use factor on the pump, and others.

This system, even though it underwent frequent and prolonged developmental changes,
operated for 323 h in the first year at an average capacity of 240 liters/s and a maximum
of 570 liters/s. In its second year, it operated for 188 h and delivered 1.24 × 105 m3 of
irrigation water.

17.3 LUZ SYSTEMS

Nine commercial Solar Electric Generating Systems (SEGS), designed and constructed
by Luz International Limited, are operating in the Mojave Desert of southern California.
These plants are based on large parabolic trough concentrators providing steam to Rankine
power plants. They generate peaking power which is sold to the Southern California Edison
utility. Located at the Dagget site are the first two of these plants owned and operated
by Sunray Energy. SEGS I is a 14-MW electric (MWe) plant and SEGS II is a 30-MWe
plant. The next five are all 30-MWe plants built at the Kramer Junction site and the last
two are 80-MWe plants located at the Harper Lake site. SEGS III to IX are partially
owned and operated by FPL Energy. Basic data on the nine operational plants are shown
in Table 17.3.1. An aerial view of SEGS III, IV, and V (Kramer Junction site) is shown in
Figure 17.3.1.

Table 17.3.1 Characteristics of SEGS I to IXa

Turbine
Efficiency

Plant
First
Year

Turbine
Size

(MWe)

Solar
Temperature

(
◦C)

Field
Area
(m2) Solar Gas

Annual
Output
(MWh)

I 1985 13.8 307 82,960 31.5b — 30,100
II 1986 30 316 190,338 29.4 37.3 80,500
III 1987 30 349 230,300 30.6 37.3 91,311
IV 1987 30 349 230,300 30.6 37.3 91,311
V 1988 30 349 250,560 30.6 37.3 99,182
VI 1989 30 390 188,000 37.5 39.5 90,850
VII 1989 30 390 194,280 37.5 39.5 92,646
VIII 1990 80 390 464,340 37.6 37.6 252,842
IX 1991 80 390 483,960 37.6 37.6 256,125

aData courtesy FPL Energy.
bIncludes natural gas superheating.
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Figure 17.3.1 Aerial view of SEGS III, IV, and V, three of the Luz plants located on the Mojave
Desert of southern California. Photo courtesy of Luz International, Inc.

The design and economics of these plants are substantially influenced by U.S. federal
law. The plants qualify under the Public Utilities Regulatory Policies Act (PURPA) as
small power producers and are allowed under this law to supplement solar output of
the plant by fuels (natural gas) to the extent of 25% of the annual output. The plants
can supply peaking power, using all solar energy, all natural gas, or a combination of
the two, regardless of time or weather, within the constraint of the annual limit on gas
use. The most critical time for power generation and delivery (and the time in which
the selling price of the power per kilowatt-hour is highest) is between noon and 6 PM in
the months of June through September. Operating strategy is designed to maximize solar
energy use and depends on gas to provide power during cloudy periods early in the year
and late in the summer when solar output drops off before the end of the peak-power
period. The turbine-generator efficiency is best at full load, and use of gas supplement to
allow full-load operation maximizes plant output. The plants do not have energy storage
facilities. A schematic of a typical plant is shown in Figure 17.3.2; the solar and natural
gas loops are in parallel to allow operation with either or both of the energy sources. Data
and experience with these plants have been reported by Jaffe et al. (1987), Kearney and
Gilon (1988), Kearney et al. (1988), Jensen et al. (1989), and Harats and Kearney (1989).

The major components in the systems are the collectors, the fluid transfer pumps,
the power generation system, the natural gas auxiliary subsystem, and the controls. Three
collector designs have been used in these plants, LS-1 in SEGS I, LS-2 in II to VII,
and LS-3 in part of VII and in subsequent plants. Data for LS-2 and LS-3 are shown in
Table 17.3.2. Photographs of the collector field are shown in Figures 17.3.3(a) and (b).
The reflectors are made up of back-silvered, low-iron float-glass panels which are shaped
over parabolic forms. Metallic and lacquer protective coatings are applied to the back
of the silvered surface, and no measurable degradation of the reflective surface has been
observed. The glass is mounted on truss structures, with the position of large arrays of
modules adjusted by hydraulic drive motors. The receivers are 70-mm-diameter steel tubes
with cermet selective surfaces surrounded by a vacuum glass jacket. The surfaces have an
absorptance of 0.96 and an emittance of 0.19 at 350◦C.
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Figure 17.3.2 Schematic process diagram for SEGS systems. Adapted from Kearney and Gilon
(1988).

Table 17.3.2 Characteristics of LS-2 and LS-3 Collector Modulesa

Parameter LS-2 LS-3

Area, m2 235 545
Mirror segments 120 224
Aperture, m 5.0 5.76
Length, m 47.1 95.2
Focal length, m 1.84 2.12
Concentration ratio 71 82
Distance between rows, m 12.5–15 17.3
Optical efficiency 0.74–0.76 0.80

aAdapted from Harats and Kearney (1989).

The reflectance of the mirrors is 0.94 when clean. Maintenance of high reflectance
is critical to plant operation. With a total of 2.31 × 106 m2 of mirror area, mechanized
equipment has been developed for cleaning the reflectors, which is done primarily in the
summer. These results have led to average reflectance maintained at 92% year round.

Tracking of the collectors is controlled by sun sensors that utilize an optical system
to focus radiation on two light-sensitive diodes, with imbalance causing corrections in the
positioning of the collectors. There is a sensor and controller on each collector assembly;
the resolution of the sensor is about 0.5◦

. The collectors rotate about horizontal north–south
axes, an arrangement which results in slightly less energy incident on them over a year
but which favors summertime operation when peak power is needed and its sale brings the
greatest revenue.

A synthetic heat transfer fluid is heated in the collectors and is piped to the solar
steam generator and superheater where it generates the steam to be supplied to the turbine.
Reliable high-temperature circulating pumps are critical to the success of the plants, and
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Figure 17.3.3 (a) SEGS collector fields.

Figure 17.3.3 (b) Individual collector.
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significant engineering effort has gone into assuring that pumps will stand the high fluid
temperatures and temperature cycling. The normal temperature of the fluid returned to the
collector field is 304◦C and that leaving the field is 390◦C. Recent experience indicates
that availability of the collector fields is about 99%.

The power generation system consists of a conventional Rankine cycle reheat steam
turbine with feedwater heaters, deaerators, and so on. The condenser cooling water is
cooled in forced-draft cooling towers.

The Luz plants are designed with the help of a simulation program that uses hourly
radiation data. Plant performance guarantees based on that program are provided to the
investors in the projects. SEGS III to VII show performance slightly exceeding the war-
ranted performance in the initial years of operation. On-peak hour capacity factors, the ratio
of available output to rated (warranted) output over all of the on-peak hours of the year,
exceeded 100% by a small margin. Annual overall capacity factors have been about 30%.
The actual levelized cost of delivered energy from SEGS VII in 2001 was 0.164 US$/kWh.

In 1991 Luz International Limited filed for bankruptcy partly because it was unable
to obtain financing for SEGS X but also because of declining energy costs and incentives
(Price et al., 2002). The operating companies were not affected and in 2013 the plants
continue to operate.

New SEGS plants are under construction throughout the world (see Wikipedia, ‘‘List
of Solar Thermal Power Stations’’). The next generation of SEGS plants will benefit from
substantial technological progress in vacuum technology, selective surfaces, manufacturing
processes, and improved materials. Inexpensive short-term thermal storage will reduce
the cost of delivered energy. In fact, the first SEGS plant had 3 h of thermal storage
using mineral oil heat transfer fluid, but this fluid severely limits the maximum operating
temperature. Mineral oil is also highly flammable; a leak in SEGS I resulted in a fire
so the thermal storage was disconnected from the system. Advanced storage techniques
are described by Price et al. (2002) and include passing the heat transfer fluid through
pipes imbedded in concrete, use of molten salt in a two-tank (alternating one cold and one
hot) arrangement, use of an inexpensive filler material (e.g., quartzite) in a tank with the
heat transfer fluid in contact with the filler to produce a thermocline (analogous to pebble
bed/air storage systems), and the use of organic salts as both the heat transfer fluid and the
storage medium.

17.4 CENTRAL-RECEIVER SYSTEMS

In Chapter 8, some of the optical properties of large ‘‘power tower’’ or central-receiver
concentrators were noted. The potential application of these collectors is in large-scale
conversion processes with output in the megawatt range. Large-scale systems must collect
energy from large areas. In these systems beam radiation from a large array of (relatively)
small heliostats is focused on a central receiver, thus collecting by optical rather than
thermal means. Numerous photographs are available at Wikipedia, ‘‘Solar Thermal Power
Stations.’’

An early paper on a central-receiver concept by Baum (1956) outlined a design in
which heliostats were to be mounted on semicircular railway tracks, with the assemblies of
mirrors moved through the day to keep beam radiation focused on the central receiver.More
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recent design concepts call for heliostats on mounts at fixed locations and movable about
two axes of rotation to accomplish concentration. Major research-and-development efforts
are aimed at solving the range of optical, thermal, and mechanical problems associated with
the development of electric power generation systems based on these concepts. These early
efforts were reported in the Proceedings of the 1978 DOE Workshop on Systems Studies
for Central Solar Thermal Electric (1978). A review of general design considerations is
provided by Winter et al. (1991). A more recent review of solar central-receiver systems
is provided by Romero et al. (2002).

The major components in the system are the heliostat field, the heliostat controls, the
receiver, the storage system, and the heat engine which drives the generator. Heliostat
design concepts were briefly outlined in Section 7.9. The objective of heliostat design is
to deliver radiation to the receiver at the desired flux density at minimum cost. For an
extensive discussion of optical problems, see theProceedings of the ERDA Solar Workshop
(1977) on optical analysis.

A range of receiver shapes has been considered, including cavity receivers and
cylindrical receivers. The optimum shape is a function of intercepted and absorbed
radiation, thermal losses, receiver cost, and design of the heliostat field. Vant-Hull in a
paper in the Proceedings of the ERDA Solar Workshop (1977) suggests that for a large
heliostat field a cylindrical receiver has advantages when used with Rankine cycle engines,
particularly for radiation from heliostats at the far edges of the field. If higher temperatures
are required for operation of Brayton cycle turbines, it may be necessary to use cavity
receivers with larger tower height–heliostat field area ratios.

It has been observed in many solar power studies that the solar collector represents the
largest cost in the system.Under these circumstances, an efficient engine is justified to obtain
maximum useful conversion of the collected energy. Several possible thermodynamic
cycles have been considered. First, Brayton or Stirling gas cycle engines operated at inlet
temperatures of 800 to 1000◦C provide high engine efficiencies but are limited by low gas
heat transfer coefficients, by the need for recouperators, and by the practical constraints
on collector design (i.e., the need for cavity receivers) imposed by the requirements of
1000◦C temperatures. Second, turbines driven from steam generated in the receiver would
operate at 500 to 550◦C and have several advantages over the Brayton cycle. Heat transfer
coefficients in the steam generator are high, allowing the use of high energy densities and
smaller receivers with energy absorption on the outer surface. Cavity receivers are not
needed and cylindrical receivers permit larger heliostat fields to be used. Use of reheat
cycles improves steam turbine performance but entails mechanical design problems. It
is also possible to use steam turbines with steam generated from an intermediate heat
transfer fluid circulated through the collector and boiler. The fluids could be molten salts
or liquid metals, and cylindrical receivers could be operated at around 600◦C with such
systems. These indirect systems are the only ones that readily lend themselves to the use of
storage. Low-temperature steam or organic fluid turbines may also be used, with collector
temperatures around 300◦C in receivers with lower solar radiation flux densities.

In the next section, a large 10-MWe central-receiver system, Solar One (later modified
and called Solar Two), is described. Other experimental plants have been built and operated,
including a 5-MWe plant in Russia, a 2.5-MWe plant in France, and 1-MWe plants in
Japan, Italy, Spain, and the United States.
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17.5 SOLAR ONE AND SOLAR TWO POWER PLANTS

The construction of Solar One, a large central-receiver plant with a peak electric generating
capacity of over 10 MWe, was completed in 1982. Located at Barstow, California, the
plant underwent two years of operation in an experimental test and evaluation phase and
three years in a power production phase. Power generated by the plant was supplied to
the grid of Southern California Edison. Photographs of the collector, the receiver, and
heliostats are shown in Figure 17.5.1. A summary of experience with the plant during the
three years of power production operation is provided by Radosevich and Skinrood (1989).

The heliostat system consists of 1818 individually oriented reflectors, each consisting
of 12 concave panels with a total area of 39.13 m2, for a total array area of 71,100 m2. The
reflecting material is back-silvered glass.

The receiver is a single-pass superheat boiler, generally cylindrical in shape, 13.7m
high, 7m in diameter, with the top 90m above ground. It is an assembly of 24 panels,
each 0.9m wide and 13.7m long. Six of the panels on the south side (which receives the
least radiation) are used as feedwater preheaters and the balance are used as boilers. Each
panel is made up of parallel 0.069-m-diameter alloy tubes welded together along their total
length. The panels are coated with a nonselective flat-black paint which was heat cured in
place with solar radiation. Average absorptance for solar radiation, after a second coating
was applied, was about 0.96. The receiver was designed to produce 50,900 kg/h of steam
at 516◦C with the absorbing surface operating at a maximum temperature of 620◦C.

Figure 17.5.1 Solar One, at Barstow, CA. (a) Overall view of the heliostat field and receiver tower
when system was not operating. (b) A heliostat. (c) The receiver, photographed from above, when in
operation. Photographs courtesy of Sandia National Laboratories.
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Figure 17.5.1 (Continued)



632 Solar Thermal Power Systems

The thermal storage system is in a fluid loop that is separated from the steam cycle
loop by heat exchangers. Steam generated in excess of that required for power generation
can be diverted to the charging heat exchanger, in which oil is heated for transfer to a bed
of oil, sand, and gravel. Since the plant is basically a peaking plant, most steam is used in
the turbine as it is generated.

The power generation system includes the turbine generator and its auxiliaries and the
cooling system for heat rejection.

The control systems include the computers that monitor and control the plant and the
beam characterization system that corrects the alignment of the heliostats and evaluates
heliostat performance.

The plant support system includes all of the auxiliaries necessary for the operation of
the plant, such as water conditioners, compressed gas supplies, liquid waste disposal, and
electrical systems.

During its three years of power production operation, measurements were made on the
performance of the various components in the systems. Radosevich and Skinrood (1989)
have summarized the main conclusions of the operation; highlights from their summary
serve to illustrate the potential and the problems of operation of large central-receiver
systems.

The heliostat field uses mirrors with an average reflectance of 90.3%. Dirt on the
mirrors reduced this reflectance, with the reduction a function of frequency of washing.
Based on experience with Solar One, it appears that the reflectance of the mirrors can
be maintained at about 93% of its nominal value if heliostats are washed effectively at
biweekly intervals. Some corrosion of the silver backing was experienced; this can be held
to a few percent per year by proper design of the modules to minimize the contact of the
silvering with moisture. A third consideration with the large heliostat field is reliability.
During the third year of the power production operation, an average of 98.8% of the 1818
heliostats were operational.

The receiver was a source of more problems. The panels experienced warping,
presumably due to temperature gradients caused by uneven distribution of incident
radiation. In addition, leaks developed in tubes and repairs were required. Warpage did not
itself affect operation of the receiver other than to expose support structure to radiation
entering through openings that developed between the panels, but it probably contributed
to leaks and would reduce the useful life of the receiver. The black paint on the receiver
had an initial high absorptance of 0.96 to 0.97; this diminished at the rate of about 0.02 per
year over a three-year span.

During the power production operation, the plant availability averaged 82% of the time
in which beam radiation was available to operate it. Thus the turbogenerator was connected
to the grid or the store was being charged 0.82 of the time for which beam radiation
was available. (The balance of the time, the downtime, was attributable to scheduled or
unscheduled maintenance, stowing of the heliostats because of excessive winds, etc.) In the
Barstow climate, the annual average availability, based on total daylight hours, averaged
55%. The plant more than met its design goal of 10 MWe; its maximum power output was
a net (after auxiliary energy for plant operation was deducted) of 11.7 MWe.

The annual system efficiencies, the ratio of net electrical energy produced (based on
24-h plant energy requirements) to annual incident beam radiation, were 4.1, 5.8, and 5.7%
during the three years of power production operation. The maximum monthly efficiency
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was 8.7%. (Maximum instantaneous efficiencies would be higher, probably close to the
design maximum of 15%.) Capacity factors, the ratio of the net electrical output to the rated
net output over 24 h, averaged 8, 12, and 11% over the three years of power production
operation, with a maximum monthly factor of 24% in a summer month.

Solar One was a large-scale experiment that provided operating data and experience
on a range of component and system problems while at the same time providing peaking
power to a utility. One important conclusion from Solar One operation was that the storage
systemwas inadequate to operate the turbine at peak efficiency. Solar One ceased operation
in 1988 and was rebuilt and restarted in 1996 as Solar Two (Romero et al., 2002). The
primary modification was the replacement of the oil-rock thermocline storage unit with a
two-tank molten salt storage system. Other modifications included a new receiver, a new
steam generator, a new control system, and the addition of 108 heliostats each with an area
of 95 m2 (the original heliostats were 39 m2). The success of the new storage design is
illustrated by a one-time operation around the clock for 154 continuous hours.
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Solar Ponds: Evaporative
Processes

In this chapter we start with a discussion of solar ponds. These are large, shallow bodies
of salt water that are arranged so that the temperature gradients are reversed from the
normal, that is, so the hottest layers are at the bottom of the ponds. This allows their use for
collection and storage of solar energy, which may under ideal conditions be delivered at
temperatures of 40 to 50◦C above ambient. The first section is a description of ponds and
their operation. The next is an introduction to analysis of the thermal performance of ponds
(and thus might have been placed in Part I), and in the third section three applications are
discussed.

At least two other methods have been noted for maintaining inverted temperature
gradients by suppressing convection in ponds through the use of horizontal, vertical, or
honeycomb membranes (Hull, 1980) and polymer gel layers (Wilkins and Lee, 1987).
These are not treated here.

We then note three evaporative processes: distillation of salt water to produce
freshwater, evaporation of salt brines to produce salt, and drying to remove moisture from
solids. Evaporation for salt production and drying of crops are many centuries old and
are the basis of commercial and agricultural enterprises in many parts of the world. A
substantial body of know-how and design information has been developed on evaporation
and drying, and in the discussion here only the principles involved are noted. Distillation
developments have occurred over the past century and are treated in more detail. In all
cases our concern is with direct distillation, evaporation, and drying in which solar energy
is absorbed in the apparatus where evaporation occurs rather than in a separate collector;
indirect processes, in which solar energy is delivered from collectors to evaporation,
drying, or distillation processes, are covered, by implication, in the chapter on industrial
processes.

18.1 SALT-GRADIENT SOLAR PONDS

Temperature inversions have been observed in natural lakes, with higher temperatures in
the bottom layers than near the surface. These lakes have high concentrations of dissolved
salts in the bottom layers and much more dilute solutions at the surface. This phenomenon
suggested the possibility of constructing and using ponds as large-scale horizontal solar
collectors. Tabor (1964), Weinberger (1964), and Tabor and Matz (1965) reported a series
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Figure 18.1.1 Salinity and temperature profiles for salt-gradient pond. From Nielsen (1978).

of theoretical and experimental studies of these salt-gradient ponds.1 Salt-gradient ponds
have been proposed for power production, salt production, and providing thermal energy
for buildings. Tabor and Weinberger (1981) review the theory and operation of ponds.
See Nielsen (1988) for a recent and useful review of the theory and applications. For a
comprehensive treatment of all aspects of the topic, see Hull et al. (1989).

Typical gradients of salinity and temperature in an operating solar pond are shown in
Figure 18.1.1. Three layers are present. At the top is a homogeneous layer of solution of low
concentration, an upper convecting zone (UCZ). The next layer is a thick non-convecting
or gradient zone (GZ), which provides insulation as heat is transferred up out of the heated
layer below it only by conduction. The bottom layer is another homogeneous layer, the
lower convecting zone (LCZ), with a high concentration of salt. The basic criterion for
solar pond operation is that the density of the concentrated solution in the bottom zone must
be higher at its maximum temperature than the density of the more dilute layers above it.
Much of the solar radiation is transmitted through the upper layers, and the bottom layers
become heated.

Several phenomena occurring in the operation of ponds are briefly described below.
These include absorption of radiation, diffusion processes that tend to drive ponds toward
homogeneity, stability, pond construction, salt and water requirements, and heat extraction.

The reflectance of a smooth water surface for solar radiation is of the order of 5% at
near normal incidence. As radiation is transmitted through water, the longer wavelengths
are absorbed near the surface. Measurements by Nielsen (1988) indicate that little radiation
at λ > 0.7 µm is transmitted through a meter of clean water, but over 95% of the radiation
in the wavelength range 0.3 to 0.6 µm is transmitted through this much water. At the time
of these measurements, the zenith angle of the sun was approximately 12◦

, so radiation was
nearly normal to the water surface. In this pond there was significant radiation transmitted
to the bottom layers.

The concentration gradients that exist in ponds lead to diffusion of salt from the
concentrated layer at the bottom to the dilute layer at the top. In order for pond stability to
be maintained, salt must be added to the lower layer and removed from the upper layer.
As this must be done by injecting and removing solutions, there is an additional upward
flow due to water addition and removal. Nielsen notes that the rates of salt transport into
the upper zone are of the order of 3 kg/m2 per month. Thus the quantities of salt which

1These are often called simply ‘‘solar ponds.’’ As there are other types of ponds called by the same name, the
term salt-gradient pond avoids confusion.
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must be added and removed are significant. The corresponding quantities of dilute solution
must be discarded and concentrated solution obtained or the dilute solution processed to
allow recycling. Water evaporation from the open surfaces of ponds must also be replaced.
[See Batty et al. (1987).]

Solar ponds are of the order of 1 to 3m deep. They are constructed on level ground by
a combination of excavation and embankments, and membrane liners are used to make the
basins leakproof. Layers of clay may be used over the liners to protect them and improve
their durability. Leaks from ponds can prevent their functioning as useful energy collection
systems. Filling ponds must be done in such a way that the necessary salinity gradients are
established by addition of freshwater or brines at appropriate levels.

Surface waves caused by winds tend to cause mixing and increases in thickness of the
upper convective layer, ultimately leading to degradation of pond performance. Floating
nets or arrays of floating pipes are used as wave barriers. The larger the ponds, the more
critical are the use of the barriers.

There are several advantages to large ponds. The larger the pond, the smaller will be
the ratio of perimeter to area. As edge losses can be significant, performance of larger
ponds is better than that of smaller ponds. Also, wall effects such as development of
convection in the gradient layer due to temperature gradients and conduction in the wall
are minimized. Costs per unit area of ponds will decrease as pond size increases. (Ponds
that have been built have ranged in size from about 300-m2 experiments to a 210,000-m2

production pond.)
Removal of heat from the bottom layer of a pond can be accomplished either by means

of a large-area heat exchanger submerged in the pond or by simultaneous slow removal of
hot brine from the lower level at one part of the pond and return of (cooled) brine at the
lower level at another location. Hull et al. (1986) describe experiments on a 1000-m2 pond
in which both methods were studied; properly done, either one can be an effective method
for extracting energy without destabilizing the pond.

Cleanliness of the ponds may be a problem if they are not large in extent as
contaminants can reduce transmittance. Some ‘‘dirt’’ will float at the surface, some will
sink to the bottom, and some will float at intermediate levels where its density matches
that of the solution, and removal of these contaminants may have to be done by filtration
or skimming. The effects of dirt may be of diminishing importance as pond size increases,
as the effects will be more pronounced at edges. In very large ponds, significant effects of
dirt may be caused only by major events such as dust storms.

18.2 POND THEORY

Numerous studies of various aspects of the theory of solar ponds have been pub-
lished; Nielsen (1988) and Hull et al. (1986, 1989) provide useful introductions to these
publications. In this section some aspects of the basic theory of ponds are outlined.

Equations for the steady-state operation of ponds can be written that are the same in
form as the Hottel-Whillier equation (Equation 6.7.6) (Kooi, 1979), where heat removal
from the pond is by brine extraction and injection at the LCZ. The factor F ′ is unity. The
temperature gradient in the flow (horizontal) direction from injection point to extraction
point is accounted for by an FR, which has the same functional form as that for a flat-plate
collector; its value for practical ponds is close to unity. The loss coefficient UL includes
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contributions for upward losses through the nonconvective (gradient) zone and for ground
and edge losses. Hull et al. (1986) have used the Kooi analysis and work on ground heat
losses to derive an equation for a steady-state pond with FR near unity as

Qu = A

[
Iτα −

(
k

�x
+ g

)
(TLCZ − TUCZ)

]
(18.2.1)

where k is the thermal conductivity of the solution in the gradient zone (nearly that of
water), �x is the thickness of the gradient zone, and g is a ground loss coefficient. The
coefficient g is estimated by an equation of the form

g = (a/xg + bP/A)kg (18.2.2)

where P is the perimeter of a pond of area A, kg is the effective thermal conductivity of
the ground under the pond, and xg is the distance from the bottom of the pond down to
the water table. The constants a and b are for a particular pond. This assumes that both
upward and ground losses are to a single temperature TUCZ,which will be close to the mean
ambient temperature. See Hull et al. (1984) for a detailed discussion of ground losses.

Radiation is absorbed in a pond at various depths and wavelengths, as the optical
extinction coefficient is a strong function of wavelength in the solar energy spectrum.
Transmission in ponds has been represented in two ways, as the sum of four exponentials
representing four parts of the spectrum by Rabl and Nielsen (1975) or as a logarithmic
function by Bryant and Colbeck (1977), both based on early experiments by oceanog-
raphers. Afeef and Mullett (1989) review these experiments and describe new experiments
indicating that the transmittance of unfiltered salt solutions was substantially less than that
of water alone but that filtering or prolonged settling (such as would occur in solar ponds)
increases transmittances of 20% solutions of sodium and magnesium chlorides to close to
that of water.

Kooi (1979) has calculated η/FR as a function of �T/I for ponds of varying depths
and compared them to flat-plate collectors, as shown in Figure 18.2.1. Curves B and C

Figure 18.2.1 Calculated η/FR-versus-�T/I curves for (A) one-cover selective flat-plate collector,
(B) solar pond with the top of LCZ 1 meter from surface, and (C) a pond with the top of the LCZ
2m below the surface. Adapted from Kooi (1979).



18.3 Applications of Ponds 639

are for ponds with the top of the lower nonconvecting zone 1 and 2m below the surface.
The difference in intercepts represents additional radiation absorption by the additional
meter of solutions in the UCZ and GZ. The lower slope of C reflects the additional meter
of insulation (i.e., solution) over the LCZ. Curve A is for a one-cover, selective flat-plate
collector. At high operating points (i.e., high values of �T/I ), the performance of ponds
appears to be better than the performance of the flat-plate collector. The utility of this
comparison is limited, however. It does not account for the increases in incident radiation
on the flat-plate collector gained by orienting it at more favorable angles or the fact that
ponds lose heat continuously and collectors lose heat only when they are operating. Costs
and applicability to specific energy supply problems must also be considered.

18.3 APPLICATIONS OF PONDS

Several dozen ponds have been constructed and operated. Most of them are designed for
experimental purposes, but as of 1989 several are production ponds delivering energy
routinely to meet energy loads. The ponds briefly described in the following paragraphs
are each designed for a different type of application.

At El Paso, Texas, an existing 3350-m2 water storage pond near a food canning
plant was converted to a solar pond for providing process heat to the plant and for
experiments on power generation and desalination. The operation started in 1986 with
production of heat for the plant and experimental operation of a Rankine cycle turbine
using an organic working fluid. The long-term intention is to use the pond for process water
heating only.

A 2000-m2 pond was constructed at Miamisburg, Ohio, in 1978 for supplying heat
to a municipal swimming pool. Difficulties were initially encountered with leaks in the
liner and corrosion of a submerged copper pipe heat extraction exchanger. These were
overcome, and the pond is now operated with an external heat exchanger. It supplies all
of the heat needed for the pool during the swimming season and also provides heat to a
bathhouse during other parts of the year. The water supply used to fill the pool in the spring
is at 11◦C; after the pool is filled, the pond provides the energy to heat it to the desired
27◦C operating temperature and maintain that temperature until the pool is closed in the
fall (Wittenberg and Etter, 1982).

The largest solar ponds have been built in Israel. After years of research and experience
with experimental ponds (by Tabor and his colleagues) a series of large ponds have been
constructed in the Dead Sea area which have been designed for power production. The
first of these was a 6250-m2 pond at En Boqek that operated a 150-kW power plant.
This has been superseded by two much larger ponds, one of 40,000 m2 and the other
of 210,000 m2, which together supply energy for a 5-MW Rankine cycle peaking plant.
These ponds operate at substantially higher temperatures than does the Miamisburg pond;
bottom layer temperatures of 70 to 80◦C are used. Heat is extracted by withdrawing
concentrated brine from the lower convective layer, pumping it through the heat exchanger
(boiler) where it supplies heat to the organic working fluid, and returning it to the lower
layer through low-velocity injectors.

Photographs of the pond at El Paso and the Israeli Dead Sea installation are shown in
Figure 18.3.1.
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Figure 18.3.1 (a) The 3350-m2 El Paso pond. Photo courtesy of University of Texas at El Paso,
(b) The 210,000- and 40,000-m2 ponds at the Dead Sea, Israel. Photo courtesy of Ormat.

18.4 SOLAR DISTILLATION

The first known application of solar distillation was in 1872 when a still at Las Salinas
on the northern deserts of Chile started its three decades of operation to provide drinking
water for animals used in nitrate mining. The still utilized a shallow black basin to hold
the salt water and absorb solar radiation; water vaporized from the brine, condensed on
the underside of a sloped transparent cover, ran into troughs, and was collected in tanks at
the end of the still. Most stills built and studied since then have been based on the same
concepts, though many variations in geometry, materials, methods of construction, and
operation have been employed. This section is concerned with these basin-type stills. Other
configurations have been used based on evaporation from wicks or from brines cascading
over weirs to allow other than horizontal energy-absorbing surfaces. A very comprehensive
summary of literature on all aspects of solar distillation is provided by Talbert et al. (1970).
A more recent review is available by Delyannis and Stefanakos (2003).

The basin-type still is shown in section in Figure 18.4.1. A still may have many bays
side by side, each of the type shown. The covers are usually glass; they may also be
air-supported plastic films. The basin may be on the order of 10 to 20mm deep (referred to
as shallow basins) or they may be 100mm or more deep (referred to as deep basins). The
widths are of the order of 1 to 2m, with lengths widely variable up to 50 to 100m.
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Figure 18.4.1 Schematic cross section of a bay of a basin-type solar still.

In operation, solar radiation is transmitted through the cover and absorbed by the salt
water and the basin. The solution is heated, water evaporates, and vapor rises to the cover
by convection where it is condensed on the underside of the cover. Condensate flows by
gravity into the collection troughs at the lower edges of the cover; the covers must be
at sufficient slope that surface tension of the water will cause it to flow into the troughs
without dropping back into the basin. The trough is constructed with enough pitch along
its length so that condensate will flow to the lower end of the still, where it drains into
a product water collection system. Operation of a still may be continuous or batch. If
seawater (approximately 3.5% salt) is used as feed, the concentration is usually allowed to
double before the brine is removed, so about half of the water in the feed is distilled off.

Figure 18.4.2 shows the major energy flows in a still while it is operating. The
objective of still design is to maximize Qevap, the transport of absorbed solar radiation to
the cover-condenser by water vapor, as this is directly proportional to still productivity.
All other energy transfer from basin to surroundings should be suppressed as far as is
possible. Most energy flows can be evaluated from basic principles, but terms such as
leakage and edge losses are difficult to quantify and may be lumped together in a catchall
term determined experimentally for a particular still.

Figure 18.4.2 The major energy transport mechanisms in a basin-type still. From Talbert et al.
(1970).
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Figure 18.4.3 Basic thermal network for a basin-type
still.

The basic concepts of solar still operation have been set forth by Dunkle (1961) and
others. The thermal network for a basin-type still is similar in principle to Figure 6.4.1 for
a flat-plate collector, but with three differences. Energy transfer from basin to cover occurs
by evaporation-condensation in addition to convection and radiation. The losses from the
back of the still are to the ground. The depth of the water in the still is usually such that its
capacitance must be taken into account. There is no useful energy gain in the sense of that
of a flat-plate collector; still output is measured by the evaporation-condensation transfer
from basin to cover. A thermal network is shown in Figure 18.4.3, where the resistances
correspond to the energy flows in Figure 18.4.2. Terms for leakage, edge losses, entering
feedwater, and leaving brine or product are not shown.

An energy balance on the water in the basin (and the basin itself), per unit area of
basin, can be written as

Gτcα = qe + qr,b−g + qc,b−g + qk + (mCp)b
dTb

dt
(18.4.1)

where the subscripts, e, r, c, and k represent evaporation-condensation, radiation, con-
vection, and conduction, respectively. The subscripts b and g refer to basin and glazing
(cover), and τc is the transmittance of the cover and the water film or droplets on its
underside.

The capacitance of the glazing will normally be small compared to that of the water
and basin. In most modern still designs the pitch of the covers is small and the cover area
is approximately the same as the basin area. An energy balance on the cover, neglecting its
capacitance and solar energy absorbed by it, can be written as

qe + qr,b−g + qc,b−g = qc,g−a + qr,g−a (18.4.2)
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These two equations are analogous to Equations 6.12.1 and 6.12.2 for flat-plate collectors.
Here qe is not a linear function of the temperature difference between the plate and the
glazing, and the two equations need to be solved simultaneously to find Tb, Tc, and qe as
functions of time.

Dunkle (1961) provides convenient ways of estimating the terms for internal heat
transfer in the still for use in these equations. The radiation exchange between basin
and cover, qr,b−g, is calculated by Equation 3.8.3. The cover is usually glass, and during
operation a thin layer of condensate forms onmost of its undersurface. Dunkle recommends
that the term be written in the form

qr,b−g = 0.9σ(T 4
b − T 4

g) (18.4.3)

For estimating the convection energy transfer from basin to cover, qc,b−g, he suggests
that the normal Rayleigh number must be modified to account for buoyancy effects due
to the fact that heat and mass transfer occur simultaneously. The buoyancy term in the
Grashof number is modified by the density gradient caused by the composition gradient
(in addition to the temperature gradient). In a horizontal enclosed air gap, a relationship
between Nusselt and Rayleigh numbers is

Nu = 0.075(Ra)1/3 (18.4.4)

where the temperature difference in theRayleigh number,�T ′, is an equivalent temperature
difference accounting for density differences due to water vapor concentration differences.
For air and water,

�T ′ = (Tb − Tg) +
(

pwb − pwg

2016 − pwb

)
Tb (18.4.5)

where pwb and pwg are the vapor pressures of water in millimeters of mercury of the
solution in the basin at Tb and of water at the cover temperature Tg . Temperatures are in
degrees kelvin.

From Equations 18.4.4 and 18.4.5 the convection coefficient in a still is

h′
c = 0.884

[(
Tb − Tg

) +
(

pwb − pwg

2016 − pwb

)
Tb

]1/3

(18.4.6)

and the heat transfer between the basin and cover is

qc,b−g = h′
c(Tb − Tg) (18.4.7)

By analogy between heat and mass transfer, the mass transfer rate can be written as

mD = 9.15 × 10−7 h′
c(pwb − pwg) (18.4.8)

and the heat transfer by evaporation-condensation is

qe = 9.15 × 10−7 h′
c(pwb − pwg)hfg (18.4.9)
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where mD is the mass transfer rate in kilograms per meters squared per second and hfg is
the latent heat of water in joules per kilogram.

The heat transfer terms from cover to ambient are formulated in the same way as for
flat-plate collectors. If the still has insulation under the basin, heat loss to the ground can
be written as

qk = UG(Tb − Ta) (18.4.10)

whereUG is an overall loss coefficient to ground assuming the ground to be at a temperature
equal to ambient. This term should be small in a large, well-designed still.

If the basin is very shallow and well insulated, the heat capacity term in Equation
18.4.1 can be neglected and steady-state solutions found. However, for practical reasons,
most stills will have sufficient depth that the capacitance of the basin should be considered.
If the still is not well insulated, an effective ground capacitance will also have to be
considered by writing another differential equation relating energy stored in a layer of
ground to heat flows into and out of that layer.

This set of equations, with data on radiation, temperature, and wind speed and with
design parameters of the still, can be solved for Tb as a function of time, and the productivity
is then calculated from Equation 18.4.8. This analysis does not include capacitance rates
of feedwater or leaving brine or product or edge effects and leakage, which are difficult
to formulate; these are often lumped together in a term determined experimentally as
that required to make energy balances close. There is evidence for the existence of
temperature gradients in still basins that make the surface temperature different from the
bulk temperature of the salt water.

The instantaneous efficiency of a still at any time is defined as the ratio of the heat
transfer in the still by evaporation-condensation to the radiation on the still:

ηi = qe

G
(18.4.11)

This is usually integrated over some extended period (e.g., day or month) to indicate
long-term performance. If there is any loss of product water back into the still (by
dripping from the cover or by evaporation or leakage from collecting troughs), less
product would be available than is indicated by this equation. Efficiency from experimental
measurements is

ηi = ṁphfg

AG
(18.4.12)

where ṁp is the rate at which distillate is produced from the still (which may be less than
ṁD) and hfg is the latent heat of vaporization.

The objective of still design is to maximize qe (i.e., ṁD), which is proportional to
the vapor pressure difference between basin and cover. Thus it is desirable to have the
basin temperature as high as possible, which will increase the ratio of heat transfer by
evaporation-condensation to that by convection and radiation. This has led to designs with
shallow basins with small heat capacity which heat up more rapidly than deep basins and
operate at higher mean temperatures.

Many practical considerations govern still design and operation. Shallow basins
require precise leveling of large areas, which is costly. Crystals of salt build up on dry
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spots in basins, leading to reduced overall absorptance and reduced effective basin area.
Leakage can cause problems in three ways: Distillate can leak back into the basin, salt
water can leak out of the basin, and humid air from inside the still can leak out through
openings in the cover. Occasional flushing of still basins has been found necessary to
remove accumulations of salt and organisms such as algae which grow in the brines. Algal
growths can be controlled by additions of algaecides.

A wide variety of experiment basin-type stills have been built and studied. Two
design trends have evolved. Large-area deep basin stills as shown in Figure 18.4.4 can
be built by standard construction techniques, are durable, and are relatively inexpensive.
Part of the distillate production from these deep-layer stills is obtained at night, when the
basin remains warm and the cover temperature goes down as the ambient temperature
drops.

Modular shallow basin stills, as shown in Figure 18.4.5, have lower thermal capaci-
tance, produce somewhat more water, and yield most of their product water in the daytime.
They may be more expensive to construct than deep-layer stills.

Details of these and many other designs are included in Talbert et al. (1970). A less
extensive report on the potential of distillation applications in developing economies was
published by the United Nations (1970). Cooper, in a series of papers (e.g., 1973), has made
a detailed simulation study of solar still performance. Proctor (1973) has experimentally
investigated the possibility of augmenting solar still output with waste heat.

Figure 18.4.4 Schematic section of an experimental deep-layer still at Daytona Beach, FL. Brine
depth in still is 0.1 to 0.15m. From Talbert et al. (1970).

Figure 18.4.5 Schematic section of experimental shallow basin still at Muresk, Western Australia.
Brine depth is 0.01 to 0.03m. Adapted from Morse and Read (1968).
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18.5 EVAPORATION

Solar evaporation to produce salts from seawater or other brines is a large-scale industrial
operation, and on a worldwide basis approximately one-third of the annual salt production
is from solar processes. In the United States, solar salt production facilities are concentrated
in the Great Salt Lake and San Francisco Bay areas. This is a well-established technology.

A description of the history and operation of salt manufacture by solar evaporation
of seawater is provided by See (1960). The process is a fractional crystallization. Shallow
pans or ponds are filled with the brine to be evaporated and exposed to radiation. As long
as evaporation exceeds rainfall, concentration will increase with time, and crystallization
will occur when saturation is reached. Pond operation depends on the source of feedwater.
Seawater contains approximately 3.5% salts, of which approximately two-thirds is NaCl
(the usual desired product). Seawater evaporation can be considered to consist of three
steps. The first is brine concentration to bring the solution to saturation (approximately
23% salts) and is the largest in area. This solution is transferred to second-stage pans,
where the first salts to crystallize are calcium, magnesium, and iron carbonates and sulfates.
Then the solution goes to the crystallizing ponds where NaCl crystallizes out. More water
is allowed to evaporate until the solution nears the saturation point for the magnesium and
potassium chlorides and bromides and other salts (the ‘‘bittern’’ salts), at which point the
solution is removed from the pond. The salt precipitated in the crystallizer pond is NaCl in
a reasonably pure form and is harvested mechanically.

Solar evaporation is used with feeds other than seawater. Sodium sulfate solutions are
concentrated in 440,000-m2 ponds on the Atacama Desert of Chile for the manufacture
of anhydrous sodium sulfate (Suhr, 1970). The Caracol, a solar evaporating process
near Mexico, D. F., concentrates brines from the Lake Texcoco area to feed a fuel-fired
evaporator plant producing sodium carbonate decahydrate.

Solar evaporation has been of substantial interest for salt production and also for
estimation of evaporative losses from water storage reservoirs. A number of studies of the
process have been published, including reports of measurements from saltpans (e.g., Bloch
et al., 1951) and lakes and reservoirs (e.g., Geological Survey, 1954). (Salt solutions in
evaporators will have lower vapor pressures than lake water; otherwise the processes are
similar.)

An energy balance over a fully mixed pond is very much like Equation 18.4.1 for the
basin of a solar still, but heat is transferred to the atmosphere by evaporation, convection,
and radiation rather than to a cover:

Gα = qe + qr,p−a + qc,p−a + qk + (mCp)
dTb

dt
(18.5.1)

where qe, qk, and capacitance terms have the same significance as for a still and the
subscript p refers to the pond. (For deep ponds that are thermally stratified, the heat
capacity term requires more detailed treatment.)

For evaporation from open water surfaces, the ratio of energy transport from the
water by convection to that by evaporation has been shown by Bowen (1926) to be nearly
constant regardless of wind speed. The ratio is given by

qc,p−a

qe

= 0.46(Tp − Ta)

pwp − pa

p

760
(18.5.2)
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where Tp and Ta are the temperatures of the brine surface and ambient, pwp and pa are the
vapor pressure of the surface solution and the ambient vapor pressure of water, and p is
the barometric pressure (with all pressures in millimeters of mercury).

These equations have been applied to evaporation from lakes by Cummings (1946) and
others and to evaporation from saltpans by Bloch et al. (1951) [see also Spiegler (1955)].
Bloch et al., in an experimental study of evaporation from brines, measured diurnal
temperature variations of solution, temperature gradients in solution during evaporation
and at night, and effects of dyes which increase absorptance of the brines for solar radiation.

Net annual evaporation from saltpans in the San Francisco area is usually in the range
of 0.9 to 1.1m with an annual rainfall in the range of 0.25 to 0.5m, and in dry years the
net annual evaporation was 1.2m (See, 1960). Thus in this area 0.5 to 1 m3 of water is
evaporated per year per square meter of pond.

18.6 DIRECT SOLAR DRYING

Direct crop drying is another well-established use of solar energy in which the standard
practice is to spread the materials to be dried in thin layers to expose them to radiation and
wind. (Indirect drying, by supply of solar-heated air to more or less conventional dryers,
was noted in Chapter 16.) The practices of solar drying are based on long experience.
Questions regarding further applications concern possible improvements in the process or
changes that might be made to improve product quality or dry additional kinds of materials.

The equations describing a radiant drying process can be written in forms similar to
those for evaporation from pans. However, several additional phenomena may have to be
considered. If the material to be dried is opaque to solar radiation, drying occurs at the
surface and moisture is transported to the surface by capillary action or diffusion. As with
other drying processes, there may be constant-rate periods when energy balances determine
rates of drying (when the surface of the material is always saturated with moisture) and
falling-rate periods when moisture transport through the drying material to its surface
controls the rate of evaporation. The determination of the vapor pressure of water at the
surface of the drying material may be difficult.

In addition to field crops, drying of grapes in tiers of trays has been reported by
Wilson (1965), and an analysis of this type of dryer is presented by Selcuk et al. (1974).
Experiments on direct drying of an oil shale to reduce its moisture content prior to retorting
have been described by Talwalkar et al. (1965). Taylor and Weir (1985) describe an
analytical and experimental study of a timber-drying kiln with forced air circulation in
which some of the radiation is absorbed in the drying lumber and some in the adjoining
structure.

18.7 SUMMARY

In this chapter we have briefly described some of the major considerations regarding
solar ponds, distillation, evaporation, and direct drying. Much of the information needed
in estimating the performance of these processes can be found by methods outlined in
earlier chapters. Most are horizontal collectors, some of which have integral storage, and
evaporation of water is either an objective or a problem in each of the processes.
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Part III

DESIGN METHODS

In Part I we treated fundamentals of solar processes and in Part II we described applications
of these fundamental ideas to several practical processes. In Part III, we consider methods
of estimation of long-term thermal performance of solar energy processes, an essential step
in their design.

Chapter 19 is on simulations. These are detailed transient thermal performance
calculations. Parallels are drawn between these numerical experiments and the physical
experiments that are necessary in order to have confidence in the calculations. A brief
description of a transient process simulation program TRNSYS is provided and examples
of its use are included. Simulations are shown to be clearly warranted in the design of
large, one-of-a-kind, or experimental systems.

Chapters 20 to 22 are discussions of methods for substituting monthly calculations for
the detailed calculations of simulations. These ‘‘design methods’’ are based on correlations
of the results of many numerical experiments (simulations) or on utilizability concepts. A
range of active and passive system types are treated in these chapters.

Chapter 23 is unique in that it treats a process that is not thermal in nature, that is,
photovoltaic (PV) processes, but it builds on the same background information and systems
approach that we use for thermal processes. A brief, qualitative description of solar cells
is provided, followed by discussion of generator and system models, and then a design
procedure that is applicable for determining the long-term output of many PV systems.

Chapter 24 is on wind energy, an indirect form of solar energy. The first sections
cover general wind ideas that lead to an understanding of wind statistics. The next section
presents the fundamentals governing wind power and the transformation of wind power
into mechanical power as the wind passes through a wind machine. The aerodynamics
of turbine blades and the flow of wind over irregular ground or around obstacles are not
covered as they are beyond the scope of this chapter. A design procedure for predicting the
long-term performance of isolated wind machines is presented.
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19

Simulations in Solar Process
Design

In Chapter 10 the basic concepts of simulation were developed, that is, the simultaneous
solutions of the sets of equations (models) that describe the performance of solar processes.
Example 10.9.1 is a simulation, albeit a simple one amenable to hand calculation.
In Chapters 12 through 18, the parametric studies of applications that were presented were
developed using simulations. This chapter carries the use of simulations a step further and
treats the application of simulations to the design of specific processes.

Simulations, like any other calculations, are only as good as themodels that are the basis
of the programs and the skill with which they are used. There have been over five decades
of experience with simulations, and considerable effort has been placed on validations.
There have been detailed intercomparisons of simulation programs that were developed
independently by authors in various countries. There have been experimental studies of
component performance that are (with theory) the basis of confidence in componentmodels.
There have been detailed comparisons of simulations with measurements on the operation
of systems. The conclusion to be drawn from these validations is that if simulations
are properly used, they can provide a wealth of information about solar processes and
thermal design.

This chapter includes a brief description of TRNSYS (see Klein et al., 2012), a transient
process simulation program developed for study of solar processes, and its applications.
Examples are shown of the kinds of information that simulations and experiments can
provide and illustrate the use of a simulation program to determine dynamic systembehavior
and integrated performance. Comparisons of physical measurements and simulations are
discussed, and problems and limitations of simulations are noted. The program CombiSys
described in the Introduction is an example of TRANSYS running with the TRANSED
front end.

19.1 SIMULATION PROGRAMS

The use of simulation methods in the study of solar processes is a relatively recent
development. Sheridan et al. (1967) used an analog computer in simulation studies of
operation of solar water heaters. Gupta and Garg (1968) developed a model for thermal
performance of a natural circulation solar water heater with no load, represented solar
radiation and ambient temperature by Fourier series, and were able to predict a day’s
performance in a manner that agreed substantially with experiments. Close (1967) used
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numerical modeling and a factorial design method to determine which water heater system
design factors are most important. Gupta (1971) used a response factor method that is
amendable to hand calculation for short-term process operation. Buchberg and Roulet
(1968) developed a thermal model of a house heating system, simulated its operation with
a year’s hourly meteorological data, and applied a pattern search optimization procedure
in finding optimum designs. Other process simulations have been done by Löf and Tybout
(1973), Butz et al. (1974), and Oonk et al. (1975). Since these early publications, solar
process simulation programs have come into widespread use.

Some of the programs that have been applied to solar processes have been written
specifically for study of solar energy systems. Others were intended for nonsolar applica-
tions but have had models of solar components added to them to make them useful for
solar problems. The common thread in them is the ability to solve the combinations of
algebraic and differential equations that represent the physical behavior of the equipment.
Simulation programs fall into two general categories. The first includes those that are
‘‘special-purpose’’ programs that represent the performance of specific types of systems.
In these programs, the equations for the components are combined algebraically to sim-
plify the computations and are generally easy to use but are not flexible. Programs in the
second category, the general-purpose programs, are more flexible and can be applied to
a wide range of systems but are more difficult to use. In these programs, the equations
representing components (collectors, storage units, pumps, etc.) are kept separate and are
solved simultaneously rather than being combined algebraically.

Over the past two decades hundreds of programs have been written to study energy
efficiency, renewable energy, and sustainability in buildings. The U.S. Department of
Energy lists 293 building software tools in its 2005 Energy Efficiency and Renewable
Energy web page. These programs evolve with time, and their exact nature can only be
recorded as of a particular time. TRNSYS, the program to be described below that in 2012
was available in version 17.1, has undergone 12 major revisions and many more minor
changes and is a far more powerful program than it was when it first became available
in 1977.

19.2 UTILITY OF SIMULATIONS

Simulations are numerical experiments and can give the same kinds of thermal perfor-
mance information as can physical experiments. They are, however, relatively quick and
inexpensive and can produce information on effect of design variable changes on system
performance by a series of numerical experiments all using exactly the same loads and
weather. These design variables could include selectivity of the absorbing surface, number
of covers on the collector, collector area, and so on. With cost data and appropriate
economic analysis, simulation results can be used to find least cost systems.

Simulations are uniquely suited to parametric studies and thus offer to the process
designer the capability to explore the effects of design variables on long-term system
performance. They offer the opportunity to evaluate effects of system configuration and
alternative system concepts. They have the advantage that the weather used to drive
them is reproducible, allowing parametric and configuration studies to be made without
uncertainties of variable weather. By the same token, a system can be ‘‘operated’’ by
simulations in a wide range of climates to determine the effects of weather on design.
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Simulations are complementary to physical experiments. Component-scale exper-
iments are necessary to understand component behavior and lend confidence to the
corresponding mathematical models. System-scale experiments are necessary to bring to
light the many practical problems inherent in any complicated system that simulations
cannot fully model. Careful comparisons of experiments and simulations lead to improved
understanding of each. Once simulations have been verified with experiments, new systems
can be designed with confidence using simulation methods.

In principle, all of the physical parameters of collectors, storage, and other components
are the variables that need to be taken into account in the design of solar processes. The
number of parameters that must be considered may be quite small, as there is a backlog
of experience which indicates that the sensitivity of long-term performance or process
economics to many parameters is small. For the solar heating of a building, for example,
the primary system design variable is collector area, with storage capacity and other design
variables being of secondary importance provided they are within reasonable bounds of
good design practice (as noted in Chapter 13). Simulations can provide information on
effects of collector area (or other variables) which is essentially impossible to get by other
means.

19.3 INFORMATION FROM SIMULATIONS

The parallels between numerical experiments (simulations) and physical experiments are
strong. In principle, it is possible to compute what it is possible to measure. In practice, it
may be easier to compute than to measure some variables (e.g., temperatures in parts of
a system that are inaccessible for placement of temperature sensors). Simulations can be
arranged to subject systems to extremes of weather, loads, or other external forces. They
also can be used to interject faults in a system (e.g., a failure in a circulating pump) to see
what the effects of the fault would be.

There are two basic kinds of data that can be obtained from simulations. First,
integrated performance over extended periods can be determined. This is normally wanted
for a year that represents the long-term average climate in which a proposed process would
operate. A year is the time base of most economic studies, but information may be needed
for other periods from days to spans of many years. These data are readily obtained by
integrating the desired quantities (collector output, tank losses, pump or blower on time,
heat exchange across an exchanger, amount of auxiliary energy required, etc.) over the
appropriate time period.

Second, information on process dynamics is available. The selection of materials of
construction may be affected by the temperature excursions through which the component
goes in either normal or abnormal operation. Pressure on liquid systems is determined by
temperatures in the various parts of the liquid loops. For example, temperatures in the
tops of storage tanks in systems with collector heat exchangers may be moderate, but
temperatures in the collector outlets may be well above the boiling point, and pressure
relief valves may be needed on collector outlets as well as on tanks.

A year’s operation of a solar heating system for a residence in theMadison,Wisconsin,
climate has been simulated. The building has 150 m2 floor area, is well insulated, and is to
have a solar heating and hot-water system to supply part of the heating load. Collector area



656 Simulations in Solar Process Design

Figure 19.3.1 (a) Thermal performance of a solar space and water heating system showing the
fraction of annual heating and hot-water loads carried by solar energy as function of collector area,
(b) Thermal performance of a solar water heating system showing the fraction of annual hot-water
loads carried by solar energy as function of collector area.

is the primary design variable. Values of other design parameters were selected to represent
good design practice, including collector characteristics and ratio of storage capacity to
collector area. Integration of delivered solar energy and auxiliary energy required at several
collector areas give information on the solar fraction F , the fraction of annual heating and
hot-water loads carried by solar energy, that is, on the amount of energy usefully delivered
to the building from the solar energy system. This is shown in Figure 19.3.1(a). A similar
curve for water heating only is shown in Figure 19.3.1(b), but it is more nearly linear over
a wide range of collector areas than the solar heating fraction (primarily because the loads
and solar radiation are more evenly matched throughout the whole year in this application).

A two-week example of temperature variation with time is shown in Figure 19.3.2 for
two collector areas for a space and water heating system. These data, if examined for the
whole year (or for those periods in the year when temperatures are likely to go to extremes),
provides an indication of the magnitude of safety problems which must be addressed by
providing means to ‘‘dump’’ energy.

Other kinds of information can also be obtained. It is possible to estimate the times
at which auxiliary energy is needed and the relationship of those times to meteorological
conditions. It is possible to estimate storage unit losses. In general, any variable that
appears in the set of system equations can be investigated.

19.4 TRNSYS: THERMAL PROCESS SIMULATION PROGRAM

TRNSYS (Klein et al., 1975, 1976, 2012) is a widely used, modular thermal process
simulation program. Originally developed for solar energy applications, it now is used for
simulation of a wider variety of thermal processes. Subroutines are available that represent
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Figure 19.3.2 Tank temperature versus time for two-week period in March for a heating and
hot-water system for Madison, WI, assuming a fully mixed tank, for two collector areas and fixed
storage-collector area ratio.

the components in typical solar energy systems. A list of the components and combinations
of components in the TRNSYS library (as of 2005) is shown in Table 19.4.1. Users can
readily write their own component subroutines if they are not satisfied with those provided.
By a simple language, the components are ‘‘connected’’ together in a manner analogous
to piping, ducting, and wiring in a physical system. The programmer also supplies values
for all of the parameters describing the components to be used. The program does the
necessary simultaneous solutions of the algebraic and differential equations which represent
the components and organizes the input and output. Varying levels of complexity can be
used in the calculation. For example, a flat-plate collector can be represented by constant
values of FRUL and FR(τα) or it can be represented by values of UL and (τα), which are
calculated at each time step for the conditions that change through time as the simulation
proceeds. The user of the program must determine how detailed the simulation is to be; the
more detail, the higher the cost in terms of programming effort and computer time. Most
of the simulation studies reported in preceding chapters on specific solar application were
done with TRNSYS.

Current versions of TRNSYS have, in the executive program, convergence promoters
and other means of speeding computations. There are three integration algorithms in
TRNSYS; the user can choose the one best suited to the problem at hand. The one that
is extensively used is the Modified-Euler method. It is essentially a first-order predictor-
corrector algorithm using Euler’s method for the predicting step and the trapezoid rule
for the correcting step. The advantage of a predictor-corrector integration algorithm for
solving simultaneous algebraic and differential equations is that the iterative calculations
occurring during a single time step are performed at a constant value of time. (This is
not the case for the Runge–Kutta algorithms.) As a result, the solutions to the algebraic
equations of the system converge, by successive substitution, as the iteration required
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Table 19.4.1 Components in Standard Library of TRNSYS

Controller components
Differential controller with hysteresis
Three-stage room thermostat
Iterative feedback controller
Proportional-integral-differential (PID) controller (in
heating)
Microprocessor controller
Five-stage room thermostat

Electrical components
Shepherd and Hyman battery models
Regulators and inverters
Photovoltaic (PV) thermal collector
Wind energy conversion system (wind turbines)
Photovoltaic array
Diesel Engine Generator Set (DEGS) dispatch controller
Diesel Engine Generator Set (DEGS)
Power conditioning
Lead-acid battery (with gassing effects)
Alternating-current bus bar

Heat exchangers
Constant-effectiveness heat exchanger
Counterflow heat exchanger
Cross-flow
Parallel flow
Shell and tube
Waste heat recovery

Heating, ventilation, and air conditioning (HVAC)
equipment
Auxiliary heaters
Dual-source heat pumps
Cooling coils (simplified and detailed models)
Conditioning equipment
Part-load performance
Cooling towers
Parallel chillers
Auxiliary cooling unit
Single-effect hot-water-fired absorption chiller
Furnace

Hydrogen systems
Electrolyzer controller
Master level controller for stand alone power
systems
Advanced alkaline electrolyzer
Compressed gas storage
Multistage compressor
Fuel cells (PEM and alkaline)

Hydronics
Pumps (various)
Tee-piece, flow mixer, flow diverter, tempering

valve
Pressure relief valve
Pipe
Duct
Fans (various)

Building loads and structures
Energy/(degree-hour) house
Roof and attic
Detailed zone (transfer function)
Overhang and wingwall shading
Window
Thermal storage wall
Attached sunspace
Detailed multizone building
Lumped-capacitance building

Output devices
Printer
Histogram plotter
Simulation summarizer
Economics
Online plotter

Physical phenomena
Solar radiation processor
Collector array shading
Psychrometrics
Hourly weather data generator
Refrigerant properties
Shading by external objects
Effective sky temperature calculation
Undisturbed ground temperature profile
Convective heat transfer coefficient calculation

Solar collector components
Flat-plate solar collector
Thermosyphon collector with integral storage
Evacuated-tube solar collector
Performance map solar collector
Theoretical flat-plate solar collector
Compound parabollic trough (CPC) solar collector

Thermal storage components
Stratified fluid storage tank
Rock bed thermal storage
Algebraic tank (plug flow)
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Table 19.4.1 (Continued)

Utility components
Data file reader
Time-dependent forcing function
Quantity integrator
Load profile sequencer
Periodic integrator
Unit conversion routine
Calling Excel worksheets
Calling Engineering Equation Solver (EES)
routines
Parameter replacement
Formatted file data reader (TRNSYS TMY, TMY2,
EnergyPlus)

Variable-volume tank
Detailed fluid storage tank with optional heaters and

variable internal timestep
Input value recall
Holiday calculator
Utility rate scheduler
Calling CONTAM
Calling MATLAB
Calling COMIS

Weather data reading and processing
Standard format files
User format files

solving the differential equation progresses. The calculation scheme can be described in
the following manner.

At time t , the values of the dependent variables T p are predicted using their values,
To, and the values of their derivatives, (dT/dt)o, from the previous time step:

T p = To + �t

(
dT

dt

)
o

(19.4.1)

where T p is the predicted value of all of the dependent variables at time t (note that this
prediction step is exactly the method used to integrate Example 19.3.1); To is the value
of the dependent variables at time t − �t ; �t is the time step interval at which solutions
to the equations of the system model will be obtained; and (dT/dt)o is the value of the
derivative of the dependent variables at time t − �t .

The predicted values of the dependent variables, T p, are then used to determine
corrected values, T c, by evaluating their derivatives, (dT/dt), as a function t , T p, and the
solutions to the algebraic equations of the model:

dT

dt
= f (t, T p, algebraic solutions) (19.4.2)

The corrected values of the dependent variables, T c, are obtained by applying the
trapezoidal rule:

T c = To + �t

2

[(
dT

dt

)
o

+ dT

dt

]
(19.4.3)

if
2(T c − T p)

T c + T p
> ε (19.4.4)

where ε is an error tolerance, T p is set equal to T c, and application of Equations 19.4.2
and 19.4.3 is repeated. When the error tolerance is satisfied, the solution for that time step
is complete and the whole process is repeated for the next time step.
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As an illustration of the use of the general program TRNSYS for simulating a solar
energy system and the nature of the results that can be obtained by simulations, consider
the following example.

Example 19.4.1

A hot-water load of 3000 kg water/day at a minimum temperature of 60◦C is evenly
distributed between the hours of 0700 and 2100. This load is to be met in substantial part
by a solar collector assembly of total effective area 65.0 m2. The two-cover collector has
the following characteristics:

Tilt = β = 40◦ to south

UL = 4.0 W/m2 ◦C

(τα) = 0.77

F ′ = 0.95

Flow rate through collector = ṁc = 0.903 kg/s

The tank has the following characteristics:

V = 3.9 m3

Height-diameter ratio = 3

Loss coefficient UL = 0.40 W/m2 ◦C

Ambient temperature at tank = 21◦C

Supply water to tank = 15◦C

The auxiliary heater is controlled such that if the temperature of the water from the tank
is less than 60◦C, it will heat the water from the storage tank temperature to 60◦C. If
Ts > 60◦C, the water delivered to meet the load will be at a temperature above 60◦C.

The system shown in the first diagram is to be operated at Boulder, Colorado, latitude
40◦ N, for a week in January. Hourly values of solar radiation and ambient temperature
are as shown in the plots and are the same data as given in Table 2.5.2. Assuming that
the initial tank temperature is 60◦C, compute the percentage of the load that is carried by
solar energy.
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Solution

Solution to this problem was obtained using TRNSYS. A summary of the results is given
in the table below. Two solutions are shown, one for an unstratified storage tank and one
for a three-node approximation to a stratified storage tank. The load requirement is a fixed
amount of water at a temperature of at least 60◦C; the two energy deliveries are slightly
different, as the stratified tank delivers water at slightly higher temperature. The minimum
total load is 3.96 GJ, and both systems slightly exceed this since the delivery temperature
sometimes exceeds 60◦C. The percentages of the total energy supplied to the water by
solar energy for the two cases are (2.74/4.04)100 = 68% and (3.03/4.10)100 = 74%. The
amount of auxiliary energy that is required in the two cases is 1.30 GJ for the unstratified

• Case 1 Unstratified Storage Tank:

Cumulative Energy

End of
Day

Incident
Solar

Useful
Gain

Thank
Loss

Change of
Energy of
Tank

Supplied
from
Tank

Supplied
from

Auxiliary
Total
Load

Cumulative Energy

1 0.71 0.21 0.02 −0.27 0.46 0.10 0.56
2 1.34 0.43 0.03 −0.38 0.78 0.35 1.13
3 2.84 1.17 0.04 −0.11 1.24 0.47 1.71
4 2.95 1.17 0.05 −0.45 1.57 0.71 2.28
5 3.34 1.28 0.05 −0.53 1.76 1.00 2.76
6 4.87 2.09 0.07 −0.13 2.15 1.26 3.41
7 6.43 2.81 0.08 −0.01 2.74 1.30 4.04
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• Case 2 Three-Section Storage Tank:

Cumulative Energy

End of
Day

Incident
Solar

Useful
Gain

Thank
Loss

Change of
Energy of
Tank

Supplied
from
Tank

Supplied
for

Auxiliary
Total
Load

Cumulative Energy

1 0.71 0.24 0.02 −0.30 0.52 0.05 0.57
2 1.34 0.50 0.03 −0.42 0.89 0.25 1.14
3 2.84 1.28 0.04 −0.15 1.39 0.34 1.73
4 2.95 1.28 0.05 −0.58 1.81 0.50 2.31
5 3.34 1.42 0.05 −0.60 1.97 0.90 2.87
6 4.87 2.27 0.06 −0.18 2.39 1.06 3.45
7 6.43 3.05 0.08 −0.06 3.03 1.07 4.10

tank and 1.07 GJ for the three-node tank. If a conventional water heater were designed to
deliver exactly the minimum energy required (3.96 GJ), the savings in purchased energy
would have been 2.66 and 2.89 GJ, respectively.

Plots of cumulative energy quantities versus time for the week are shown for the case
of the stratified tank. The points for the totals at the end of each day are connected by
straight lines but smoother plots could have been obtained by using smaller time intervals.
The tables are summaries of integrated energy quantities. All energy quantities are
in gigajoules. �
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19.5 SIMULATIONS AND EXPERIMENTS

The extent to which simulations represent the operation of real physical systems depends
on the level of detail included in the numerical experiment. Component models can vary in
complexity, as can systems. In principle, simulations can be as detailed as the user wishes.
In practice, there may be factors in system operation which are difficult to simulate, such
as leaks in air systems, and operation of real systems may be less ideal than the simulation
indicates.

Many component experiments have been carried out, for example, the kind noted
in Chapter 6 on flat-plate collectors. Some comparisons of simulations and experiments
of building heating have been made of both short-term process dynamics and long-term
integrated performance. For example, Mitchell et al. (1980) have used tank temperatures
and integrated energy quantities as indicators of process operation and compared measured
and computed tank temperatures and energy quantities over several 10-day periods from
CSU House I. An example of a tank temperature comparison is shown in Figure 19.5.1.

Comparisons of the simulated and measured useful energy gain from the collector
and solar auxiliary contribution are shown in Table 19.5.1. In this study, the simulation
was very carefully done to closely represent the physical situation; by doing so, it was
possible to obtain agreements that are comparable to the accuracy of the measurements on
the physical system.

19.6 METEOROLOGICAL DATA

Weather conditions and loads can be considered as forcing functions operating on the
sets of equations that describe system performance. As noted in Chapter 9, loads may
be functions of weather for building heating and cooling or they may be determined by
factors not related to weather. Meteorological data, including solar radiation, ambient
temperature, and wind speed, influence collector performance, and information such as
that in Table 2.5.2 is needed to calculate system performance over time.

All simulations are done with past meteorological data, and it is necessary to select a
data set to use in simulations. For studies of process dynamics, data for a few days or weeks
may be adequate if they represent the range of conditions of interest. For design purposes it
is best to use a full year’s data or a full season’s data if the process is a seasonal one. Data

Figure 19.5.1 Comparisons of measured and predicted storage tank temperatures for CSU House
I. Adapted from Pawleski (1976).
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Table 19.5.1 Comparison of Simulated and Measured Energy Quantities from CSU House I from
Three Different Time Periodsa

Measured Simulated Difference
Period (MJ) (MJ) (%)

Collected solar energy I 2388 2577 7.0
II 2419 2292 5.2
III 2086 2012 3.5

Air heater heat flow I 2076 2041 1.4
II 3243 3238 0.0
III 1810 1736 3.6

Delivered solar energy I
II 1952 2025 3.1
III 1517 1573 2.7

Auxiliary energy I 0 0 0.0
II 1291 1213 3.3
III 238 162 3.7

Preheater heat flow I 398 303 3.8
II 132 116 0.7
III 204 132 3.5

aFrom Mitchell et al. (1980).

are available for many years for some stations, and it is necessary to select a satisfactory
set. Klein (1976) developed the concept of a design year. He used heating season data for
nine months for each of eight years. For each of the months (e.g., the Januarys) the month
was selected that had the radiation closest to the eight-year average. Monthly average
temperatures were used as a secondary criterion where needed. The set of months so
selected constituted the design year. Discontinuities between months normally cause no
difficulty. The selection of the design year was evaluated by simulations. Table 19.6.1
shows the results of this procedure and indicates the annual fraction of heating loads carried
by solar energy for two collector areas for a particular building for the design year and
for the full eight years. The design year provides a good representation of the eight-year
period, at least for purposes of simulating solar heating systems.

A related but more detailed study by Hall et al. (1978) of 23 years of data for each
of 26 stations in the U.S. solar radiation network has led to the generation of typical
meteorological year (TMY) data for these and additional locations. The TMY data for
Madison have been used in heating system simulations and the results compared to those
based on the full 23 years of data. In one comparison the TMY data indicated a solar
contribution of 0.60, and the value for the full 23-year simulation was 0.58. The TMY data
for the United States has been replaced by TMY2 data derived from measurements at 239
U.S. cities for the years 1961 to 1990. TMY3 data (for the years 1991 to 2005) is available
for 1020 U.S. locations. Solar radiation data were measured in only a few of these locations
and statistical techniques were used to estimate hourly values in locations without solar
measurements. The TMY, TMY2, and TMY3 data cannot be used interchangeably due
to differences in time (solar versus local), formats, data types, and units. Version 5 of
the METEONORM program by Remund and Kunz (2003) has a database of over 7000
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Table 19.6.1 19.6.1 Design (Heating Season) Year for Madison Based on Eight Years of Data
(1948–1949 to 1955–1956)a

Solar Fractions

Month Year Area 1 Area 2

September 1951–1952 0.97 1.00
October 1955–1956 0.79 0.98
November 1949–1950 0.35 0.63
December 1949–1950 0.26 0.49
January 1953–1954 0.23 0.43
February 1954–1955 0.36 0.66
March 1953–1954 0.53 0.85
April 1955–1956 0.72 0.96
May 1952–1953 0.77 0.98

Annual contribution 0.47 0.69
Annual contribution for 8 years 0.47 0.67

aFrom Klein (1976).

worldwide stations that can generate data on monthly, daily, or hourly time scales on
surfaces of any orientation.

Caution must be exercised in the use of typical years if the process to be designed
is to provide a high fraction of the loads by solar energy. Years that are far from the
average years tend to include unusual sequences or extremes of weather, and the results of
simulations based on the typical year data may be significantly different from the long-term
average for systems with high solar fraction. Also, year-to-year variation in weather will
lead to significant year-to-year variation in a solar process output, and a performance
prediction based on a typical year will not apply for a specific year unless that year happens
to be nearly the same as the typical year. Schmitt et al. (2000) have developed algorithms
for generating extreme-weather data sequences.

Another approach to the use of existing meteorological data is to synthesize from
it data for shorter periods which, when used in simulations, will provide information on
longer periods of operation. For example, Anand et al. (1978) have worked out a two-step
procedure for condensing data. First, they statistically arrange the data (insolation and
temperature) to place it in bins (ranges of data pairs). For these data pairs, they curve fit
expressions for diurnal variation of insolation and temperature to get a small number of
synthesized days which are representative of a large number of actual days.

Another approach to development of meteorological data is to synthesize sequences
of hours and days, starting from the means, with the synthesized sequences having the
same means, the same distributions, the same autocorrelations, and (ultimately) the same
cross correlations between one meteorological variable and another as the real data. This
procedure has the advantage that it would allow generation of data for locations for which
only monthly means are available. Based on the original work of Degelman (1976), Knight
et al. (1991) used a combination of autoregression models for solar radiation and ambient
temperature to generate data that have statistics comparing favorably with TMY data. An
Hourly Weather Data Generator based upon these algorithms is available in TRNSYS.
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Information on time dependence of loads must also be available if simulations are to
be done. The general approach to determination of loads is the same as other parts of a
system, that is, develop the set of equations or numerical data that relate energy rates and
temperatures to time. These load characteristics are then solved as part of the overall set of
equations that describe the solar process.

The usual situation is to have the loads on a nonsolar system the same as those on a
solar energy system designed for the same task. However, there are many systems where
the total amount of energy to be supplied is influenced by the solar energy system. For
example, solar water heating systems with tanks larger than conventional tanks will have
larger losses and consequently increased loads. Passively heated buildings will have loads
that depend on the size of the solar aperture, as the heat losses per unit area through the
aperture will in general be more than through well-insulated walls.

19.7 LIMITATIONS OF SIMULATIONS

Simulations are powerful tools for process design, for study of new processes, and for
understanding how existing systems function and might be improved. However, there are
limits to what can be done with them.

First, there is implicit in this discussion of simulations the assumption that they are
properly done. It is easy to make program errors, assume erroneous constants, neglect
factors which may be important, and err in a variety of other ways. As in other engineering
calculations, a high level of skill and judgment is required in order to produce useful
results.

As noted above, it is possible, in principle, to model a system to whatever degree
is required to extract the desired information. In practice, it may be difficult to represent
in detail some of the phenomena occurring in a system. Physical world realities include
leaks, plugged or restricted pipes, scale on heat exchangers, failure of controllers, poor
installation of equipment, and so on. The simulations discussed here are of the thermal
processes but mechanical and other considerations can affect the thermal performance of
systems.

There is no substitute for carefully conceived and carefully executed experiments.
Such experiments will reveal whether or not the theory is adequate and where difficulties lie
in design and operation of the systems. At its best, a combination of numerical experiment
(simulation) and physical experiment will lead to better systems, better understanding of
how processes work, better knowledge of what difficulties can be expected and what can
be done about them, and what next logical steps should be taken in the evolution of new
systems.

Simulations and development laboratory experiments are complementary. Compar-
isons of the results of measurements in the field of performance of purchased and installed
systems with simulations have in some instances shown greater differences than those
with experiments. The reasons are two. First, field measurements are often very difficult
to make, and differences may be ascribed to poor measurements. Second, commercially
installed systems are not always built and operated with the same care and knowledge as
laboratory systems, and they may not work as well as laboratory systems.

In brief, simulations are powerful tools for research and development, for understanding
how systems function, and for design. They must, however, be done with care and skill.
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20

Design of Active Systems: f -Chart

The liquid and air system configurations described in Section 13.2 are common configura-
tions, and there is considerable information and experience on which to base designs. For
residential-scale applications, where the cost of the project does not warrant the expense
of a simulation, performance predictions can be done with ‘‘short-cut’’ methods. Design
procedures are available for many of these systems that are easy to use and provide adequate
estimates of long-term thermal performance. In this chapter we briefly note some of these
methods. The f -chart method, applicable to heating of buildings where the minimum
temperature for energy delivery is approximately 20◦C, is outlined in detail. Methods for
designing systems delivering energy at other minimum temperatures, as encountered in
solar absorption air conditioning or industrial process heat applications, are presented in
Chapter 21.

20.1 REVIEW OF DESIGN METHODS

Designmethods for solar thermal processes can be put in three general categories, according
to the assumptions on which they are based and the ways in which the calculations are
done. They produce estimates of annual useful outputs of solar processes, but they do not
provide information on process dynamics.

The first category applies to systems in which the collector operating temperature
is known or can be estimated and for which critical radiation levels can be established.
The first of these, the utilizability methods, are based on analysis of hourly weather
data to obtain the fraction of the total month’s radiation that is above a critical level.1

Another example in this category is the heat table method of Morse as described by
Proctor (1975). This is a straightforward tabulation of integrated collector performance as
a function of collector characteristics, location, and orientation, assuming fixed fluid inlet
temperatures.

The second category of designmethods includes those that are correlations of the results
of a large number of detailed simulations. The f -chart method of Klein et al. (1976, 1977)
and Beckman et al. (1977) is an example. The results of many numerical experiments
(simulations) are correlated in terms of easily calculated dimensionless variables. The
results of the f -chart method have served as the basis for further correlations, for
example, by Ward (1976), who has used only January results to characterize a year’s

1This method and a further development are outlined in Chapter 21.
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system operation; by Barley and Winn (1978), who used a two-point curve fit to obtain
location-dependent annual results; and by Lameiro and Bendt (l978), who also obtained
location-dependent annual results with three-point curve fits. The SEU (Solar Energy Unit
of University College Cardiff) methods of Kenna (1984a,b) are correlation methods which
are applicable to designing open-loop and closed-loop heating systems. Another example
in the second category is the method of Los Alamos Scientific Laboratory (Balcomb and
Hedstrom, 1976), which is a correlation of the outputs of simulations for specific systems
and two collector types.

The third category of design methods is based on short-cut simulations. In these
methods, simulations are done using representative days of meteorological data and the
results are related to longer term performance. The SOLCOST method (Connelly et al.,
1976) simulates a clear day and a cloudy day and then weights the results according to
average cloudiness to obtain a monthly estimate of system performance.

In recent years annual simulations are replacing design methods as a result of the
ever-increasing computational speed of computers. However, design methods are still
much faster and so are useful for early design studies, general-survey-type studies, and
system design where simulations are too expensive.

20.2 THE f-CHART METHOD

This and the following sections outline the f -chart method for estimating the annual
thermal performance of active heating systems for buildings (using either liquid or air as
the working fluid) where the minimum temperature of energy delivery is near 20◦C. The
system configurations that can be evaluated by the f -chart method are expected to be
common in residential applications.

The f -chart method provides a means for estimating the fraction of a total heating
load that will be supplied by solar energy for a given solar heating system. The primary
design variable is collector area; secondary variables are collector type, storage capacity,
fluid flow rates, and load and collector heat exchanger sizes. The method is a correlation
of the results of many hundreds of thermal performance simulations of solar heating
systems. The conditions of the simulations were varied over appropriate ranges of
parameters of practical system designs. The resulting correlations give f, the fraction
of the monthly heating load (for space heating and hot water) supplied by solar energy
as a function of two dimensionless parameters. One is related to the ratio of collector
losses to heating loads, and the other is related to the ratio of absorbed solar radiation to
heating loads.

The f -charts have been developed for three standard system configurations, liquid
and air systems for space (and hot-water) heating and systems for service hot water only. A
schematic diagram of the standard heating system using liquid heat transfer fluids is shown
in Figure 20.2.1. This system normally uses an antifreeze solution in the collector loop and
water as the storage medium. Collectors may be drained when energy is not being collected,
in which case water is used directly in the collectors and a collector heat exchanger is not
needed. A water-to-air load heat exchanger is used to transfer heat from the storage tank to
a domestic hot-water (DHW) subsystem. Although Figure 20.2.1 shows a two-tank DHW
system, a one-tank system could be used as described in Section 12.4. An auxiliary heater
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Figure 20.2.1 Schematic of standard system configuration using liquid heat transfer and storage
media.

is provided to supply energy for the space-heating load when it cannot be met from the
tank. The ranges for major design variables used in developing the correlations are given
in Table 20.2.1.

The standard configuration of a solar air heating system with a pebble bed storage
unit is shown in Figure 20.2.2. Other equivalent arrangements of fans and dampers can
be used to provide the same modes of operation. Energy required for DHW is provided
by an air-to-water heat exchanger in the hot-air duct leaving the collector. During summer
operation, it is best not to store solar energy in the pebble bed, and a manually operated
storage bypass is usually provided in this system to allow summer water heating. The
ranges of design parameters used in developing the correlations for this system are also
shown in Table 20.2.1.

Table 20.2.1 Ranges of Design Parameters
Used in Developing f -Charts for Liquid and Air
Systemsa

0.6 ≤ (τα)n ≤ 0.9

5 ≤ F ′
RAc ≤ 120m2

2.1 ≤ UL ≤ 8.3 W/m2 ◦C

30 ≤ β ≤ 90◦

83 ≤ (UA)h ≤ 667 W/
◦C

aFrom Klein et al. (1976, 1977).
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Figure 20.2.2 Standard air system configuration.

The standard configuration for a solar domestic water heating system is shown in
Figure 20.2.3. The collector may heat either air or liquid. The solar energy is transferred
via a heat exchanger to a DHW preheat tank, which supplies solar-heated water to a
conventional water heater or an in-line low-capacitance ‘‘zip’’ heater where the water
is further heated to the desired temperature if necessary. A tempering valve may be
provided to maintain the tap water below a maximum temperature. These changes in the
system configuration do not have major effects on the performance of the system (see
Section 12.4).

Figure 20.2.3 Standard system configuration for water heating only. The collector may heat air or
water.
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Detailed simulations of these systems have been used to develop correlations between
dimensionless variables and f, the monthly fraction of loads carried by solar energy. The
two dimensionless groups are

X = AcF
′
RUL (Tref − T a) �t

L
(20.2.1)

Y = AcF
′
R(τα)HT N

L
(20.2.2)

where Ac = collector area (m2)
F ′

R = collector heat exchanger efficiency factor2

UL = collector overall loss coefficient (W/m2 ◦C)

�t= total number of seconds in month
Ta = monthly average ambient temperature (

◦C)

Tref = empirically derived reference temperature (100◦C)
L= monthly total heating load for space heating and hot water (J)

HT = monthly average daily radiation incident on collector surface per unit area
(J/m2)

N = days in month
(τα)= monthly average transmittance-absorptance product

Equations 20.2.1 and 20.2.2 can be rewritten as

X = FRUL × F ′
R

FR

× (Tref − T a) × �t × Ac

L
(20.2.3)

Y = FR(τα)n × F ′
R

FR

× (τα)

(τα)n
× HT N × Ac

L
(20.2.4)

where FRUL and FR(τα)n are obtained from collector test results by the methods noted in
Chapter 6. The ratio F ′

R/FR corrects for various temperature drops between the collector
and the storage tank and is calculated by methods summarized in Chapter 10. The ratio
(τα)/(τα)n is estimated by the methods noted in Section 5.10. The average air temperature
T a is obtained from meteorological records for the month and location desired, and HT is
found from the monthly average daily radiation on the surface of the collector as outlined
in Chapter 2. The calculation of monthly loads L is discussed in Chapter 9. (There is no
requirement in the f -chart development that any particular method be used to estimate the
loads.) The collector area is Ac. Thus all of the terms in these two equations are readily
determined from available information. Also, from Equation 5.10.3 S can be substituted
for (τα) HT and then (τα)n cancels out.

2Although we indicate only a modification to FR to account for the collector-storage heat exchanger, both FR(τα)

and FRUL can be modified to account for the collector heat exchanger, duct losses, and flow arrangements. (See
Chapter 10.)
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Example 20.2.1

A solar heating system is to be designed for Madison, Wisconsin (latitude 43◦ N), using
one-cover collectors with FR(τα)n = 0.74 and FRUL = 4.00 W/m2 ◦C as determined
from standard collector tests. The flow rate in use will be the same as that in the tests. The
collector is to face south with a slope of 60◦ from the horizontal. The average daily radiation
on a 60◦ surface for January in Madison is 13.7 MJ/m2 (from Example 2.19.1) and the
average ambient temperature is −8◦C (from Appendix D). The heating load is 36.0 GJ for
space and hot water. The collector heat exchanger correction factor F ′

R/FR = 0.97. For all
months (τα)/(τα)n, the ratio of the monthly average to normal-incidence transmittance-
absorptance product, is taken to be 0.96 for one-cover collectors, as noted in Section 5.10.
(This ratio can be calculated month by month, if desired.) Calculate X and Y for these
conditions for collector areas of 25 and 50 m2.

Solution

From Equations 20.2.3 and 20.2.4 with Ac = 25 m2,

X = 4.0 × 0.97[100 − (−8)] × 31 × 86,400 × 25

36 × 109
= 0.779

Y = 0.74 × 0.97 × 0.96 × 13.7 × 106 × 31 × 25

36 × 109
= 0.203

For 50 m2, the values of X and Y are proportionally higher:

X = 0.779 × 50

25
= 1.56

Y = 0.203 × 50

25
= 0.41

�

As will be shown in later sections, the variables X and Y are used to determine fi,

the monthly fraction of the load supplied by solar energy. The energy contribution for the
month is the product of fi and the monthly heating and hot-water load Li. The fraction of
the annual heating load supplied by solar energy F is the sum of the monthly solar energy
contributions divided by the annual load:

F =
∑

fiLi∑
Li

(20.2.5)

20.3 THE f-CHART FOR LIQUID SYSTEMS

For systems of the configuration shown in Figure 20.2.1, the fraction f of the monthly
total load supplied by the solar space and water heating system is given as a function of X

and Y in Figure 20.3.1. The relationship of X, Y, and f in equation form is

f = 1.029Y − 0.065X − 0.245Y 2 + 0.0018X2 + 0.0215Y 3 (20.3.1)
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Figure 20.3.1 The f -Chart for systems using liquid heat transfer and storage media. From
Beck-man et al. (1977).

Because of the nature of the curve fit of Equation 20.3.1, it should not be used outside of
the range shown by the curves of Figure 20.3.1. If a calculated point falls outside of this
range, the graph can be used for extrapolation with satisfactory results.

Example 20.3.1

The solar heating system described in Example 20.2.1 is to be a liquid system. What
fraction of the annual heating load will be supplied by the solar energy for a collector area
of 50 m2? The monthly combined loads on the system are indicated in the following table.
(See Example 2.19.1 for HT values.)

Solution

From Example 20.2.1, the values of X and Y for 50 m2 are 1.56 and 0.41, respectively,
in January. From Figure 20.3.1 (or Equation 20.3.1), f = 0.28. The total heating load for
January is 36.0 GJ. Thus, the energy delivery from the solar heating system in January is

fL = 0.28 × 36.0 = 10.1 GJ

The fraction of the annual heating load supplied by solar energy is determined by repeating
the calculation of X, Y, and f for each month and summing the results as indicated by
Equation 20.2.5. The table shows the results of these calculations. From Equation 20.2.5
the annual fraction of the load supplied by solar energy is

F = 95.4

203.2
= 0.47
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Monthly and Annual Performance of Liquid Heating System in Madison

Month HT , MJ/m2 T a L, GJ X Y f fL, GJ

January 13.7 −8 36.0 1.56 0.41 0.28 10.1
February 18.8 −5 30.4 1.62 0.55 0.39 11.9
March 15.8 1 26.7 1.93 0.63 0.44 11.7
April 14.7 9 15.7 2.91 0.97 0.61 9.6
May 16.6 14 9.2 4.86 1.92 0.95 8.8
June 16.5 19 4.1 9.93 4.17 1.00a 4.1
July 16.8 22 2.9 13.98 6.17 1.00a 2.9
August 17.5 20 3.4 12.23 5.49 1.00a 3.4
September 15.6 15 6.3 6.78 2.56 1.00 6.3
October 15.2 11 13.2 3.50 1.23 0.73 9.6
November 11.4 2 22.8 2.16 0.51 0.34 7.7
December 12.7 −5 32.5 1.68 0.42 0.28 9.3

Total 203.2 95.4

aThese points have coordinates outside of the range of the f -chart correlation.

�

To determine the economic optimum collector area, the annual load fraction corres-
ponding to several different collector areas must be determined. The annual load fraction
is then plotted as a function of collector area, as shown in Figure 20.3.2. The information
in this figure can then be used for economic calculations as shown in Chapter 11.

For liquid systems, f -chart calculations can be modified to estimate changes in
long-term performance due to changes in storage tank capacity and load heat exchanger
characteristics. This is done by modifying the values of X or Y as described below.

Figure 20.3.2 Annual load fraction versus collector area.
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Storage Capacity

Annual system performance is relatively insensitive to storage capacity as long as capacity
is more than approximately 50 liters of water per square meter of collector. When the costs
of storage are considered, there are broad optima in the range of 50 to 200 liters of water
per square meter of collector.

The f -chart was developed for a standard storage capacity of 75 liters of stored water
per square meter of collector area. The performance of systems with storage capacities in
the range of 37.5 to 300 liters/m2 can be determined by multiplying the dimensionless
group X by a storage size correction factor Xc/X from Figure 20.3.3 or Equation 20.3.2:

Xc

X
=

(
actual storage capacity

standard storage capacity

)−0.25

for 0.5 ≤
(

actual storage capacity

standard storage capacity

)
≤ 4.0 (20.3.2)

Example 20.3.2

For the conditions of Example 20.3.1, what would be the annual solar contribution if the
storage capacity of the tank were doubled, to 150 liters/m2?

Figure 20.3.3 Storage size correction factor for liquid systems. Standard storage size is 75 liters/m2
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Solution

To account for changes in storage capacity, the value of X calculated in the previous
examples must be modified using Figure 20.3.3 or Equation 20.3.2. The ratio of actual
storage size to standard storage size is 2.0, so

Xc

X
= 2.0−0.25 = 0.84

For January the corrected value of X is then

Xc = 0.84 × 1.56 = 1.31

The value of Y remains 0.41. From the f -chart, f = 0.30. The solar contribution for
January is

fL = 0.30 × 36.0 = 10.8 GJ

Repeating these calculations for the remaining 11 months gives an annual solar load
fraction of 0.49 (versus 0.47 for the standard storage size). �

Load Heat Exchanger Size

As the heat exchanger used to heat the building air is reduced in size, the storage
tank temperature must increase to supply the same amount of heat, resulting in higher
collector temperatures and reduced collector output. A measure of the size of the heat
exchanger needed for a specific building is provided by the dimensionless parameter
εLCmin/(UA)h, where εL is the effectiveness of the water-air load heat exchanger, Cmin
is the minimum fluid capacitance rate (mass flow rate times the specific heat of the fluid)
in the load heat exchanger and is generally that of the air, and (UA)h is the overall
energy loss coefficient–area product for the building used in the degree-day space-heating
load model.

From thermal considerations, the optimumvalue of εLCmin/(UA)h is infinity.However,
system performance is asymptotically dependent upon the value of this parameter, and for
εLCmin/(UA)h > 10, performance will be essentially the same as that for the infinitely
large value. The reduction in performance due to an undersized load heat exchanger will be
significant for values of εLCmin/(UA)h less than about 1. Practical values of εLCmin/(UA)h
are generally between 1 and 3 when the cost of the heat exchanger is considered. See
Beckman et al. (1977) for further discussion.

The f -chart for liquid systems was developed with εLCmin/(UA)h = 2. The perfor-
mance of systems having other values of εLCmin/(UA)h can be estimated from the f -chart
by modifying Y by a load heat exchanger correction factor Yc/Y, as indicated in Equation
20.3.3 or Figure 20.3.4:

Yc

Y
= 0.39 + 0.65 exp

(
−0.139(UA)h

εLCmin

)
for 0.5 ≤ εLCmin

(UA)h
≤ 50 (20.3.3)
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Figure 20.3.4 Load heat exchanger size correction factor.

Example 20.3.3

For the conditions of Example 20.3.1, what will be the solar contribution if the load heat
exchanger is used under the following circumstances: The airflow rate is 520 liters/s, the
water flow rate is 0.694 liters/s, and the heat exchanger effectiveness at these flow rates is
0.69. The building overall energy loss coefficient–area product (UA)h = 463 W/

◦C.

Solution

First, the value of Cmin is determined. This usually is the capacitance rate of the air, which
in this example is

Cmin = 520 × 1.20 × 1010/1000 = 630 W/
◦C

The capacitance rate of the water is 2910 W/
◦C so that of the air is lower. Then

εLCmin

(UA)h
= 0.69 × 630

463
= 0.94

This heat exchanger is smaller than the standard value of 2 used in developing Figure 20.3.1.
The correction factor from Figure 20.3.4 or Equation 20.3.3 is

Yc

Y
= 0.95 and Yc = 0.95 × 0.41 = 0.39

From Figure or equation 20.3.1, f = 0.27 for January, and the solar energy contribution
for the month is

fL = 0.27 × 36.0 GJ = 9.7 GJ

The annual solar load fraction is 0.45 (versus 0.47 for the standard heat exchanger). �

If both the storage and load heat exchanger sizes differ from the standards used to
develop the f -chart, the correction factors discussed in Examples 20.3.2 and 20.3.3 would
both be applied to find the appropriate values of Xc and Yc for determination of f. Thus
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if the storage correction of Example 20.3.2 and the load heat exchanger correction of
Example 20.3.3 are both needed, f would be determined at Xc = 1.31 and Yc = 0.39,
where f = 0.28.

20.4 THE f-CHART FOR AIR SYSTEMS

The monthly fraction of total heating load supplied by the solar air heating system shown
in Figure 20.2.2 has been correlated with the same dimensionless parameters X and Y as
were defined in Equations 20.2.1 and 20.2.2. The correlation is given in Figure 20.4.1 and
Equation 20.4.1. It is used in the same manner as the f -chart for liquid-based systems:

f = 1.040Y − 0.065X − 0.159Y 2 + 0.00187X2 − 0.0095Y 3 (20.4.1)

Note: This equation is not to be used outside of the range of values of X and Y shown in
Figure 20.4.1.

Example 20.4.1

A solar heating system is to be designed for a building in Madison, Wisconsin, with two-
cover collectors facing south at a slope of 60◦

. The air heating collectors have the following
characteristics: FRUL = 2.84 W/m2 ◦C and FR(τα)n = 0.49. For this application of the
two-cover collector (τα)/(τα)n = 0.93. The total space and water heating load for January
is 36.0 GJ (as in Examples 20.3.1 to 20.3.3). What fraction of the load would be supplied
by solar energy with a system having a collector area of 50 m2?

Figure 20.4.1 The f -Chart for air systems of the configuration shown in Figure 20.2.2. From
Beckman et al. (1977).
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Solution

For air systems there will be no correction factor for the collector heat exchanger, and duct
losses are assumed to be small, so F ′

R/FR = 1. From Equations 20.2.3 and 20.2.4,

X = 2.84[100 − (−8)] × 31 × 86,400 × 50

36.0 × 109
= 1.14

Y = 0.49 × 1 × 0.93 × 13.7 × 106 × 31 × 50

36.0 × 109
= 0.27

Then f for January, from Figure 20.4.1 or Equation 20.4.1, is 0.20. The solar energy
supplied by this system in January is

fL = 0.20 × 36 × 109 = 7.1 GJ

As with the liquid systems, the annual system performance is obtained by summing the
energy quantities for all months. The result of the calculation is that 37% of the annual
load is supplied by solar energy. �

Air systems require two correction factors, one to account for effects of storage size if
it is other than 0.25 m3/m2 and the other to account for airflow rate that affects stratification
in the pebble bed. In addition, care must be exercised to be sure that the values of FR(τα)n
and FRUL from collector tests are obtained for the same airflow rates as will be used in an
installation. The corrections shown in Chapter 10 can be used to account for duct losses,
airflow rate, and so on. The correction factors for storage capacity and airflow rate are
outlined below. There is no load heat exchanger in air systems.

Airflow Rate

An increase in airflow rate tends to improve system performance by increasing FR and
tends to decrease performance by reducing the thermal stratification in the pebble bed. The
f -chart for air systems is based on a standard collector airflow rate of 10 liters/s of air per
square meter of collector area. The performance of systems having other collector airflow
rates can be estimated by using the appropriate values of FR and Y and then modifying the
value of X by a collector airflow rate correction factor Xc/X (as indicated in Figure 20.4.2
or Equation 20.4.2) to account for the degree of stratification in the pebble bed:

Xc

X
=

(
actual airflow rate

standard airflow rate

)0.28

for 0.5 ≤
(

actual airflow rate

standard airflow rate

)
≤ 2.0 (20.4.2)

Example 20.4.2

The system of Example 20.4.1 is to be designed using a collector airflow rate of 15 liters/s
per square meter of collector. Estimate the change in annual performance of the system
resulting from the increased airflow.
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Figure 20.4.2 Correction factor for airflow rate to account for stratification in the pebble bed. The
standard flow rate is 10 liters/m2 s.

Solution

Increasing the airflow rate affects FR and stratification in the pebble bed. The effects of
airflow rate on FR and thus on FRUL and FR(τα)n must either be determined by collector
tests at the correct airflow rate or be estimated by the methods of Section 6.20. In this
case, FR(τα)n = 0.52 and FRUL = 3.01 W/m2 ◦C at 15 liters/m2 s. The corrected X to
account for pebble bed stratification is found from Equation 20.4.2 or Figure 20.4.2:

Xc

X
=

(
15

10

)0.28

= 1.12

Thus the X to be used is the value from Example 20.4.1 corrected for the increased airflow
rate both through the collector and through the pebble bed:

Xc = 1.14 × 3.01 × 1.12

2.84
= 1.35

Correcting Y for the new value of FR [i.e., FR(τα)n] yields

Yc = 0.27 × 0.52

0.49
= 0.29

From the air f -chart, f = 0.20 and fL = 7.2 GJ for January. The calculation for the year
indicates that 39% of the annual load is supplied by solar energy. (This is essentially the
same as at the standard airflow rate, although there will be increased fan power required at
the higher airflow rate.) �
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Pebble Bed Storage Capacity

The performance of air systems is less sensitive to storage capacity than that of liquid
systems. Air systems can operate in the collector-load mode, in which the storage unit
is bypassed. Also, pebble beds are highly stratified, and additional capacity is effectively
added to the cold end of the bed, which is seldom heated and cooled to the same extent as
the hot end.

The f -chart for air systems is for a standard storage capacity of 0.25 m3 of pebbles
per square meter of collector area, which corresponds to 350 kJ/m2 ◦C for typical void
fractions and rock properties. The performance of systems with other storage capacities
can be determined by modifying X by a storage size correction factor Xc/X, as indicated
in Figure 20.4.3 or Equation 20.4.3:

Xc

X
=

(
actual storage capacity

standard storage capacity

)−0.30

for 0.5 ≤
(

actual storage capacity

standard storage capacity

)
≤ 4.0 (20.4.3)

Example 20.4.3

If the system of Example 20.4.1 has storage capacity which is 60% of the standard capacity,
what fraction of the annual heating load would the system be expected to supply?

Figure 20.4.3 Storage size correction factor for air systems. The standard storage capacity is
0.25 m3/m2.
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Solution

The storage size correction factor, from Figure 20.4.3 (or Equation 20.4.3), is 1.17. Then
for January

Xc

X
= 1.17 and Xc = 1.17 × 1.14 = 1.33

Here Y remains 0.27. From Figure 20.4.1 or Equation 20.4.1, f = 0.19 and fL =
0.19 × 36.0 GJ = 6.7 GJ. The fraction of the annual load supplied by solar energy F is
0.36 (compared to 0.39 for the standard storage size). �

If both airflow rate and storage size are not standard, there will be two corrections on
X to be made (in addition to any corrections due to changes in FR) and the final X will be
the product of the uncorrected value and the two correction factors.

If a phase change energy storage unit is used in place of the rock bed, Equation
8.8.9, an empirical equation for the equivalent rock bed storage capacity, can be used to
predict system performance. The properties and mass of the phase change material are
used to estimate the size of an equivalent rock bed, which is then used in the air f -chart
correlations. Some phase change material properties are given in Table 8.8.1.

20.5 SERVICE WATER HEATING SYSTEMS

Figure 20.3.1, the f -chart for liquid heating systems, can be used to estimate the
performance of solar water heating systems having the configuration shown in Figure 20.2.3
by defining an additional correction factor on X. The mains water temperature Tm and the
minimum acceptable hot-water temperature Tw both affect the performance of solar water
heating systems. Both Tm and Tw affect the average system operating temperature level
and thus also the collector energy losses. The dimensionless group X, which is related to
collector energy losses, can be corrected to include these effects. If monthly values of X

are multiplied by a water heating correction factor Xc/X in Equation 20.5.1, the f -chart
for liquid-based solar space and water heating systems (Equation 20.3.1 or Figure 20.3.1)
can be used to estimate monthly values of f for water heating systems (all temperatures
are in degrees Celsius):

Xc

X
= 11.6 + 1.18Tw + 3.86Tm − 2.32T a

100 − T a

(20.5.1)

This method of estimating water heater performance is based on storage capacity of
75 liters/m2 and on the typical day’s distribution of hot-water use occurring each day as
shown in Figure 9.1.2. Other distributions of use in a day have small effect on system
performance; however, day-to-day variations in loads can have a substantial effect on
performance. [See Buckles and Klein (1980).]

The water heating correction factor is based on the assumption of a well-insulated
solar preheat tank, and losses from an auxiliary tank were not included in the f -chart
correlations. For systems supplying hot water only, loads on the system should also include
losses from the auxiliary tank. (These are normally included in the energy supplied to a
conventional water heater.) Tank losses can be estimated from the insulation and tank area,
but this frequently leads to their underestimation as losses through connections, mounting
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brackets, and so on, can be significant. It is recommended that tank loss calculations be
based on the assumption that the entire tank is at the water set temperature Tw.

The use of a tempering valve on the supply line to mix cold supply water with
solar-heated water above the water set temperature has little effect on the overall output of
the solar system, as noted in Section 12.4, and the method indicated here can be used for
systems either with or without the tempering valve.

Example 20.5.1

A solar water heating system is to be designed for a residence in Madison, Wiscon-
sin (latitude 43◦ N). The collectors considered for this purpose have two covers with
F ′

R(τα)n = 0.64 and F ′
RUL = 3.64 W/m2 ◦C. The collectors are to face south at a slope

of 45◦
. The water heating load is 400 liters/day heated from 11 to 60◦C. The storage

capacity of the preheat tank is to be 75 liters of water per square meter of collector area.
The auxiliary tank has a capacity of 225 liters and a loss coefficient of 0.62 W/m2 ◦C. The
tank is a cylinder 0.50 m diameter and 1.16 m high. Estimate the fraction of the January
heating load supplied by solar energy for this system with a collector area of 10 m2. The
radiation on the collector HT = 12.7 MJ/m2 and (τα)n/(τα) = 0.94.

Solution

The monthly load is the energy required to heat the water from Tm to Tw plus the auxiliary
tank losses. For January, the energy to heat the water is

400 × 31 × 4190(60 − 11) = 2.55 GJ

The loss rate from the auxiliary tank is UA(Tw − T ′
a). The tank area is 2.21 m2, so the

loss rate for T ′
a of 20◦C is

2.21 × 0.62(60 − 20) = 55 W

The energy required to supply this loss for the month is

55 × 31 × 24 × 3600 = 0.15 GJ

The total load to be used in calculation of X and Y is then

2.55 + 0.15 = 2.70 GJ

Then Xc and Y are calculated:

Xc = X
Xc

X
= 10 × 3.64 × [100 − (−8)] × 31 × 24 × 3600

2.70 × 109

× 11.6 + 1.18 × 60 + 3.86 × 11 − 2.32(−8)

100 − (−8)
= 5.19

Y = 0.64 × 0.94 × 12.7 × 106 × 31 × 10

2.70 × 109
= 0.88

From Figure 20.3.1 or Equation 20.3.1, f = 0.44. When this process is repeated for all 12
months, the annual solar contribution is estimated to be 64%. �
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20.6 THE f-CHART RESULTS

In the original development of f -charts (Klein, 1976), it was necessary to make a number
of assumptions about systems and their performance. Several of these are worth noting as
they are useful in interpreting results obtained from this method.

First, all liquid storage tanks were assumed to be fully mixed, both for main storage
tanks for liquid systems and preheat tanks for all water heating. This assumption, as shown
in Chapter 10, tends to lead to conservative estimates of long-term performance by overesti-
mating collector inlet temperature. Second, for reasons of economy in simulations, all days
were considered symmetrical about solar noon. This also leads to conservative estimates
of system outputs. For water heating only, it has been noted that energy in water above the
set temperature is not considered useful. Thus, the computations tend to be conservative
in their predictions. On the other hand, very well insulated storage tanks were assumed for
liquid systems, and it was assumed that there are no leaks in systems; most air systems leak
to some extent, which will tend to degrade performance below predicted levels.

There are implicit assumptions in the f -chart method. Systems are well built, flow
distribution to collectors is uniform, flow rates are as assumed, system configurations are
close to those for which the correlations were developed, and control strategies used are
nearly those assumed in the f -chart development. If systems do not meet these conditions,
they cannot be expected to perform as estimated by the f -chart method.

Three steps have been used to check the results of the f -chart predictions. The first is
comparisons with detailed simulations in many locations (simulations themselves having
been compared with measurements). Second, laboratory measurements on experimental
systems have been compared to f -chart results. Third, measurements made on operating
systems in the field have also been used for comparisons. The comparisons must be based
on use of measured meteorological data in the f -chart calculations and on measured loads;
variability in weather is large enough that the weather experienced by a system in any one
year may be substantially different from the average data ordinarily used in the calculations.

The results obtained with the f -chart have been compared to results of detailed
simulations for a variety of locations. Agreement is generally to within 3% for most U.S.
locations and within 11% for Seattle, the worst case. Agreement of monthly solar fractions
is not nearly as good as annual fractions, and the f -chart method should be used to estimate
annual performance only.

Fanney (1979) did a year-long experimental study of solar DHW systems at the U.S.
National Bureau of Standards. The annual fraction of the total load (water draw-off plus
auxiliary tank losses) supplied by solar from measurements and from f -chart predictions
is given in Table 20.6.1. Although there are some differences between measured and
predicted performance, the results agree reasonably well.

Two experimental building heating systems supply data for comparisons. MIT House
IV (Section 13.5) was 52% heated by solar energy over two years, while f -chart estimates
(based on measured meteorological conditions) indicate a solar fraction of 57%. (The
system configuration is close to, but not the same as, the f -chart system.) CSU House II,
an air system (Section 13.4), was supplied with 72% of its heat by solar energy and the
f -chart predicts 76% for the period.

The U.S. National Solar Data Network (NSDN) program and other related programs
provide additional data on operation of systems in routine use on buildings. The quality of
the data and the operation of the systems do not match that of laboratory experiments, but
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Table 20.6.1 Measured and Predicted Values of Annual Solar Fractiona

Number of Tanks Type Heat Exchanger Measured Predicted

1 Liquid External 0.36 0.37
2 Liquid External 0.37 0.40
1 Liquid Internal 0.45 0.43
2 Liquid Internal 0.33 0.30
1 Air External 0.20 0.21

aFrom Fanney (1979).

Figure 20.6.1 Comparison of predicted and measured annual or seasonal performance of solar
heating systems. From Duffie and Mitchell (1983).

the circumstances under which the operations are carried out are ‘‘real world.’’ Duffie and
Mitchell (1983) have summarized some of these data for systems that are reasonably close
in design to the standard configurations. The results were shown in terms of comparisons
of measured solar fraction FM with predicted solar fraction FP . A set of these comparisons
is shown in Figure 20.6.1. The agreement is generally within ±15%. Three air systems
show better performance than predicted; this may reflect the difficulty of making good
measurements on air systems.

Data for some systems, when plotted on the coordinates of Figure 20.6.1, lie in the
upper left portion of the plot. This is an indication that there is a problem in the design
or construction of the systems and that corrective action should be taken to improve
performance.

20.7 PARALLEL SOLAR ENERGY-HEAT PUMP SYSTEMS

For the parallel solar energy–heat pump system shown in Figure 20.7.1, Anderson (1979)
and Anderson et al. (1980) have developed a design method based on a combination of
the ‘‘bin’’ method and the f -chart method. In the parallel mode of operation the solar
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system is the primary energy source, and its operation is unaffected by the presence of a
heat pump, that is, the heat pump system acts as the solar system auxiliary energy source.
Consequently, the f -chart method can be used to determine the solar contribution to the
heating load. The remaining portion of the load is met by a combination of the energy
delivered by the heat pump and auxiliary energy. Although the performance of the heat
pump is affected by the presence of the solar system, the Anderson et al. study observed
that this interaction is small and can be neglected. This means that the only effect of the
solar system on the heat pump is a reduction of the load that the heat pump will meet. The
results of bin method calculations for a heat-pump-only system can then be modified to
predict heat pump performance in the presence of a solar system.

A typical set of heat pump and load characteristics is shown in Figure 20.7.2 as
a function of ambient temperature. When the ambient temperature is above the balance
point, the heat pump can supply more energy Qdel than is needed by the load L. When the
ambient temperature is below the balance point, auxiliary energy must be used in addition
to the heat pump.

The bin method for estimating the monthly energy usage of a stand-alone heat pump
system is described in ASHRAE (1976). The method uses long-term weather data to
determine the number of hours in which the ambient temperatures were within 2.8◦C (5◦F)
temperature ranges called bins. The number of hours in each temperature bin for a particular
month can be used to estimate the monthly purchased energy. For example, suppose a
month has 15 h in a temperature bin centered around 10◦C. To meet the load during this
15 h, the system needs to run only 15 h times the ratio ofL toQdel, or 15(2.2/8.1) = 4.1 h,
and in this 4.1 h the energy required by the heat pump is 4.1 × 3.4 = 13.9 kWh (50 MJ).
This calculation must be repeated for each temperature bin above the balance point.

At temperatures below the balance point the heat pump alone cannot meet the load,
and auxiliary energy must be used to make up the deficit. If 12 h are in the bin centered
around −10◦C, the heat pump will run continuously for the 12 h at a rate of 2.1 kW for a
total electrical requirement of 2.1 × 12 = 25.2 kWh (91 MJ). In addition, auxiliary energy
must make up the difference between the load of 7.7 kW times 12 h and the delivered
energy of 4.6 kW times 12 h, or 37.2 kWh (134 MJ). By repeated application of these

Figure 20.7.1 Parallel solar energy–heat pump system. From Anderson (1979).
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Figure 20.7.2 Typical heat pump and load characteristics as a function of ambient temperature.
From Anderson (1979).

calculations, the monthly purchased energy can be estimated from which annual values
can be calculated.

For a house with a parallel solar–heat pump system in Columbia, Missouri, the
combined system performance is shown in Figure 20.7.3 as a function of collector area.
For zero collector area the system is a stand-alone heat pump and the fraction of the load
supplied by nonpurchased energy from the air is FATM0. At any finite collector area,
some energy is supplied by solar and some is from the ambient air. The design procedure
assumes that on a monthly basis

FATM = FATM0 (1 − f ) (20.7.1)

Figure 20.7.3 Parallel solar energy–heat pump system performance for January in Columbia, MO.
From Anderson et al. (1980).
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where f is the monthly fraction by solar. This equation is a result of assuming that the
only effect of the solar system on the heat pump performance is a reduction in the load.

With monthly results from the f -chart, a bin method calculation, and Equation 20.7.1,
the monthly fraction of the load supplied by nonpurchased energy can be estimated. The
remainder of the load is supplied by a combination of compressor work supplied to the heat
pump and auxiliary energy. If the auxiliary energy is electricity, there is no need to separate
the purchased energy into fractions by compressor work and by auxiliary. However, if
the auxiliary is not electricity, it is necessary to know each of the two fractions to do an
economic assessment. Equation 20.7.2 is recommended by Anderson et al. (1980) to find
the work fraction,

FW = FW0 (1 − f ) (20.7.2)

where FW0 is the work fraction for the stand-alone heat pump. The auxiliary fraction is
then

FAUX = (1 − FATM0 − FW0)(1 − f ) (20.7.3)

The results of using the design procedure given by Equations 20.7.1 through 20.7.3
have been compared to detailed computer simulations, and typical results are shown in
Figure 20.7.4. In this figure the fractions of total load supplied by purchased energy

Figure 20.7.4 Comparison of purchased energy fractions calculated by design procedure and by
detailed simulations. From Anderson et al. (1980).



690 Design of Active Systems: f -Chart

calculated by the two methods compare very well. A similar conclusion can be made
concerning the work fraction, the fraction from the atmosphere, and the fraction by solar.

20.8 SUMMARY

The f -chart method provides a means of quickly estimating the long-term performance
of solar heating systems of standard configurations. The data needed are monthly average
radiation and temperature, the collector parameters available from standard collector tests,
and estimates of loads.

It should be recognized that there are uncertainties in the estimates obtained from
the f -chart procedure. The major uncertainties arise from several sources. First, the
meteorological data can be in error by as much as 5 to 10%, particularly when the
horizontal data are converted to radiation on the plane of the collector. Second, average
data are used in the calculations, and any particular year may vary widely from that average.
Third, it is extremely difficult to predict what building heating loads will be as they are
dependent on the habits of the occupants. Fourth, systems must be carefully engineered
and constructed, with minimal heat losses, leakage, and other mechanical and thermal
problems. Finally (and probably least important), there are some differences between the
f -chart correlation and individual data points.

It is difficult to quantitatively assess the impacts of these uncertainties on the results
obtained from the method. However, two generalizations can be made. First, the relative
effects of design changes can be established. For example, the effects on annual performance
of a change in plate absorptance and emittance can be shown. The second decimal place
is significant in this context. Second, the method will predict the performance of a given
system, but because of the uncertainties, only the first decimal should be considered as
significant.

The calculations of the f -chart method can easily be done by hand, but they can
be tedious. The method has been programmed in combination with life-cycle economic
analysis. [See, e.g., FCHART Users Manual (2005).]
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21

Design of Active Systems
by Utilizability Methods

In Chapter 20 the f -chart method was presented as a design tool for solar systems that
deliver energy to a load at minimum temperatures near 20◦C. There are, however, many
applications that use energy at temperatures higher or lower than 20◦C. A warehouse
heating system may be required to keep the building above freezing so that all energy
delivered above 0◦C is useful. A solar-operated absorption cycle air conditioning system
may be able to use all energy above 75◦C. Industrial process heat temperature requirements
can be at almost any level. This chapter describes design methods for active systems for
which the f -chart method does not apply.

The design of active solar systems can be done with detailed computer simulations,
as noted in Chapter 19. The expense of simulations can be significant, but the procedure
should be considered in the final analysis for all large systems. Preliminary designs
and designs for small systems require inexpensive methods for predicting long-term
performance, and the methods presented here (and the f -chart method) are in this
category.

The first utilizability method is monthly average hourly utilizability for flat-plate
collectors (the φ method). In Chapter 2, the concepts of utilizability were introduced, and
methods were shown for calculating hourly and daily utilizability without reference to
how critical radiation levels are determined. In this chapter, we briefly review the initial
development of Whillier (1953) and Hottel and Whillier (1958), the generalized φ method
of Liu and Jordan (1963), and the φ method of Klein (1978) and Collares-Pereira and Rabl
(1979a,1979b). We then show how Klein and Beckman (1979) combined daily utilizability
with the f -chart concept to account for finite storage capacity (the φ, f -chart method). In
each case we show how critical radiation levels are established and illustrate the use of
the methods.

Design methods are available for many solar thermal systems, but not all. The
utilizability methods all require knowledge of the collector inlet fluid temperature, which
often is not known. The φ f -chart method allows collector inlet temperature to vary with
the storage tank temperature but requires that the load be a closed loop with the fluid
returned to the tank at or above a minimum temperature. Also, any device between the
solar system and the load must have a conversion efficiency which is independent of
the temperature level at which energy is delivered (as long as it is above the minimum
temperature). This requirement rules out solar-to-mechanical systems.
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21.1 HOURLY UTILIZABILITY

Utilizability can be defined as the fraction of the incident solar radiation that can be
converted to useful heat. It is the fraction utilized by a collector having FR(τα) = 1 and
operating at a fixed inlet to ambient temperature difference. Although this collector has no
optical losses and has a heat removal factor of unity, the utilizability is always less than 1
since the collector does have thermal losses.1

As shown in Section 6.8, an analytical expression for utilizability in terms of the
hourly radiation incident on the plane of the collector can be derived from Equation 6.7.6:

Qu = AcFR[IT (τα) − UL(Ti − Ta)]
+ (21.1.1)

The radiation level must exceed a critical value before useful output is produced. This
critical level is found by setting Qu in Equation 21.1.1 equal to zero:

ITc = FRUL(Ti − Ta)

FR(τα)
(21.1.2)

The useful output of the collector can be expressed in terms of the critical radiation
level as

Qu = AcFR(τα)(IT − ITc)
+ (21.1.3)

If the critical radiation level is constant for a particular hour (say 10 to 11) for a month (N
days), then the monthly average hourly collector output for this hour is given by

Qu = AcFR(τα)

N

∑
N

(IT − ITc)
+ (21.1.4)

The monthly average radiation in this particular hour is IT , so the average useful output
can be expressed as

Qu = AcFR(τα)IT φ (21.1.5)

where the utilizability φ is defined as

φ = 1

N

∑
N

(IT − ITc)
+

IT

(21.1.6)

The procedure for calculating φ was shown in Example 2.22.1 for a vertical surface
at Blue Hill, Massachusetts. The result of the procedure, when the critical radiation level
was varied, was the utilizability curve of Figure 2.22.3. Whillier (1953) and later Liu
and Jordan (1963) have shown that in a particular location for a one-month period φ is
essentially the same for all hours. Thus, although the curve of Figure 2.22.3 was derived
for the hour-pair 11 to 12 and 12 to 1, it is valid for all hour-pairs in Blue Hill.

1If a collector heat exchanger is present, F ′
R can be used in place of FR .
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The φ curve of Figure 2.22.3 is specific to a particular location and orientation. In
order for the method to be more generally useful, Liu and Jordan developed the generalized
φ curves presented in Section 2.23. These are independent of location and orientation.
Figure 2.23.1 or Equation 2.23.5 are used to determine φ at the dimensionless critical
radiation levelXc, which was defined as ITc/IT . We can now writeXc in terms of collector
parameters:

Xc = ITc

IT

= FRUL(Ti − Ta)

FR(τα)n
(τα)

(τα)n
IT

(21.1.7)

where (τα)/(τα)n is determined for the mean day of the month and the appropriate hour
angle. This ratio can be estimated from bo. With φ determined, the utilizable energy is
φIT .

The main utility of hourly utilizability is in estimating the output of processes which
have a critical radiation level that changes significantly through the day. This change
may be due to a regular and pronounced diurnal temperature variation or to shifts in
collector inlet temperature caused by characteristics of the load. The following example is
an industrial process in which the water returned to the collector varies in a regular manner
through the day, allowing critical radiation levels (and thus useful energy) to be calculated
for each hour.

Example 21.1.1

An industrial process is supplied water from an array of collectors. The temperature of the
return water from the process to the collectors varies from hour to hour but for a given
hour is nearly constant throughout the month. The system is located in Albuquerque, New
Mexico, at latitude 35◦

, and the collectors are sloped 35◦ to the south. For the month of
March, the temperatures at which water returns to the collectors are shown in the second
column of the table below. The average ambient temperatures for the hours are shown in
the next column. Data for IT are shown in the fourth column; they are calculated from H

from Appendix D by Equation 2.23.3. The angles of incidence of beam radiation on the
collector (which are nearly the same as the hour angles for the south-facing collectors with
β = φ and δ close to zero) are shown in the fifth column.

The collector characteristics are FR(τα)n = 0.726, FRUL = 3.89 W/m2 ◦C, and bo =
−0.11. The ground reflectance can be taken as 0.2.

Estimate the March output of the collector operating under these circumstances.

Solution

The data in columns 6 through 9 in the table show the results of the hour-by-hour
calculations for March. The calculations for the hour 8 to 9 are as follows: At θb = 52.5◦,
from Equation 6.17.10,

Kτα = (τα)

(τα)n
= 1 − 0.11

(
1

cos 52.5
− 1

)
= 0.929
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The dimensionless critical radiation level Xc is calculated from Equation 21.1.7:

Xc = 3.89(23 − 3)3600 × 10−6

0.726 × 0.929 × 1.74
= 0.239

For the month of March, KT = 0.68. It is thus necessary to interpolate between KT of 0.6
and 0.7 in Figure 2.23.1(d). For March with β = φ,Rb = 1.28 from Equation 2.19.4. From
Figure 2.23.1(d), φ is very close to 0.77 at both values of KT . Alternatively, Equations
2.23.5 can be used, which leads to φ = 0.769. The useful gain for the collector for this
hour for the 31 days of the month is thus

FR(τα)n
(τα)

(τα)n
NIT φ = 0.726 × 0.929 × 31 × 1.74 × 0.769 = 27.9 MJ/m2

This process is repeated for each hour of the day. The conditions of operation for the
hours 11 to 12 and 12 to 1 happen to be the same, so the calculations are done once for that
hour-pair. The sum of the outputs for all hours is the expected gain from the collector for
the month. Thus the month’s useful gain is 378 MJ per square meter of collector.

Hour
Tr ,◦C

Ta ,◦C
IT ,

MJ/m2
θb,
deg Kτα Xc φ

NQu/A,

MJ/m2

8–9 23 3 1.74 52.5 0.929 0.239 0.769 27.9
9–10 23 3 2.49 37.6 0.971 0.160 0.843 45.9
10–11 23 3 3.08 22.6 0.991 0.126 0.875 60.1
11–12 28 4 3.41 7.9 1.000 0.136 0.865 66.3
12–1 28 4 3.41 7.9 1.000 0.136 0.865 66.3
1–2 47 9 3.08 22.6 0.991 0.240 0.764 52.5
2–3 47 9 2.49 37.6 0.971 0.303 0.706 38.4
3–4 47 9 1.74 52.5 0.929 0.454 0.575 20.9

Total 378

�

The φ curves are very powerful design tools, but they can be misused. They cannot
be directly applied to many liquid-based building heating systems since the critical level
varies considerably during the month due to the finite storage capacity. Two limiting cases
of solar heating fit into the φ curve restrictions: air heating systems in midwinter and
systems with seasonal storage. For the case of air systems, the inlet air temperature to the
collector during much of the winter will be the return air from the house. This is because
little excess energy is available for storage and what is stored is effectively stratified by the
rock bed. Only in the spring and fall will the collector inlet temperature rise much above the
room temperature. In the case of annual (long-term) storage, the storage tank temperature
varies slowly during a month so that a monthly average tank temperature and the critical
level can be found by trial and error. This is illustrated in the next section. As shown in
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Example 21.1.1, some industrial process heat applications can also be analyzed with φ

curves if a critical level for each hour for the month can be determined.
The line on the φ-charts labeled ‘‘limiting curve of identical days’’ is the φ curve that

would be obtained if all days in a month were identical. Only if KT is high or if the critical
level is very low do all φ curves approach this limit, and only then can average days be
used to predict long-term performance.

21.2 DAILY UTILIZABILITY

As noted in Section 2.24, the use of φ curves involves calculations for each hour or
hour-pair. This means that for the most common problems four to eight calculations will be
needed per month. This situation led Klein (1978) and Collares-Pereira and Rabl (1979a,b)
to simplify the calculations for those systems for which a single critical radiation level can
be defined for all hours for a month.

Daily utilizability was defined in Section 2.24 as the sum for a month, over all hours
and all days, of the radiation on a tilted surface that is above a critical level divided by the
monthly radiation. In equation form

φ =
∑
days

∑
hours

(IT − ITc)
+

HT N
(21.2.1)

The critical level ITc is similar to that defined by Equation 21.1.2 except that monthly
average transmittance-absorptance must be used in place of (τα), and Ti and T a are
representative inlet and daytime temperatures for the month:

ITc = FRUL(Ti − T a)

FR(τα)n
(τα)

(τα)n

(21.2.2)

The value of (τα)/(τα)n can be calculated with Equation 5.10.4. The monthly average
daily useful energy gain is then given by

∑
Qu = AcFR(τα)HT φ (21.2.3)

It will be recalled from Section 2.24 that Klein (1978) developed a method for
calculating φ as a function of KT , the geometric factor R/Rn, and the dimensionless
critical radiation level Xc;R is calculated by the methods of Sections 2.19 and 2.20 and
Rn by Equation 2.24.2.

The monthly average critical radiation ratio is the ratio Xc of the critical radiation ITc
to the noon radiation level for a day of the month in which the total radiation for the day is
the same as the monthly average. Writing this ratio for the noon hour, we have

Xc = ITc

rt,nRnH
= FRUL(Ti − T a)/FR(τα)

rt,nRnKT Ho

(21.2.4)
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Equations 2.24.4 or Figure 2.24.2 will then give φ.2 The procedure, except for the
calculation of Xc, was illustrated in Example 2.24.1.

In the next example a problem involving a large-capacity seasonal storage unit will be
used to illustrate an application of the φ method.

Example 21.2.1

Estimate the annual performance of a liquid solar heating system located at 43◦ N latitude
having a very large storage volume (seasonal storage). The collector area is 50 m2, and
its slope is 60◦ to the south. The storage tank contains 250,000 liters of water. The losses
from the tank are to the ground at an average temperature of 7◦C. The storage tank
area–loss coefficient product (UA)s = 30 W/

◦C. The building (UA)h = 200 W/
◦C and

the characteristics of the collector heat exchanger–piping combination areF ′
R(τα)n = 0.78

and F ′
RUL = 4.55 W/m2 ◦C. The monthly average weather data are given in the table that

follows.

Solution

Since the storage tank is very large, its temperature will not change significantly throughout
each month so an average collector inlet temperature can be assumed, and the φ method
can be used. An energy balance on the tank for a one-month period is

(mCp �T)s = collector output − tank losses − energy to load

In this solution, it will be assumed that all of the energy necessary to meet the heating
needs of the building for all months can be supplied across a load heat exchanger, that is,
that all of the loads are met by solar energy.

The initial step is to guess a tank temperature at the beginning of March. March
is conveniently used as the beginning of the year since it usually has the lowest tank
temperature and is therefore easiest to estimate. Once the tank temperature is known at
the beginning of the month, the tank temperature at the end of the month is guessed. The
average tank temperature for the month is used to calculate the collector output and tank
losses.3 The tank energy balance equation is used to determine the tank temperature at
the end of the month. This calculated temperature is compared with the assumed value,
and if they agree, the calculation continues with the next month. If they disagree, another
monthly average temperature is estimated and a new final tank temperature is calculated.
The procedure is repeated for all 12 months, and the final tank temperature is compared

2For convenience, Equations 2.24.4 are repeated here:

φ = exp[[a + b(Rn/R][Xc + cX
2
c]]

a = 2.943 − 9.271KT + 4.031K
2
T

b = −4.345 + 8.853KT − 3.602K
2
T

c = −0.170 − 0.3061KT + 2.936K
2
T

3An Euler-type integration could also have been used.
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to the initial guess made for March. If they agree, the calculations are complete; if they
disagree, the calculations must be repeated. The details of the March calculations follow,
and the results for all 12 months are given in the table. The month’s heating load is found
with Equation 9.2.6:

(UA)h(DD) = 200 × 3600 × 24 × 599 = 10.4 GJ

The tank losses depend on the monthly average tank temperature T s , which is unknown. An
initial tank temperature of 24.6◦C and an average temperature of 24.9◦C will be assumed
(and later checked):

(UA)s(T s − Tground) = 30 × 3600 × 24 × 31(24.9 − 7) = 1.4 GJ

The monthly average daily useful energy gain will be estimated first using the assumed
24.9◦C tank temperature. For the month H = 12.89 MJ/m2. Following the method of
Section 2.19 the monthly average radiation on the collector is 15.8 MJ/m2. The monthly
average ratio (τα)/(τα)n will be assumed to be a constant at 0.96. The critical radiation
level ITc is given as

ITc = 4.55(24.9 − 1)

0.78 × 0.96
= 145 W/m2

Here the daytime average temperature was estimated to be 2◦C higher than the 24-h
average.

Details of the radiation and utilizability calculations are given in Example 2.24.1. The
dimensionless critical radiation level is calculated by Equation 21.2.4:

Xc = 145 × 3600

0.146 × 1.12 × 12.89 × 106
= 0.25

Using Equations 2.24.4 with KT = 0.50, φ = 0.68. The monthly energy gain is then
calculated by multiplying Equation 21.2.3 by 31, the number of days in the month:

N
∑

Qu = 31 × 50 × 0.78 × 0.96 × 15.8 × 106 × 0.68 = 12.4 GJ

The change in tank temperature during the month of March is then

�T = (12.4 − 1.4 − 10.4) × 109

4190 × 0.25 × 106
= 0.6◦C

Thus the tank temperature at the end of the month is 0.6◦C higher than at the beginning.
The average temperature is equal to the assumed 24.9◦C, and the final temperature is
25.2◦C. This final March temperature is taken as that for the beginning of April and is
the basis for estimation of the April average temperature. This process is repeated for all
months. At the end of February (i.e., after a year’s calculation) the tank temperature is
back to 24.6◦C, which is the same as the assumed starting temperature. The results of the
year’s calculations are shown in the table. If there had been differences in the year’s initial
and final temperatures, the calculations for the year would be repeated until they agreed.
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Nothing has been specified in this problem about the characteristics of the heat
exchanger between the tank and the building; it is assumed that it is large enough so that
the needed energy can be transferred to the building even late in the winter when the tank
temperature drops to levels that are not much higher than room temperature. There is also
an implicit assumption that the collector area and storage capacity are large enough so that
the tank is always hot enough to meet the load. A more complete analysis would include
the characteristics of the load heat exchanger, and energy delivered to the load would be
calculated as the heat transferred rather than the heating loads on the building.

Month ρg

T a + 2,
◦C

DD,
◦C-day

H,

MJ/m2 KT R Rn Xc φ

N
∑

Qu,

GJ

Qloss,

GJ
Qload,

GJ
T ,
◦C

March 0.4 1 602 12.89 0.500 1.23 1.12 0.25 0.68 12.4 1.4 10.4 24.6
April 0.2 9 340 15.88 0.475 0.91 0.93 0.21 0.72 11.7 1.6 5.9 25.2
May 0.2 15 194 19.79 0.507 0.78 0.86 0.19 0.72 12.9 2.1 3.4 29.2
June 0.2 21 79 22.11 0.535 0.72 0.83 0.20 0.71 12.6 2.6 1.4 36.4
July 0.2 23 50 21.96 0.547 0.74 0.85 0.25 0.64 12.1 3.3 0.8 44.6
August 0.2 22 60 19.39 0.545 0.86 0.92 0.32 0.56 10.8 3.9 1.0 52.1
September 0.2 17 140 14.75 0.518 1.07 1.03 0.43 0.47 8.3 4.0 2.4 57.8
October 0.2 12 282 10.34 0.500 1.44 1.21 0.53 0.42 7.3 4.2 4.9 59.6
November 0.2 4 508 5.72 0.395 1.69 1.18 0.92 0.32 3.5 3.6 8.8 57.9
December 0.4 −4 743 4.42 0.374 1.92 1.28 0.99 0.34 3.3 2.9 12.8 49.4
January 0.7 −6 828 5.85 0.442 2.03 1.46 0.55 0.48 6.6 2.1 14.3 37.5
February 0.7 −5 695 9.13 0.490 1.69 1.38 0.34 0.60 9.8 1.4 12.0 28.2

�

There are many other applications of φ. These include processes such as swimming
pool heating, passive and hybrid heating systems, and photovoltaic systems. Some of these
will be discussed in the following chapters. In the next section a combination of φ with a
correlation method is described and applied to additional problems.

21.3 THE φ, f-CHART METHOD

The utilizability design concept is useful whenever the collector operates at a known critical
radiation level throughout a month. In a more typical situation the collector is connected
to a tank so that the monthly sequence of weather and the load time distribution result in
a fluctuating storage tank temperature and consequently a variable critical radiation level.
The f -chart method was developed to overcome the restriction of constant critical level,
but it is limited to systems which deliver energy to a load near 20◦C. The method presented
here is not restricted to loads at 20◦C.

In this section, the φ concept is combined with the f -chart idea to produce a design
method for closed-loop solar systems shown in Figure 21.3.1. In these systems energy
supplied to the load must be above a specified minimum useful temperature, and it must
be used at a constant coefficient of performance or thermal efficiency so that the load on
the solar system can be calculated. (If the load is, for example, a heat engine that performs
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Figure 21.3.1 Schematic of a closed-loop solar energy system.

better as the temperature increases, then the thermal load on the solar system cannot be
calculated from knowledge of the heat engine output.)

The storage tank is assumed to be pressurized so that energy dumping does not occur.
The return temperature from the load is always at or above Tmin. A separate auxiliary
system is in parallel with the solar system and makes up any energy deficiency of the solar
system.

The maximum monthly average daily energy that can be delivered by such a system
is given by ∑

Qu = AcFR(τα)HT φmax (21.3.1)

which is similar to Equation 21.2.3 except that φ is replaced by φmax. The maximum daily
utilizability is calculated from the minimum monthly average critical radiation ratio:

Xc,min = FRUL(Tmin − T a)/FR(τα)

rt,nRnKT Ho

(21.3.2)

The method of calculating φmax is exactly as illustrated in Example 21.2.1.
For a particular storage size–collector area ratio, Klein and Beckman (1979) corre-

lated the results of many detailed simulations of the system of Figure 21.3.1 with two
dimensionless variables. These variables are similar to the f -chart variables but are not
exactly the same. The f -chart ordinate Y is replaced by φmaxY :

φmaxY = φmax
AcFR(τα)HT N

L
(21.3.3)

and the f -chart abscissa X is replaced by a modified variable X′:

X′ = AcFRUL(100) �t

L
(21.3.4)

The change in X is that 100 − T a has been replaced by an empirical constant 100 (or 180
if English units are used).

Figures 21.3.2(a) to (d) are φ, f -charts for four different storage volume–collector
area ratios. The information in these figures can be represented analytically by

f = φmaxY − 0.015[exp(3.85f ) − 1][1 − exp(−0.15X′)]R0.76
s (21.3.5)
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Figure 21.3.2 The φ, f -charts for various storage capacity–collector area ratios. From Klein and
Beckman (1979).
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Figure 21.3.2 (Continued)
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where Rs is the ratio of the standard storage heat capacity per unit of collector area
of 350 kJ/m2 ◦C to the actual storage capacity. Although f is given implicitly by
Equation 21.3.5, it is easy to solve for f by Newton’s method or by trial and error.

The φ, f -charts are used in the same manner as the f -charts. Values of φmaxY and X′
are calculated from long-term radiation data and load patterns for the location in question.
The value of f is then determined from the figures or from Equation 21.3.5. The product fL
is the average monthly contribution of solar energy to meeting the load. The calculations
are repeated for each month, from which the annual fraction F can be determined.

Example 21.3.1

An industrial solar energy system in Omaha, Nebraska (latitude 41◦), requires energy
above 60◦C at a rate of 12 kW for a 12-h period each day. The average ambient
temperature and the monthly average daily radiation on a horizontal surface are given in
the table below. The collector heat exchanger characteristics are F ′

R(τα)n = 0.72,F ′
RUL =

2.63 W/m2 ◦C,FR = 0.8, (τα)/(τα)n = 0.94, β = 40◦, γ = 0, and Ac = 50 m2. The
storage tank holds 4180 liters of water.

Solution

The detailed calculations for January will be illustrated. Results of intermediate calculations
for all months are given in the table. The radiation incident on the tilted surface is
calculated by the methods of Section 2.19. The ground reflectance will be assumed to
be 0.2. Ho = 14.6 MJ/m2 for January, KT = 0.59, and Hd/H = 0.31. From Equation
2.19.2, R = 1.90, and rt,n and rd,n are 0.176 and 0.164, respectively.

The beam radiation conversion factor at noon, Rb,n, is 1.97 from Equation 1.8.3a. For
an average day with KT = 0.59, the ratio of diffuse to total radiation Hd/H = 0.38 from
Figure 2.11.2. From Equation 2.24.2, the noon ratio of radiation on a tilted surface to that
on a horizontal surface for the average day of the month therefore

Rn =
(
1 − 0.164 × 0.38

0.176

)
1.97 + 0.164 × 0.38

0.176

(
1 + cos 40

2

)
+ 0.2

(
1 − cos 40

2

)

= 1.61

Then the ratio Rn/R = 0.85.
The monthly average transmittance-absorptance product divided by the normal-

incidence value is 0.94 from the method given in Section 5.10. The critical level at the
minimum useful temperature is found from Equation 21.3.2:

Xc = 2.63[60 − (−5)]/(0.72 × 0.94)

0.176 × 1.61 × 8.6 × 106/3600
= 0.37

The value of φmax is found from Figure 2.24.2 or Equation 2.24.4, with a = −1.123,
b = −0.376, and c = 0.672 :

φmax = exp[(−1.123 − 0.376 × 0.85)(0.37 + 0.672 × 0.372)] = 0.51
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The value of Y is found from Equation 21.3.3,

Y = 50 × 0.72 × 0.94 × 1.90 × 8.6 × 106 × 31

12000 × 12 × 3600 × 31
= 1.07

and φmaxY is then 0.51 × 1.07 = 0.54.
From Equation 21.3.4

X′ = 50 × 2.63 × 100 × 31 × 24

12000 × 12 × 31
= 2.19

and it remains constant for the whole year. The storage capacity per unit of collector area
is

mCp

Ac

= 4180 × 4190

50
= 350 kJ/m2 ◦C

so Figure 21.3.2(b) can be used to find f. Alternatively, Equation 21.3.5 can be used
but a trial-and-error solution is necessary. With X′ and φmaxY equal to 2.19 and 0.54,
respectively, f = 0.52. The load for the month of January supplied by solar is then
0.52 × 16.1 = 8.3 GJ. The other months are shown in the table. The annual fraction by
solar is then the sum of column 22, the energy from solar, divided by the sum of column
21, the yearly load:

F = 127.2/189.2 = 0.67

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

Average Ho, T a, H, Rb KT
Hd
H

R rt,n rd,n Rb,n Rn
Rn
R

(τα)
(τα)n

Xc φ Y φY X′ f L, fL,

Day MJ/m2 ◦C MJ/m2 (min) (max) (max) GJ GJ

Jan. 17 14.6 −5 8.6 2.32 0.59 0.31 1.90 0.176 0.164 1.91 16.1 0.85 0.94 0.37 0.51 1.07 0.54 2.19 0.52 16.1 8.3
Feb. 16 20.0 −3 11.6 1.83 0.58 0.32 1.55 0.160 0.148 1.65 1.39 0.90 0.94 0.34 0.55 1.17 0.64 2.19 0.60 14.5 8.7
Mar. 16 27.0 3 14.9 1.40 0.55 0.38 1.23 0.145 0.134 1.37 1.16 0.95 0.93 0.32 0.57 1.18 0.68 2.19 0.63 16.1 10.2
Apr. 15 34.4 10 19.4 1.08 0.56 0.37 1.03 0.131 0.121 1.06 15.6 1.03 0.93 0.26 0.63 1.29 0.81 2.19 0.74 15.6 11.6
May 15 39.6 17 21.5 0.89 0.54 0.39 0.91 0.122 0.112 1.03 0.98 1.08 0.91 0.24 0.66 1.23 0.81 2.19 0.74 16.1 11.9
June 11 41.8 22 23.6 0.81 0.56 0.37 0.86 0.188 0.109 0.97 0.96 1.11 0.90 0.21 0.70 1.27 0.88 2.19 0.80 15.6 12.4
July 17 40.6 25 23.8 0.84 0.59 0.35 0.88 0.120 0.110 1.00 0.97 1.10 0.91 0.18 0.73 1.33 0.97 2.19 0.86 16.1 13.8
Aug. 16 36.3 23 21.8 0.99 0.60 0.34 0.98 0.127 0.117 1.10 1.04 1.06 0.92 0.18 0.73 1.36 0.99 2.19 0.88 16.1 14.1
Sept. 15 29.6 19 156.6 1.26 0.56 0.37 1.14 0.139 0.128 1.28 1.12 0.98 0.93 0.22 0.69 1.22 0.84 2.19 0.76 15.6 11.9
Oct. 15 22.0 12 12.3 1.67 0.56 0.37 1.40 0.54 0.143 1.55 1.26 0.90 0.94 0.28 0.62 1.12 0.70 2.19 0.65 16.1 10.5
Nov. 14 15.8 4 8.3 2.17 0.52 0.37 1.72 0.171 0.159 1.88 1.42 0.82 0.93 0.39 0.53 0.92 0.49 2.19 0.46 15.6 7.2
Dec. 10 13.1 −2 7.0 2.50 0.53 0.36 1.94 0.181 0.169 2.09 1.55 0.80 0.94 0.44 0.48 0.89 0.42 2.19 0.41 16.1 6.6

Total 189.6 127.2

�

The φ, f -chart calculations overestimate f due to the assumptions that there are no
losses from the tank and that the load heat exchanger is infinite in size. Corrections can be
applied to eliminate both of these assumptions.
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The rate at which energy is lost from the storage tank to the surroundings at T ′
a a given

by
Q̇st = (UA)s(Ts − T ′

a) (21.3.6)

If T ′
a and (UA)s are both constant for a month, then integration of Equation 21.3.6 over a

month yields the month’s tank losses:

Qst = (UA)s(T s − T ′
a) �t (21.3.7)

where T s is the monthly average tank temperature.
The total load on the solar system is the useful load plus the energy required to meet the

tank losses. If the tank losses are modest so that the tank seldom drops below the minimum
temperature, the solar system cannot tell the difference between the energy withdrawn to
supply the load and the tank losses. In equation form, the fraction of the total load supplied
by solar (including the tank losses) is

fTL = LS + Qst

L0 + Qst
(21.3.8)

where LS is the solar energy supplied to the load. OnceQst is known, fTL can be calculated
from the φ, f -charts in exactly the same manner as illustrated in Example 21.3.1. The
usual interpretation for the fraction of the load supplied by solar energy is the ratio LS/L0,
the solar energy supplied to the load divided by the useful load. If we use the symbol f for
this fraction, Equation 21.3.8 can be written as

f = fTL

(
1 + Qst

L0

)
− Qst

L0
(21.3.9)

The tank losses cannot be calculated exactly, but two limiting values can be determined
which should bracket the actual losses. A low estimate for tank losses is to assume the
tank remains at Tmin all month. An upper bound for tank losses is to assume the average
tank temperature is the same as the monthly average collector inlet temperature T i . The
actual average tank temperature will be lower than this value since the collector does not
operate 24 h a day. An estimate for T i can be found using the φ-charts. The average daily
utilizability is

φ = fTL

Y
(21.3.10)

With this value of φ, the monthly average operating critical level can be found from the
(φ-charts-charts and T i can then be found. Klein and Beckman (1979) recommend that the
arithmetic average of Tmin and T i be used to evaluate tank losses from Equation 21.3.7. A
more conservative estimate is to use T i for estimating tank losses.

The process is iterative. An estimate is first made of the monthly average tank
temperature from which Qst is found from Equation 21.3.7. This estimate of tank losses is
used as part of the total load and the φ, f -charts method is used to estimate fTL. Then φ



706 Design of Active Systems by Utilizability Methods

is calculated from Equation 21.3.10 and Xc is found from the φ-charts or Equation 2.13.5.
This dimensionless critical level is used to find ITc and T i from Equation 21.2.4. The tank
temperature is compared with the initial guess and the process is repeated if necessary.
With the final value of Qst, Equation 21.3.9 is used to find f, the fraction of the load
supplied by solar.

Example 21.3.2

Consider the solar system of Example 21.3.1 but include the effect of tank losses. The tank
has (UA)s = 5.9 W/

◦C and tank losses are to surroundings at 20◦C. Do the calculations
for January.

Solution

Only the month of January will be considered in this example. For January the average
tank temperature will be assumed to be 62◦C so that the tank losses, from Equation 21.3.7,
are

Qst = 5.9(62 − 20) × 3600 × 24 × 31 = 0.7 GJ

The total load is then 16.1 + 0.7 = 16.8 GJ. The values of φmaxY andX′ are then 16.1/16.8
times the values from Example 21.3.1. Thus

φmaxY = 0.54 × 16.1

16.8
= 0.52 X′ = 2.19 × 16.1

16.8
= 2.10

From the φ, f -charts (or Equation 21.3.5) we obtain

fTL = 0.50

From Equation 21.3.10,
φ = 0.50

1.07
= 0.47

andXc = 0.39 from Figure 2.24.2 or Equation 2.24.4 (by trial and error). Since the original
value of Xc was 0.37, the temperature difference of 65◦C must be increased by the ratio
0.39/0.37. The estimate of T i is then

T i = 65
0.39

0.37
= 63.5◦C

and the average tank temperature is estimated to be (63.5 + 60)/2 = 61.7◦C, which is
close to the initial guess so no iterations are necessary. The fraction by solar is then found
from Equation 21.3.9:

f = 0.50

(
1 + 0.7

16.1

)
− 0.7

16.1
= 0.48

The tank losses have reduced the fraction of the load by solar in January from 52 to 48%
and result in 0.48 × 16.1 = 7.7 GJ being supplied by solar rather than 8.3 GJ. On an annual
basis the solar fraction is reduced from 67 to 64%. �
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The load heat exchanger adds thermal resistance between the storage tank and the
load. This resistance elevates the storage tank temperature, which results in reduced useful
energy collection and increased tank losses. In the development of the φ, f -charts the load
heat exchanger was assumed to be infinite in size, and consequently the value of f will be
optimistic and a correction is necessary.

The average rate of solar energy supplied to the load is found by dividing LS by the
number of seconds during the month in which the load was required, �tL. The average
increase in tank temperature necessary to supply the required energy rate is

�T = LS/�tL

εLCmin
= fL/�tL

εLCmin
(21.3.11)

where εL is the load heat exchanger effectiveness and Cmin is the smaller of the two fluid
capacity rates in the heat exchanger. This temperature difference is added to Tmin to find
the monthly average critical radiation ratio from Equation 21.3.2. Since f is unknown at
the beginning, it is necessary to first estimate �T and then follow the procedure illustrated
in Example 21.3.2 to find f. This value of f is used in Equation 21.3.11 to check the
estimate of �T. The calculations are illustrated in the following example.

Example 21.3.3

Include the effect of a load heat exchanger on the performance of the system described in
Examples 21.3.1 and 21.3.2. The heat exchanger effectiveness is 0.45 and the minimum
capacitance rate is 3000 W/

◦C.

Solution

From Example 21.3.1 for January R = 1.90, Rn = 1.61, and Rn/R = 0.85;rt,n = 0.176,
KT = 0.59, H = 8.6 MJ/m2, T a = −5◦C, and (τα)/(τα)n = 0.94. As a first estimate of
�T use 4◦C, so from Equation 21.3.2 the minimum critical radiation level is

Xc,min =
2.63[60 + 4 − (−5)]

0.72 × 0.94
0.176 × 1.61 × 8.6 × 106/3600

= 0.40

From Figure 2.24.2 or Equations 2.24.4, φmax = 0.49.
Since we wish to consider tank losses, a guess of the tank temperature is necessary to

determine the total load. With a tank temperature of 66◦C, Qst = 0.7 GJ. The total load is
16.1 + 0.7 = 16.8 GJ. Then

Y = 50 × 0.72 × 0.94 × 1.90 × 8.6 × 106 × 31

16.8 × 109
= 1.02

Thus φmaxY = 0.49 × 1.02 = 0.50. The value of X′ is

X′ = 50 × 2.63 × 100 × 3600 × 24 × 31

16.8 × 109
= 2.11
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From Equation 21.3.5 or Figure 21.3.2(b), fTL = 0.48.
We must now check the tank loss approximation by evaluatingXc at φ = 0.48/1.02 =

0.47. From Figure 2.24.2 or Equation 2.24.4, Xc = 0.41. From Equation 21.3.2

T i − Ta = 0.41 × 0.176 × 1.61 × 8.6 × 106 × 0.72 × 0.94

2.63 × 3600
= 73

so that T i = 73 − 5 = 68. The average temperature for tank losses is then

T = (64 + 68)/2

Since this is the same as the guess, no iteration is necessary for tank losses. From Equation
21.3.9, the fraction by solar is

f = 0.48

(
1 + 0.7

16.1

)
− 0.7

16.1
= 0.46

This value of f is used in Equation 21.3.11 to find �T :

�T = 0.46 × 16.1 × 109/(12 × 3600 × 31)

0.45 × 3000
= 4◦C

Since this is the same as the initial guess, the calculations for January are complete. The
load met by solar is then 0.46 × 16.1 = 7.3 GJ. �

It is interesting to compare the January results of the last three examples. With no
tank losses or load heat exchanger, the contribution by solar is 8.3 GJ. With tank losses
considered, this was reduced to 7.7 GJ, and with the addition of the load heat exchanger,
the energy supplied by solar is 7.3 GJ. These are not insignificant reductions.

Comparisons have been made of φ, f -chart predictions with detailed performance
predictions from the TRNSYS simulation. In Table 21.3.1, the results for space-heating
systems which deliver energy to the load with a minimum temperature of 20◦C are
compared in six climates. Also, the f -chart results are presented. The estimates from all
three methods are in good agreement.

Table 21.3.1 Comparison of TRNSYS, f-Chart, and φ, f-Chart Results for Tmin = 20◦Ca

Space Heating Annual Solar Load Fractions

Location TRNSYS f -Chart φ, f -Chart

Albuquerque, NM (1959) 0.79 0.78 0.81
Blue Hill, MA (1958) 0.49 0.50 0.52
Boulder, CO (1956) 0.67 0.68 0.72
Madison, WI (1948) 0.45 0.47 0.47
Medford, OR (1969) 0.55 0.53 0.56
Seattle, WA (1960) 0.57 0.56 0.59

aFrom Klein and Beckman (1979).
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Table 21.3.2 Solar Load Fractions for Process Heating Application (Tmin = 60◦C)

Albuquerque, NM New York, NY

Month TRNSYS φ, f-Chart TRNSYS φ, f-Chart

January 0.89 0.86 0.77 0.76
February 0.96 1.00 0.65 0.67
March 0.80 0.82 0.58 0.63
April 0.90 1.00 0.49 0.52
May 0.75 0.78 0.30 0.32
June 0.66 0.64 0.20 0.16
July 0.69 0.66 0.26 0.21
August 0.74 0.71 0.39 0.37
September 0.95 0.93 0.73 0.68
October 0.92 0.89 0.58 0.56
November 0.91 0.90 0.45 0.40
December 0.94 0.93 0.66 0.66
Year 0.84 0.84 0.50 0.49

aFrom Klein and Beckman (1979).

In Table 21.3.2, the monthly results of an industrial process heating example are
compared for two climates. The process used energy above a minimum temperature of
60◦C at a constant rate between 6 AM and 6 PM seven days a week. The agreement between
TRNSYS and φ, f -chart results is excellent in both locations. Differences between the
TRNSYS results and φ, f -chart results on a monthly basis are affected by energy carryover
from month to month, and the radiation data used in the TRNSYS simulations may be too
small a sample to adequately represent the long-term statistical distribution.

The φ, f -chart method has potential for misuse, and as a result its limitations need
to be emphasized. The method is intended for applications in which the load can be
characterized by a single temperature, Tmin. The load must be relatively uniform on a
day-to-day basis as it will produce inaccurate results for processes in which the load
distribution is highly irregular. The method is not applicable for systems in which energy
supplied to the load is used at an efficiency or COP that depends upon temperature, such
as the solar Rankine engine.

21.4 SUMMARY

In this chapter three design methods have been presented: φ, φ, and φ, f -chart. The φ

method can usually be replaced by the φ method with approximately a fourfold reduction
in calculation. The hourly and daily utilizability methods require that the collector critical
radiation level remain constant for a month, which means that the difference between the
collector inlet temperature and ambient temperature is nearly fixed. In practice this applies
best to systems with very large storage tanks or to systems with no storage in which the
collector inlet fluid is from a constant temperature source. Neither of these two situations is
very common. The φ, f -charts were developed for closed-loop systems with finite storage
where the load is characterized by a single minimum useful temperature. This is a common
system, but it does not cover all practical applications. Systems that are not covered by
these methods must be designed using detailed simulations.
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22

Design of Passive and Hybrid
Heating Systems

The principles underlying passive (and active) solar processes are outlined in Chapters 1
to 11, and passive heating and cooling processes and phenomena associated with them
are described in Chapters 14 and 15. In this chapter we deal with questions of estimating
the annual performance of several types of passive building-heating systems. The solar-
load ratio correlation method developed at Los Alamos Scientific Laboratory is first
introduced. The application of utilizability methods to direct-gain and collector-storage
wall systems is shown. Then design methods for two hybrid systems are outlined, for
active collection–passive storage systems and for systems having significant fractions of
annual loads carried by both active and passive processes. This combination of methods
will allow the annual performance of a wide variety of passive and hybrid systems to
be estimated.

22.1 APPROACHES TO PASSIVE DESIGN

Thermal design of passive buildings is closely interrelated to architectural design, as the
collection of solar energy and its storage are accomplished in elements of the structure
itself. There is a spectrum of methods for estimating long-term thermal performance of
these buildings that range from practical experience (‘‘do it this way in this climate and it
will work’’), to use of charts and tables that are based on combinations of experience and
calculations, to correlation and utilizabilitymethods that are the counterparts of themethods
for active systems, and to the use of special computer programs developed for passive
buildings. An example of such a program is Energy-10. The Energy-10 website describes
the program as follows: ‘‘ENERGY-10 integrates daylighting, passive solar heating, and
low-energy cooling strategies with energy-efficient shell design andmechanical equipment.
It enables designers to make good decisions about energy efficiency early in the design
process. ENERGY-10 was developed with a building industry task force that included
architects, engineers, builders, and utility representatives. The program is geared toward
buildings of 10,000 square feet or less—in fact, that’s where the ‘‘10’’in ENERGY-10
comes from.’’

Estimation of solar energy absorbed in a building is not difficult and can be done by
the methods outlined in Sections 5.10 and 5.11. Load calculations are more uncertain but
can be done by the methods outlined in Chapter 9 or other suitable means that the designer
may wish to use. An important problem in estimating passive system performance is the
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estimation of how much of the absorbed energy cannot be used because it is available
at a time when it exceeds the loads and the capacity of the building to store it (i.e.,
how much energy is ‘‘dumped’’). The thermal problem that is addressed in this chapter
is coupled with the aesthetic problem, the challenge of making the building attractive
and functional.

Mazria (l979) presents specific recommendations on sizing of solar apertures and
providing storage capacity. For example, for a direct-gain system in cold climates, the
ratio of area of south-facing glass to floor area should be 0.19 to 0.38; if masonry storage
is to be used, the interior walls and floors should be a minimum of 0.1m (4 in.) thick;
movable insulation should provide a tight cover for the glazing. A design based on
these specific recommendations can then be ‘‘fine tuned’’ by calculation of heat losses,
solar gains, average indoor temperature, indoor temperature fluctuations, auxiliary energy
requirements, and economics.

The Method 5000 developed in France and described by Lebens and Myer (l984) is
a three-part method: first, calculation of heat loss from the building; second, calculation
of the total solar energy absorbed by the passive solar components; third, calculation of
the utilized solar and internal gains and thus of the auxiliary energy requirements. The
critical step is the third. Utilization factors are obtained from correlations as a function of
absorbed solar and internal gains, the average ambient temperature, a heat loss coefficient
of the building, and the thermal mass of the building.

These design methods, and the solar-load ratio and unutilizability methods to be
described in more detail in the following sections, have a common basic feature: They
all use correlations of results of simulations to determine long-term performance. The
correlating variables, the definitions of terms, the ways in which the correlations are used,
and the generality of the correlations are, however, very different from one method to
another. Care must be exercised in the use of these methods to ensure that the terminology
and correlations are understood and properly used.

22.2 SOLAR-LOAD RATIO METHOD

The solar-load ratio (SLR) method is widely used for designing direct-gain, collector-
storage wall, and sunspace systems; it was developed by Balcomb et al. (l980, l983a,b).
It is a method of calculating annual requirements for auxiliary energy based on extensive
simulation studies of performance of many passive heating systems done with the
simulation program PASOLE (McFarland, 1978). The simulations were in turn compared
to experiments on test cells. A total of 94 standard system configurations were simulated
and correlations were developed for their performance. In addition, sensitivity curves
were developed to assess the impact on performance of a number of design and climatic
variables. Background information on this method is in volume 1 of the Passive Solar
Design Handbook (1980), and details of the method and sensitivity analyses are in
volumes 2 and 3 (Balcomb et al., 1980, 1983a,b). The method is presented in Passive Solar
Heating Analysis (Balcomb et al., 1984) and summarized in Balcomb et al. (l983b). In this
section we show the essentials of the SLR method for selected systems of each of the three
types and examples of the sensitivity curves. The significant end result of SLR calculations
is the annual requirement for auxiliary energy; individual months may be substantially in
error, but annual results of the method are generally within ±3% of results of detailed
simulations.
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The SLR method is based on a set of defined terms that must be properly used in
order for the correlations to work. All energy terms and calculations are on a monthly
basis. Some of the terms in the SLR method have dimensions, and care must be exercised
to see that appropriate units are used. In particular, in SI units, energy quantities in this
method are in watt-hours (Wh) rather than in joules. In the discussion to follow, loss
coefficient–area products are in watts per degree Celsius, and loads and auxiliary energy
quantities are in watt-hours. Important definitions and symbols follow.

The solar wall is the glazed building wall that provides the solar gains that are to
be estimated. The solar aperture is that portion of the wall that is glazed to admit solar
radiation. The net glazing area Ar is the area of the solar aperture after mullions, framing,
and so on, have been subtracted. The projected areaArp is the projection of the net glazing
area on a vertical plane normal to the azimuth of the glazing. (Note that for direct-gain and
collector-storage walls, Ar and Arp are the same; for sunspaces, Ar will be substantially
larger than Arp.)

The SLR correlations are based on loads that do not include losses1 through the solar
aperture. The net reference load Lns is the monthly heat loss from the nonsolar portions
of the building, that is, from the entire building envelope except the solar aperture. The
net load coefficient is the net reference load per degree of temperature difference between
indoors and outdoors, that is, a UA of the nonsolar parts of the building.2 The net reference
load in watt-hours for the month if (UA)ns is in watts per degree Celsius andDD is ◦C-days
for the month is

Lns = 24(UA)ns (DD) (22.2.1)

whereDD is the number of degree-days in themonth using the appropriate base temperature.
(See Chapter 9 for a method for calculating degree-days to any desired base temperature.)

The gross reference load L is the heat loss from the building, including both solar
and nonsolar portions of the building. The total load coefficient is the gross reference load
per degree of difference between indoor and outdoor temperature, that is, a UA for the
whole building. In a form analogous to Equation 22.2.1, the load in watt-hours is

L = 24(UA)(DD) (22.2.2)

The building load coefficients (UA)ns and UA can be calculated by standard methods (e.g.,
ASHRAE, 2005).

The solar savings fraction fns is the fraction of the net reference load that is met by
solar energy.3 Thus

fns = 1 − LA/Lns (22.2.3)

The load collector ratio LCR is the ratio of the net load coefficient to the projected
area of the solar aperture:

LCR = 24(UA)ns

Arp
(22.2.4)

1Losses through the solar aperture are, however, included in the calculation of auxiliary energy required, as will
be shown.
2It can be thought of as the UA of the building if the solar wall were adiabatic.
3The fraction fns is not comparable to the solar fraction as defined and used in active systems or to that in
the unutilizability passive design methods described in Sections 22.3 and 22.4. Since fns is the fraction of a
nonexistent load, it should not be viewed as having physical significance.
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The load collector ratio for the solar aperture LCRs is the ratio of the loss coefficient
of the solar aperture (based on the projected area) to the projected area. The 94 standard
systems are so defined that LCRs is determined for each of them, and appropriate values
are tabulated.

The monthly average daily solar radiation absorbed in the building per unit of
projected area S ′ is calculated by the methods of Sections 5.10 and 14.4 if there are shading
overhangs. In equation form,

S ′ = SAr

Arp
(22.2.5)

The general correlation for solar savings fraction that is applicable to all three types of
systems (direct-gain, collector-storage wall, and sunspace) is

fns = 1 − (1 − F)K (22.2.6a)

K = 1 + G

LCR
(22.2.6b)

F =



B − Ce−DX if X > R

AX if X < R
(22.2.6c)

In either case, F ≤ 1. Here X is a generalized SLR given by

X =
NS ′

DD
− LCRs × H

LCR× K
(22.2.6d)

In these equations A, B, C, D, G, H, LCRs , and R are constants that have been
determined for each of the 94 passive system types and N is the number of days in the
month.

The auxiliary energy required for each month is obtained by rearranging
Equation 22.2.3:

LA = Lns(1 − fns) (22.2.7)

The calculation is done for each month of the year or heating season to provide an estimate
of the annual auxiliary energy required.

Original development of the SLR method was done in English units, and some of
the defined quantities are not dimensionless. In Balcomb et al. (l983b), constants and
examples are given in both English and SI units. A summary of units that should be used in
calculations using either set of units is in Table 22.2.1. The table also shows the symbols
used by Balcomb et al. and those used in this book.

Tables 22.2.2 and 22.2.3 indicate design parameters for a set of 22 passive system
designs selected from the 94 designs for which correlations have been developed. This
limited set covers a variety of combinations of direct-gain, collector-storage wall, and
sunspace systems; various glazings; storage characteristics; and systems with and without
night insulation. Table 22.2.4 gives the necessary constants for Equations 22.2.4 for
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Table 22.2.1 Units Used in the SLR Design Methoda

Symbols Units

Quantity This Book Balcomb et al. SI English

Net glazing area Ar — m2 ft2

Projected area Arp Ap m2 ft2

Net reference load — — Wh Btu
Net load coefficient 24(UA)ns NLC Wh/◦C-day Btu/◦F-day
Gross reference load L — Wh Btu
Total load coefficient 24(UA) TLC Wh/◦C-day Btu/◦F-day
Load collector ratio LCR LCR Wh/m2 ◦C-day Btu/ft2 ◦F-day
Solar savings fraction fns SSF — —
Degree-days DD DD ◦C-day ◦F-day
Absorbed solar radiation S S ′ Wh/m2 Btu/ft2

Dimensional correlation
constant

G G (Wh/m2 ◦C-day)−1 (Btu/ft2 ◦F-day]−1

aAdapted from Balcomb et al. (1983a).

Table 22.2.2 Design Parameters for Direct-Gain and Collector-Storage Wall Passive Systemsa

Type

Thermal
Storage
Capacity,
kJ/m2 ◦C

Storageb

Mass
Thickness, m

Number
of Glazings

Storage
Mass

Glazing Area
Ratio

Nightc

Insulation

Direct-Gain Systems

A1 613 0.051 2 6 No
A2 613 0.051 3 6 No
A3 613 0.051 2 6 Yes
C1 1227 0.102 2 6 No
C2 1227 0.102 3 6 No
C3 1227 0.102 2 6 Yes

Vented Collector-Storage Wall Systems
A1 306 0.0152 2 1 No
A2 459 0.0229 2 1 No
A3 613 0.0305 2 1 No
A4 919 0.0457 2 1 No
D2 613 0.0305 3 1 No
D3 613 0.0305 1 1 Yes
E2d 613 0.0305 3 1 No
E3d 613 0.0305 1 1 Yes

aAdapted from Balcomb et al. (l983b).
bMass (or wall) thickness assuming a volumetric heat capacity of 620 kJ/m3 ◦C.
cNight insulation; when used it is R9 (UN = 0.63 W/m2 ◦C).
dThe E systems have a selective surface with α = 0.95, ε = 0.10 on the glazing side of the wall. For nonselective
surfaces, α = 0.95 and ε = 0.90.
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Table 22.2.3 Design Parameters for Sunspace Passive Systemsa

Type Geometryb

Glazingc

Slope
Commond

Wall
End
Walls

Night
Insulation

A1 Attached 50 Masonry Opaque No
A2 Attached 50 Masonry Opaque Yes
B3 Attached 90/30 Masonry Glazed No
B4 Attached 90/30 Masonry Glazed Yes
B5 Attached 90/30 Insulated Opaque No
B6 Attached 90/30 Insulated Opaque Yes
E3 Semi-enclosed 90/30 Insulated Common No
E4 Semi-enclosed 90/30 Insulated Common Yes

aAdapted from Balcomb et al. (1983b).
bSee Figure 15.7.1.
cDouble-glazing, south-facing, slopes as indicated and shown in Figure 15.7.1.
dCommon wall separates sunspace from balance of building. If masonry, 0.30m thick, k = 1.73 W/m ◦C.
If insulated, conductance is 0.28 W/m2 ◦C.

this set. Note that all of the entries in this table are dimensionless except LCRs, which has
units of Wh/m2 ◦C-day, and G, which has units of (Wh/m2 ◦C-day)−1.

In the development of the correlations a number of assumptions were made in addition
to those indicated in the tables. The room temperatures were assumed to be in the range
of 18.3 to 23.9◦C and sunspace temperatures in the range of 7.2 to 35.0◦C. The collector-
storage wall top and bottom vents were each assumed to have areas of 3% of the projected
area, with the vertical distance between vents 2.4m. Night insulation, when used, was
assumed to be in place from 5:30 PM to 7:30 AM throughout the year. Shading was taken as
negligible and ground reflectance was taken as 0.3. Sketches of the three types of sunspaces
included in the table are shown in Figure 22.2.1. Glazing is assumed to be glass 3.2mm
thick with 12.7-mm spacing between panes.

The SLR correlations (in addition to those shown here) included unvented collector-
storage walls, water walls, and designs of sunspaces similar to those shown but with
different design parameters.

Example 22.2.1

A residential building in Tulsa (latitude 36◦) has a south-facing vented concrete collector-
storage wall of 15 m2 area. The wall is 0.305m thick, and the thermal storage capacity
is 610 kJ/m2 ◦C. Triple glazing is used, a flat-black paint is applied to the outer surface
of the masonry, and no night insulation is provided. The building exclusive of the solar
wall has UA = 200 W/

◦C, including effects of infiltration and internal generation. The
average January daily absorbed solar radiation and degree-days to the appropriate base are
567 MJ/m2 per day and 491◦C-days; these are calculated from the data in Appendix D
using the methods of Chapters 2 and 5. Here (τα)n was taken as 0.70.

Estimate the January requirement for auxiliary energy to heat this building.
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Table 22.2.4 Solar-Load Ratio Correlation Parametersa

Type A B C D R G LCRs H

Direct-Gain Systems

Al 0.5650 1.0090 1.0440 0.7175 0.3931 53.1 0 0
A2 0.5906 1.0060 1.0650 0.8099 0.4681 29.9 0 0
A3 0.5442 0.9715 1.1300 0.9273 0.7086 15.0 0 0
C1 0.6344 0.9887 1.5270 1.4380 0.8632 54.5 0 0
C2 0.6763 0.9994 1.4000 1.3940 0.7604 29.9 0 0
C3 0.6182 0.9859 1.5660 1.4370 0.8990 13.6 0 0

Vented Collector-Systems Storage Wall

A1 0 1 0.9194 0.4601 −9 0 73.7 1.11
A2 0 1 0.9680 0.6318 −9 0 73.7 0.92
A3 0 1 0.9964 0.7123 −9 0 73.7 0.85
A4 0 1 1.0190 0.7332 −9 0 73.7 0.79
D2 0 1 1.0150 0.8994 −9 0 52.2 0.80
D3 0 1 1.0346 0.7810 −9 0 50.5 1.08
E2 0 1 1.0476 1.0050 −9 0 49.3 0.66
E3 0 1 1.0919 1.0739 −9 0 31.2 0.61

Sunspace Systems

A1 0 1 0.9587 0.4770 −9 0 105.5 0.83
A2 0 1 0.9982 0.6614 −9 0 59.0 0.77
B3 0 1 0.9689 0.4685 −9 0 109.5 0.82
B4 0 1 1.0029 0.6641 −9 0 55.0 0.76
B5 0 1 0.9408 0.3866 −9 0 92.5 0.97
B6 0 1 1.0068 0.6778 −9 0 48.2 0.84
E3 0 1 0.9565 0.4827 −9 0 111.2 0.81
E4 0 1 1.0214 0.7694 −9 0 61.3 0.79

aFrom Balcomb et al. (1983b).

Solution

This system is essentially the same as the vented collector-storage wall system D2 in
Table 22.2.4. From the table the constants for this system are A = 0, B = 1, C = 1.015,
D = 0.8994, R = −9, G = 0, LCRs = 52.2 Wh/m2 ◦C-day, and H = 0.80. Then

Net load coefficient = 200 × 24 = 4800 Wh/◦C-day

LCR = 24(UA)ns

Arp
= 4800

15
= 320 Wh/m2 ◦C-day

K = 1 + G

LCR
= 1

From Equation 22.2.6d,

X =
(
31 × 5.67 × 106

3600 × 491
− 52.2 × 0.8

)
(320)−1 = 0.180
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Figure 22.2.1 Geometry of sunspaces included in Tables 22.3 and 22.4. Adapted from Bal-comb
et al. (1983a).

From Equation 22.2.6c,

F = 1 − 1.015 exp(−0.8994 × 0.180) = 0.137

From Equation 22.2.6a,
fns = 1 − (1 − F) = 0.137

From Equation 22.2.7 the auxiliary energy is then

LA = 4800 × 3600 × 491(1 − 0.137) = 7.3 GJ �

Figure 22.2.2 is an example of the interrelationships of the LCR, NS ′/DD, and fns. It
is for direct-gain system Al; the shapes of other curves are generally similar. As the load
collector ratio diminishes at a fixed value of NS ′/DD, the solar savings fraction rises and
LA (the ultimate criterion of a system’s worth) will decrease. At a fixed LCR, as the ratio
NS ′/DD increases, the solar savings fraction will increase but the increase is sharper at
low values of LCR than at high.

The SLR method includes correlations for 94 designs. However, systems other than
those of the 94 designs will need to be evaluated. Thus the sensitivity of the solar savings
fraction to several design parameters has been computed using simulations. Two types
of sensitivities are shown. The first is a set of general relationships of sensitivity of all
systems in all climates to design parameters; this is illustrated here by the response of fns
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Figure 22.2.2 Sample plot of fns as function of LCR and NS/DD. Adapted from Balcomb et al.
(1980).

to the amount of night insulation used. The second type includes sensitivities of specific
types of systems in specific locations to design parameter changes; many of these have
been determined, and a single illustration is included here.

Night insulation can have very substantial effects on passive heating performance. The
reference insulation conductance used in development of the SLR correlations for systems
with night insulation is 0.63 W/m2 ◦C (R9), a value that may be difficult to achieve, so it
is necessary to assess the effects of lesser levels. Figure 22.2.3 shows a correction factor to
be applied to the difference in fns for the reference insulation (R9) and no insulation for
direct-gain and collector-storage wall systems. The factor is given by the equation

Y = 1 + Ro/1.59

Ro/R
(22.2.8)

where Ro is 0.32 m2 ◦C/W for direct-gain systems, 0.56 m2 ◦C/W for water wall, and
0.81 m2 ◦C/W for masonry collector-storage wall systems. The fns for a system with an
intermediate level of night insulation is

fns = fns,no ins. + Y (fns,ref. ins. − fns,no ins.) (22.2.9)

Example 22.2.2

Calculation of the solar savings fraction of a direct-gain system in a particular location
and month shows fns = 0.46 with no insulation and fns = 0.78 with the reference night
insulation. What would be the fns if the system were to be insulated at night with R3
insulation having a resistance R = 0.53 m2 ◦C/W?
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Figure 22.2.3 Effectiveness of night insula-
tion for levels other than the reference levels.
Adapted from Balcomb et al. (1980).

Solution

From Figure 22.2.3 or Equation 22.2.8,

Y = 1 + 0.32/1.59

1 + 0.32/0.53
= 0.75

Then for the insulation with R = 0.53 m2 ◦C/W,

fns = 0.46 + 0.75(0.78 − 0.46) = 0.70 �

An example of a specific sensitivity curve, the dependence on storage mass, thickness,
and ratio of mass area to glazing area of direct-gain systems with particular values of
LCR in Madison, Wisconsin, is shown in Figure 22.2.4. The reference system performance
is shown by heavy dots. The solid curves are for systems with load collector ratio of
148 Wh/m2 ◦C-day, and the dashed curves are for LCR of 415 Wh/m2 ◦C-day. In both
cases night insulation with an R value of 1.59 m2 ◦C/W is used.

The sensitivity of fns to storage mass and absorptance, number of glazings, and
temperature limits has been computed for direct-gain systems. Effects of storage mass
and properties, glazing properties, wind speed, wall-to-room heat transfer coefficient, and
several other parameters have been worked out for collector-storage wall systems. See
the Passive Solar Design Handbook (Balcomb et al., 1983a,b) or Passive Solar Heating
Analysis (Balcomb et al., 1984) for details.



22.3 Unutilizability Design Method: Direct Gain 721

Figure 22.2.4 Example of the SLR method
sensitivity curve: effects of thickness of storage
mass and ratio of mass area to glazing area for
double-glazed, direct-gain systems with the ref-
erence night insulation at two values of LCR, in
Madison. Adapted from Balcomb et al. (1983a).

22.3 UNUTILIZABILITY DESIGN METHOD: DIRECT GAIN

The unutilizability method (the ‘‘double-U method’’) for design of direct-gain and
collector-storage wall systems, developed by Monsen et al. (l981, l982), is based on the
concept that a passively heated building can be viewed as a collector with finite heat
capacity. Analyses are developed for estimating the auxiliary energy requirements of two
limiting cases. The first is for an infinite-capacitance structure that can store all energy
in excess of loads. The second is for a zero-capacitance structure than can store no
energy. Correlations are used to determine where between these limits the auxiliary energy
requirements of a real structure must lie.

As is the case with f -chart and SLR designmethods, the double-Umethod calculations
are done on a monthly basis. The significant end result of the calculations is the annual
auxiliary energy required. The method requires calculation of loads; these calculations can
be done by any method the designer wishes. The simplest load calculation method is the
degree-day method; allowance can be made in the base temperature to account for night
thermostat setback, night insulation on the direct-gain windows, and internal generation
(other than solar gains through the direct-gain receiver). In contrast to the SLR method the
load as defined for this method is for the whole building, including the direct-gain aperture.

Figure 22.3.1 shows the monthly energy streams entering and leaving a direct-gain
structure. Solar energy absorbed in the room is HT N(τα) Ar = NSAr. The energy lost
through the building shell by conduction, by infiltration, and so on, is shown as the load. At
times there will be insufficient solar energy to meet loads and auxiliary energy QAux must
be supplied. There will also be times when there is excess solar energy absorbed that is
not used to meet losses and cannot be stored, and this QD must be vented, or ‘‘dumped.’’
The diagram does not show energy stored; at any time during a month sensible heat may
be stored in or removed from the structure if it has thermal capacitance.
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Figure 22.3.1 Monthly energy streams for a direct-gain building. Energy storage is not indicated.

Consider first a hypothetical building with infinite storage capacity. During a month,
all absorbed energy in excess of the load is stored in the structure. The temperature of
the conditioned space remains constant, as infinite capacitance for storage implies zero
temperature change. This stored energy can be used at any time to offset auxiliary energy
needs. However, month-to-month carryover is not considered.

A monthly energy balance gives the auxiliary energy requirement for the infinite
capacity building, QAux,∞:

QAux,∞ = (L − NSAr)
+ (22.3.1)

where L is the load for the entire building, that is, the auxiliary energy that would be
required if the transmittance of the glazing were zero. The superscript plus sign indicates
that only positive values of the difference of monthly energy quantities in the parentheses
are considered. Energy is dumped for this infinite-capacity building only when the monthly
auxiliary energy is zero so that QD,∞ = (NSAr − L)+.

Next consider a hypothetical zero-storage-capacity building. Since there is no storage
capacity, energy deficits must be made up as they occur by use of auxiliary energy and
excess solar energy is dumped as it is absorbed. The temperature in the building is
again fixed, but by addition or removal of energy rather than energy from storage. An
instantaneous energy balance on the zero-capacity structure gives the rate at which energy
must be removed, Q̇D,0:

Q̇D,0 = [IT (τα) Ar − (UA)h (Tb − Ta)]
+ (22.3.2)

As with collectors in active systems, a critical radiation level can be defined as that
level at which the gains just offset the losses so that Q̇D,0 is zero:

ITc = (UA)h (Tb − Ta)

(τα) Ar

(22.3.3)

In this case absorbed radiation above the critical level must be dumped and is ‘‘unutiliz-
able.’’ The dumped energy for the month QD,0 can then be written as

QD,0 = Ar (τα)

∫
month

(IT − ITc)
+ dt (22.3.4)
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Figure 22.3.2 Dumped, useful, and auxiliary energy for a zero-capacitance direct-gain system.
From Monsen et al. (1981).

Figure 22.3.2 shows operation over a sequence of days of a zero-capacitance system.
It is assumed that over a month ITc can be considered to be constant at its monthly average
value given by Equation 22.3.5:

ITc = (UA)h (Tb − T a)

(τα) Ar

(22.3.5)

Energy above ITc must be dumped, and energy below ITc is useful. Thus the shaded area
represents dumped energy, the white areas under the curves represent useful solar energy,
and the cross-hatched areas represent auxiliary energy for the zero-capacitance building.

Equation 22.3.4 can be expressed in terms of the monthly average utilizability φ,
defined in Equation 2.24.1:

φ = 1

HT N

∑
days

∑
hours

(IT − ITc)
+ (22.3.6)

So the dumped energy for this zero-capacity building is given by

QD,0 = NSArφ (22.3.7)

The amount of auxiliary energy required by the zero-capacitance building can now be
determined from a monthly energy balance. It is the load plus dumped energy less the
absorbed solar energy:

QAux,0 = L − (1 − φ) NSAr (22.3.8)

Equations 22.3.1 and 22.3.8 are bounds on the amount of auxiliary energy required. A
correlation based on simulations indicates where within these limits the auxiliary energy
for a real system will lie. The correlations have been developed in terms of the fraction of
the load supplied by solar energy, which is defined in the same way as for active systems
(i.e., as f = 1 − QAux/L). A SLR is defined as

X = HT N (τα) Ar

L
= NSAr

L
(22.3.9)
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For the infinite-capacitance system, from Equation 22.3.1, X is the solar fraction f∞
so that

f∞ =
(
1 − QAux,∞

L

)
= X (22.3.10)

For the zero-capacitance case
f0 = (1 − φ)X (22.3.11)

In the simulation study of systems with finite capacitance, the building interior was
assumed to consist of a single zone at uniform temperature with an effective building
thermal capacitance (mass times heat capacity) Cb. The temperature was allowed to
float between minimum and maximum thermostat set temperatures. Auxiliary energy was
provided to keep the temperature at the minimum setpoint temperature, and ventilation
was used to dump energy and keep the temperature below the specified maximum.

The monthly solar fraction f was found to correlate with the solar-load ratio X and a
storage-dump ratio:

Y = Cb �Tb

HT (τα) Arφ
= Cb �Tb

SArφ
= NCb �Tb

QD,0
(22.3.12)

where Cb is the effective thermal capacitance, �Tb is the difference in upper and lower
temperatures (i.e., the range over which building temperature is allowed to float), and the
units are such that Y is dimensionless. Values of Cb are available from Table 9.5.1. (Cb is
approximately 120 kJ/m2 ◦C based on floor area for typical residential frame construction.)
The parameter Y is the monthly ratio of the maximum storage capacity of the building
to the solar energy that would be dumped if the building has zero thermal capacitance.
The zero- and infinite-capacitance buildings thus have values of Y of zero and infinity,
respectively.

A correlation for a monthly solar fraction f , in terms of X, Y, and φ, is

f = min {PX + (1 − P)(3.082 − 3.142φ)[1 − exp(−0.329X), 1]} (22.3.13a)

where
P = [1 − exp(−0.294Y )]0.652 (22.3.13b)

The auxiliary energy required is then calculated from f by

QAux = L(1 − f ) (22.3.14)

Note that since the load varies with aperture, values of f calculated this way for
different solar apertures are not comparable with one another. It is appropriate to compare
auxiliary energy requirements LA for different apertures.

An example of an f -versus-X plot for various values of Y for φ = 0.6 is shown in
Figure 22.3.3.

The annual auxiliary energy requirements predicted with Equations 22.3.12 and
22.3.13 have been compared to results of detailed simulations for a wide variety of system
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Figure 22.3.3 The (1 − QAux/L) versus X and Y for direct-gain system for φ = 0.6. (Note: Use
Equations 22.3.13 for other values of φ.) From Monsen et al. (1981).

parameters and climates. The standard deviation of the differences of annual solar fractions
was 3%. (The standard deviation of monthly differences was 6%.)

Example 22.3.1

A well-insulated residence in Springfield, Illinois, is to be heated by direct gain. There
are four rooms having direct-gain south-facing windows; the characteristics of each of the
energy absorption structures are as outlined in Example 5.10.1. The area of each of the
direct-gain windows is 4.5 m2 and the absorptance of the cavities is 0.87. In the table that
follows S and (τα) are reproduced from Example 5.10.1.

The effective heat capacity of the building (which is of moderately heavy construction)
is estimated to be 41.4 MJ/◦C. The allowable temperature swing is 6◦C and the low
setpoint temperature is 18.3◦C. The UA of the building exclusive of the direct-gain
windows is 138 W/

◦C, and the U of the windows (which do not have night insulation) is
4.17 W/m2 ◦C.

Estimate the annual auxiliary energy requirements for heating this building.

Solution

The calculations for January are outlined in detail. The results for the year are summarized
in the table below. The degree-day data are from Appendix D. (The low setpoint is 18.3◦C,

the same as the base temperature for the degree-day data in the table.)
First calculate the load. The UA of the entire building, including the four direct-gain

windows of area 4 × 4.5 = 18 m2, is

(UA)h = 138 + 18 × 4.17 = 213 W/
◦C

The January load is then

L = 213 × 657 × 24 × 3600 = 12.09 GJ
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Second, calculate the solar-load ratio X from Equation 22.3.9:

X = 7.60 × 106 × 31 × 18

12.09 × 109
= 0.351

Third, calculate ITc with Equation 22.3.5; T a = −3◦C, so

ITc = 213[18.3 − (−3)]

0.70 × 18
= 360 W/m2

Fourth, φ is to be calculated. The procedure is essentially the same as that of
Example 2.24.1. The quantities needed and their values for the mean day of January are
as follows:

ωs = 71.3◦
, rt,n = 0.174, rd,n = 0.162

Hd

H
= 0.7 at KT = 0.436, Rb,n = cos|φ − δ − β|

cos|φ − δ| = 1.80

Rn = 1.108, R = HT

H
= 10.84

6.63
= 1.63

R

Rn

= 1.63

1.108
= 1.47

We can now calculate Xc:

Xc = ITc

Rt,nRnH
= 360 × 3600

0.174 × 1.180 × 6.63 × 106
= 1.014

With these, we get φ from Equation 2.24.4, withKT = 0.436, a = −0.332, b = −1.171,
and c = 0.254:

φ = exp{−(0.332 − 1.171 × 0.678)[1.014 + 0.254(1.014)2]} = 0.239

Fifth, Y can now be calculated from its defining equation:

Y = 41.4 × 106 × 6.0

7.6 × 106 × 18 × 0.239
= 7.60

Sixth, a solar fraction for January is calculated from Equation 22.3.13:

P = [1 − exp(−0.294) × 7.60]0.652 = 0.929

f = 0.929 × 0.351 + (1 − 0.929)(3.082 − 3.142 × 0.239)

× [1 − exp(−0.329 × 0.351)] = 0.344
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The auxiliary energy is then calculated with Equation 22.3.14:

QAux = 12.09 × 109 (1 − 0.344) = 8.0 GJ

Finally, the significant result of the calculations is the sum of the monthly auxiliary
energy requirements. From the table, the annual auxiliary energy required is 29.5 GJ.

Month S, MJ/m2 (τα) L, GJ Xc ITc, W/m2 φ Y f QAux, GJ

January 7.60 0.70 12.09 1.01 360 0.24 7.60 0.34 7.93
February 8.47 0.67 9.90 0.79 340 0.28 5.93 0.42 5.79
March 7.32 0.63 8.15 0.64 269 0.34 5.62 0.48 4.27
April 6.36 0.58 3.90 0.30 129 0.59 3.66 0.74 1.00
May 5.84 0.55 1.56 0.07 28 0.90 2.64 1.00 0.00
June 5.63 0.54 0.33 0.00 0 1.00 2.45 1.00 0.00
July 5.66 0.53 0.18 0.00 0 1.00 2.44 1.00 0.00
August 6.42 0.55 0.26 0.00 0 1.00 2.15 1.00 0.00
September 7.98 0.60 0.87 0.00 0 1.00 1.73 1.00 0.00
October 9.35 0.66 3.07 0.15 77 0.80 1.86 1.00 0.00
November 8.44 0.70 7.12 0.51 208 0.48 3.39 0.55 3.20
December 6.61 0.70 10.89 1.08 327 0.27 7.81 0.33 7.28

Totals 58.3 29.5

�

22.4 UNUTILIZABILITY DESIGN METHOD: COLLECTOR-STORAGE WALLS

The unutilizability concept developed for direct-gain systems has been applied, with
modifications, to collector-storage wall systems (Monsen et al., 1982). The presence of the
wall introduces significant differences in the manner in which the energy balances on the
building are written, in the definition of the critical radiation level and SLR, and in the form
of the correlations for solar contribution. As with the direct-gain system, the double-U
method establishes the limiting cases of zero- and infinite-capacitance buildings; where a
real building performance lies between the limits and is determined by correlations based
on simulations. The calculations are again done monthly, with the significant final result
being the annual amount of auxiliary energy needed for the passively heated structure.

The monthly energy flows in a collector-storage wall building are shown schematically
in Figure 22.4.1. The heating loads are shown in two parts. Load Lad is that which would
be experienced if the collector-storage wall were replaced by an adiabatic wall. It is the
same as the net reference load in the SLR method and can be calculated by conventional
means such as the degree-day method (Equation 22.4.1a). The load Lw is the monthly
energy loss from the building through the collector-storage wall that would be experienced
if the transmittance of the glazing for solar radiation were zero and can be estimated by
Equation 22.4.1b:

Lad = (UA)ad(DD) (22.4.1a)

Lw = UwAr(DD) (22.4.1b)



728 Design of Passive and Hybrid Heating Systems

HTNAr

Lad

QD

Qn

Lw

QAux

Figure 22.4.1 Monthly energy flows for a collector-storage wall building. Storage of energy in the
wall or structure is not indicated. From Monsen et al. (1982).

The wall conductance is

Uw = 1
1

UL

+ 1

Ui

+ δ

k

(22.4.2)

where Ui is the inside heat transfer coefficient between the inner wall surface and the
air in the room. ASHRAE (2005) recommends a value of 8.3 W/m2 ◦C for Ui . The wall
thickness is δ and its thermal conductivity is k; UL is the average heat loss coefficient
from the outer wall surface through the glazing to ambient. Here, UL is conceptually the
same as loss coefficients from plates of flat-plate collectors and has typical values for one
to three glazings of 3.7, 2.5, and 1.9 W/m2 ◦C, respectively. If night insulation is used,
UL can be estimated as a time average of day and night conductances:

UL = (1 − i)UL + i

(
UL

1 + RNUL

)
(22.4.3)

where UL is the loss coefficient without night insulation, RN is the thermal resistance of
the night insulation, and i is the fraction of the 24-h day in which the insulation is in place.

The energy dump stream, QD in Figure 22.4.1, can be considered as the sum of two
energy flows. The loads Lad and Lw are calculated assuming the indoor temperature to be
at the low thermostat set temperature. In general, the room temperature can be expected
to rise above this temperature, and the actual losses from the building will be greater
than Lad + Lw; this increase represents one contribution to QD. The other contribution
is energy which must be removed from the building to keep the indoor temperature from
exceeding the high thermostat set temperature.

Let Qn be the net monthly heat transfer through the collector-storage wall into the
heated space. It is at any time a complex function of wall parameters and meteorological
conditions. The wall can be modeled as a distributed network of resistors, capacitors, and
current sources, as shown in Figure 8.6.2. However, by assuming (a) that there are no
vents in the wall to allow circulation between the room and the gap between the wall and
the glazing4 and (b) that the thermal storage capacity of a wall (the maximum change in

4Utzinger et al. (1980) show that there is little difference in the annual performance of vented and unvented
collector-storage walls.
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internal energy of a wall) over a month is negligible compared to the total energy flow
through the wall over the month,5 it can be shown that the monthly average temperature
profile through the wall is linear. Thus, for monthly average computations, the network
of Figure 8.6.2 is replaced by the simple resistance network shown in Figure 22.4.2. An
estimation of Qn for a month can be based on this network.

A monthly average daily energy balance on the outer (energy-absorbing) surface of
the wall shows how the absorbed energy is distributed to losses to ambient through the
glazing and by conduction through the wall with subsequent transfer into the heated space.
If Ta and UL are assumed constant at their monthly average values,

S = Uk (T w − Tr) �t + UL (T w − T a) �t (22.4.4)

where Uk is the conductance from the outer wall surface to the room given by

Uk = Uik

k + Uiδ
(22.4.5)

Here T w is the monthly average outer wall temperature and Tr is the room temperature
which is assumed to be at the low thermostat set temperature; additional losses through
the wall occurring as a result of the average room temperature being above Tr will be
accounted for in QD. The number of time units in a day is �t.

The average outer wall temperature can be found from Equation 22.4.4:

T w = S + (UkTr + ULT a) �t

(Uk + UL) �t
(22.4.6)

This can be used to calculate the net monthly heat transfer to the building:

Qn = UkAr (T w − Tr) �t N (22.4.7)

We turn now to the question of establishing the limits of performance of buildings with
collector-storage walls. For a hypothetical building with infinite thermal capacitance, all
of the net gain Qn can be used. Allowing no month-to-month carryover of stored energy,
a monthly energy balance on this infinite-capacitance building is

QAux,∞ = (Lad − Qn)
+ (22.4.8)

Figure 22.4.2 Monthly average resistance
network for collector-storage walls. From
Monsen et al. (1982).

5Typically, the storage capacity of a collector-storage wall is less than the heating loads on the building for a
single day.
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A hypothetical building having zero thermal capacitance in the collector-storage wall
and in the rest of the structure will have the maximum auxiliary energy requirements. A
collector-storage wall with zero mass can be considered to be a radiation shield which
alters the amplitude but not the time of the solar gains to the building. A monthly energy
balance on this zero-capacitance building gives

QAux,0 = (Lad − Qn + QD)+ (22.4.9)

where QD, the energy dumped, is the month’s energy entering the building through
the collector-storage wall that does not contribute to reduction of the auxiliary energy
requirement. Here QD can be determined by integrating Q̇D, the rate at which excess
energy must be removed to prevent the indoor temperature from rising above the low
thermostat set temperature. At any time, Q̇D is the difference between the rate of heat
transfer through the collector-storage wall into the building and the rate of energy loss
from the rest of the building:

Q̇D = [UkAr (Tw − Tr) − (UA)ad (Tb − Ta)]
+ (22.4.10)

An energy balance on the absorbing surface of the hypothetical zero thermal capacity
collector-storage wall at any time gives

IT (τα) Ar = ULAr (Tw − Ta) + UkAr (Tw − Tr) (22.4.11)

This can be solved for Tw:

Tw = IT (τα) + ULTa + UkTr

UL + Uk

(22.4.12)

which when substituted into Equation 22.4.10 yields

Q̇D =
[
UkAr

(
IT (τα) − UL (Tr − Ta)

UL + Uk

)
− (UA)ad (Tb − Ta)

]+
(22.4.13)

Assuming (τα) and Ta to be constant at their monthly mean values of (τα) and T a ,
Equation 22.4.13 can be integrated over the month to give QD for this zero-capacitance
building:

QD = UkAr (τα)

UL + Uk

∑
(IT − ITc)

+ (22.4.14)

where the critical radiation level ITc which makes Q̇D zero is given by

ITc = 1

(τα) Ar

[
(UA)ad

(
UL

Uk

+ 1

)
Tb − T a

Tr − T a

+ ULAr

]
(Tr − T a) (22.4.15)
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The summation in Equation 22.4.14 is the same as that in the definition of the daily
utilizability φ Equation 2.24.1. Thus

QD = UkArSNφ

UL + Uk

(22.4.16)

Equations 22.4.8 and 22.4.9 provide estimates of the limits of the performance
of collector-storage wall systems. The solar fractions corresponding to the limits are
defined as

f∞ = 1 − QAux,∞
Lad + Lw

= Lw + Qn

Lad + Lw
(22.4.17)

and

f0 = 1 − QAux,0

Lad + Lw
= f∞ − Uk

UL − Uk

φX (22.4.18)

where the solar-load ratio X is defined as

X = SNAr

Lad + Lw
(22.4.19)

To establish where between these limits a real systemwill operate, correlation methods
are used. A parameter is needed that describes the storage capacity of the system that
includes the storage capacity of the building, Sb, and that of the wall, Sw. The building
thermal storage capacity for a month (i.e., with N cycles) is

Sb = Cb (�Tb)N (22.4.20)

whereCb is the effective building storage capacitance and�Tb is the allowable temperature
swing, that is, the difference between the high and low thermostat setpoints. Values of Cb

can be estimated from information in Table 9.5.1. The storage capacity of the wall for the
month (i.e., with N cycles) is

Sw = Cpδ Arρ (�Tw)N (22.4.21)

where Cp, ρ, δ, and Ar are the heat capacity, density, thickness, and area of the wall,
respectively, and �Tw is one-half of the difference of the monthly average temperatures
of the outside and inside surfaces of the wall (the monthly average gradient through the
wall being linear). The heat transfer through the wall into the heated space, Qn, can be
expressed in terms of �Tw as

Qn = 2kAr

δ
(�Tw) �t N (22.4.22)
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Thus

Sw = ρCpδ2Qn

2k �t
(22.4.23)

A correlation for f [here defined as 1 − QAux/(Lad + Lw)] has been developed from
simulations. Here, f is a function of f∞ and a dimensionless storage-dump ratio defined
as the ratio of a weighted storage capacity of the building and wall to the energy that would
be dumped by a building having zero capacitance:

Y = Sb + 0.047Sw
QD

(22.4.24)

The correlation for f is shown in Figure 22.4.3. The equation for the solar fraction is6

f = min {Pf∞ + 0.88(1 − P)[1 − exp(−1.26f∞)], 1} (22.4.25a)

P = [1 − exp(−0.144Y )]0.53 (22.4.25b)

[Monsen et al. (1982) did not use the zero-capacitance limit in the correlation. However,
Equations 22.4.25 and 22.4.18 predict approximately the solar fraction at zero thermal
storage.]

To estimate the annual performance of a collector-storage wall system, a set of steps
for each month are to be followed. First, the month’s absorbed radiation is calculated by the
methods of Section 5.10. Second, the loads Lad and Lw are estimated, taking into account

Figure 22.4.3 Correlation for f as function of f∞ and storage-dump ratio Y . From Monsen et al.
(1982).

6In Equation 22.4.18, f∞ can exceed unity, and it should not be limited to the range 0 to 1 when used in Equation
22.4.25a.
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internal generation if necessary. Third, the month’s net heat gain across the collector-
storage wall Qn is estimated using Equations 22.4.5 to 22.4.7. Fourth, the energy dump
that would occur in a zero-capacitance system QD is calculated from Equation 22.4.16.
This requires that daily utilizability be known based on the critical radiation level given
by Equation 22.4.15. Fifth, a series of additional parameters are needed to calculate f

from Equation 22.4.25. These are f∞ (from Equation 22.4.17), Sb and Sw (the building
and wall effective thermal capacitances from Equations 22.4.20 and 22.4.23), and Y (the
storage-dump ratio, Equation 22.4.24). The last step is to calculate the auxiliary energy
required for the month:

QAux = (Lad + Lw)(1 − f ) (22.4.26)

The monthly auxiliary energy requirements are then summed to get the annual auxiliary
energy needs.

Example 22.4.1

A collector-storage wall system is to be designed for Springfield, Illinois. The daily
average energy absorbed by this wall in megajoules per square meter, (τα), the ambient
temperature, and the number of degree days to base 18.3◦C are given in the table for
Example 22.3.1. The south-facing vertical collector-storage wall is double glazed. Night
insulation is not to be used.

The building has the following characteristics. The minimum allowable inside tem-
perature Tr = 18.3◦C, the allowable temperature swing �T = 6◦C, and internal energy
generation is small. The (UA)h = 138 W/

◦C, and the effective heat capacity of the build-
ing Cb = 23.5 MJ/◦C. The overall heat transfer coefficient from the storage wall to the
interior is 8.3 W/m2 ◦C

The wall has the following characteristics. It is masonry with a density of 2105 kg/m3,

and its heat capacity is 0.95 kJ/kg ◦C. The wall is 0.46m thick and has an area of 18 m2

(the same as the solar aperture). The loss coefficient for the double-glazed wall to the
outside is estimated by the methods of Section 6.4 to be 2.50 W/m2 ◦C. Thus δw =
0.46 m, ρw = 2105 kg/m3, Cp,w = 0.95 kJ/kg ◦C, Ar = 18 m2, UL = 2.50 W/m2 ◦C,

Ui = 8.3 W/m2 ◦C, and kw = 1.73 W/m ◦C.

What is the estimated need for auxiliary energy for this building for the year?

Solution

The solution for January is shown in detail. The results of the calculations for all months
are tabulated. The steps areas outlined below.

Step 1: The values of S and (τα) are reproduced from Examples 5.10.1 and 22.3.1.
Step 2: Calculate the loads Lad and Lw with Equations 22.4.1 and 22.4.2 using

degree-day data from Appendix D:

Lad = 138 × 657 × 24 × 3600 = 7.83 GJ

Uw =
(

1

2.5
+ 1

8.3
+ 0.46

1.73

)−1

= 1.27 W/m2 ◦C

Lw = 1.27 × 18 × 657 × 24 × 3600 = 1.30 GJ
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Step 3: Estimate Qn from Equations 22.4.5 to 22.4.7. The conductance from the outer
wall to the room is

Uk = 8.3 × 1.73

1.73 + 8.3 × 0.46
= 2.59 W/m2 ◦C

The average wall temperature is

T w = 7.6 × 106 + [2.59 × 18.3 + 2.5(−3)] × 86,400

(2.59 + 2.5) × 86,400
= 25.1◦C

Then the net heat transferred into the rooms through the storage wall is

Qn = 2.59 × 18(25.1 − 18.3) × 86,400 × 31 = 0.849 GJ

Step 4: Estimate QD that would occur if the capacitance of the system were zero using
Equation 22.4.16. This requires the calculation of ITc and φ:

ITc = 1

0.7 × 18

[
138

(
2.5

2.59
+ 1

)
18.3 − (−3)

18.3 − (−3)
+ 2.5 × 18

]

× [18.3 − (−3)] = 535 W/m2

(Note that Tr and Tb are the same in this example. As shown in Chapter 9, where internal
generation ġ is significant, Tb will be lower than Tr .)

Next calculate φ. The procedure is like that outlined in Example 22.3.1. The following
intermediate results are obtained:ωs = 71.3◦

, rt,n = 0.174, rd,n = 0.162, Hd/H (at KT =
0.436) = 0.70, Rb,n = 1.80, Rn = 1.108, R = 1.63, and R/Rn = 1.47. Thus

Xc = 535 × 3600

0.174 × 1.108 × 6.63 × 106
= 1.50

Now calculate φ from Equation 2.24.4. As in Example 22.3.1, a = −0.332, b = −1.171,
c = 0.254:

φ = exp[(−0.332 − 1.171 × 0.678)(1.50 + 0.254 × 1.502)] = 0.097

We can now calculate QD from Equation 22.4.16:

QD = 2.59 × 18 × 7.60 × 106 × 31 × 0.097

2.5 + 2.59
= 0.208 GJ
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Step 5: Calculate f∞, Sb, Sw, and Y from Equations 22.4.17 to 22.4.24:

f∞ = 1.30 + 0.849

7.83 + 1.30
= 0.235

Sb = 23.5 × 106 × 6 × 31 = 4.37 GJ

Sw = 2105 × 0.462 × 950 × 0.849 × 109

2 × 1.73 × 86,400
= 1.20 GJ

Y = (4.37 + 0.047 × 1.20) × 109

0.208 × 109
= 21.3

[Note that f0 is not used in the calculation of LA, but it is interesting to compare it
with f∞ to find the maximum performance improvement attributable to storage. The
zero-capacitance limit can be calculated from Equation 22.4.25 with both Y and P equal
to zero:

f0 = 0.88[1 − exp(−1.26 × 0.235)] = 0.266

In this low-solar-fraction example for this month the maximum improvement in solar
fraction on going from zero capacitance (f0 = 0.266) to infinite capacitance (f∞ = 0.235)
is about 10%.]

Step 6: Calculate the solar fraction f and QAux from Equations 22.4.25 and 22.4.26:

P = [1 − exp (−0.144 × 21.3)0.53 = 0.975

f = 0.971 × 0.235 + 0.88(1 − 0.975)[1 − exp(−1.26 × 0.235)] = 0.234

QAux = (7.83 + 1.30) × 109 × (1 − 0.234) = 6.99 GJ

The process is repeated for the other months of the heating season. The annual requirement
for auxiliary energy for this building is 27 GJ. The results are shown in the table.

Month
S,

MJ/m2 (τα)

Lw + Lab,

GJ
Qn′
GJ

IT ,c,

W/m2 φ

QD,

GJ fi f

QAux,

GJ

January 7.60 0.70 9.13 0.85 535 0.097 0.21 0.24 0.23 7.0
February 8.47 0.67 7.48 1.10 504 0.120 0.26 0.29 0.29 5.3
March 7.32 0.63 6.16 1.20 400 0.172 0.36 0.34 0.33 4.1
April 6.36 0.58 2.95 1.37 192 0.442 0.77 0.61 0.57 1.3
May 5.84 0.55 1.18 1.58 41 0.849 1.41 1.48 1.00 0
June 5.63 0.54 0.25 1.83 0 1.000 1.55 7.44 1.00 0
July 5.63 0.52 0.14 2.02 0 1.000 1.61 14.66 1.00 0
August 6.42 0.55 0.20 2.17 0 1.000 1.82 11.31 1.00 0
September 7.98 0.61 0.65 2.29 0 1.000 2.19 3.65 1.00 0
October 9.35 0.66 2.32 2.39 115 0.703 1.87 1.17 0.94 0.2
November 8.44 0.70 5.38 1.59 309 0.315 0.73 0.44 0.43 3.1
December 6.61 0.70 8.23 0.69 485 0.120 0.23 0.23 0.23 6.4

Total 27.4

�
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22.5 HYBRID SYSTEMS: ACTIVE COLLECTION WITH PASSIVE STORAGE

Active air or liquid collectors may be used in heating of buildings in which storage is
provided in the structure of the building. This hybrid system has the advantages of control
of thermal losses from the receiver (the collector) by shutdown when the radiation is below
the critical level and elimination of the cost and complexity of a separate storage system.
It has the disadvantages of the significant temperature swings needed in the building
to provide storage and, for given building structure and allowable temperature swing,
upper limits on the amount of solar energy that can be delivered to the building. Active
collection–passive storage systems may be applied as retrofits to buildings that cannot
accommodate large active systems, particularly in areas of high building density where
shading limits the utility of direct-gain or collector-storage wall passive systems but roof
areas are available for collection.

The systems are relatively simple. Air heating collectors or liquid heating collectors
with liquid-air heat exchangers may be used to supply energy that is distributed by airflow
to the heated spaces. Controls are required to turn on collector fluid flow when collection is
possible and to turn off the collector or otherwise dump energy when the building interior
temperature reaches its maximum allowable value.

A method for estimation of annual performance of these systems based on utilizability
concepts has been devised by Evans and Klein (1984a). It is similar to that of Monsen et al.
(1981) for direct-gain passive systems (Section 22.3), with estimation of active collector
performance by φ methods. Two critical radiation levels are defined, one for the collector
and one for the building. Limits of performance are again established by consideration of
infinite- and zero-capacitance buildings, with the performance of real buildings determined
by correlations based on simulations.

As shown in Section 21.2, the output of an active collector for a month can be
expressed as ∑

Qu = AcHT FR (τα) Nφc = AcFRSNφc (22.5.1)

where the monthly average utilizability associated with collecting energy is designated as
φc. The heat removal factor in Equation 22.5.1 and subsequent equations should include
the modifications discussed in Chapter 10 (i.e., F ′

R should be used for FR). The critical
radiation level to be used in determining φc is

ITc,c = FRUL (T i − T a)

FR (τα)
(22.5.2)

where all symbols are the same as for Equation 21.2.2 and T i is the monthly average inlet
temperature, in this case the building temperature during collection. For the limiting cases
of zero and infinite building capacitance, Ti will be constant. For real cases, Ti will vary
above the minimum building temperature, but this variation normally does not significantly
affect 
Qu.
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For a building with infinite storage capacity the monthly energy balance is

QAux,∞ =
(
L −

∑
Qu

)+
(22.5.3)

For a building with zero capacitance, energy will have to be dumped if at any time
the solar gain exceeds the load. The analysis is exactly parallel to that in Section 22.3 for
direct-gain systems. The intensity of radiation incident on the collector that is just enough
to meet the building heating load without dumping is called the dumping critical radiation
level ITc,d . On a monthly average basis it is given by

ITc,d = (UA)h (T b − T a) + AcFRUL (T i − T a)

AcFR (τα)
(22.5.4)

where (UA)h is again the overall loss coefficient-area product of the building, T b is the
average building base temperature, and T i is the average building interior temperature.

Thus for the zero-capacitance building, on a monthly average basis, a radiation level
of ITc,c is necessary to permit collection. A radiation level of ITc,d is necessary for the
collector to just meet the building loads without dumping. This is shown in Figure 22.5.1
for a sequence of three days. Energy above ITc,d must be dumped and can be estimated as

QD = AcFRSNφd (22.5.5)

where φd is the monthly average utilizability (more accurately, unutilizability) based on
ITc,d . The energy supplied by the collector that is useful in meeting the heating load of this
zero-capacitance building is then the difference between the total energy collected and the
energy dumped:

Qu,b =
∑

Qu − QD = AcFRSN (φc − φd) (22.5.6)

The auxiliary energy required for the month for this zero-capacitance building is then

QAux,0 =
(
L −

∑
Qu + QD

)+
(22.5.7)

Figure 22.5.1 Sequence of days showing the collecting critical radiation level ITc , c and the
dumping critical radiation level ITc,d for the zero-capacitance house.
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Equations 22.5.3 and 22.5.7 establish the limits of auxiliary energy requirements. The
auxiliary energy requirements for a building with finite capacitance can be estimated by
correlations of f, the fraction of the month’s energy supplied from solar energy, with a
solar-load ratio X and a storage-dump ratio Y, where X and Y must be properly defined
for the active collection-passive storage system. The SLR is

X = AcFRSN

L
(22.5.8)

The storage-dump ratio is

Y = Cb �Tb

AcFRSφd

= NCb �Tb

QD

(22.5.9)

The building capacitance is the product of the passive energy storage capacity Cb and the
allowable building temperature swing �Tb, as in Equation 22.3.12.

The correlation for monthly solar fraction is in terms of φc, the monthly collecting
utilizability, and φd, the monthly dumping utilizability7:

f = PXφc + (1 − P)(3.082 − 3.142φu)[1 − exp(−0.329X)] (22.5.10a)

P = [1 − exp(−0.294Y )]0.652 (22.5.10b)

φu = 1 − φc + φd (22.5.10c)

The quantity φu is the zero-capacitance system unutilizability resulting from energy loss
from collectors (1 − φc) and energy loss by dumping φd .

For the month, the auxiliary energy requirement is then

QAux = L(1 − f ) (22.5.11)

As with other design methods, this method is applied each month and the auxiliary
energy requirements summed to obtain annual energy needs, the significant result. Com-
parisons of annual energy requirements obtained by this method with those obtained from
detailed simulations show good agreement for a wide range of system design parameters
and locations.

Systemswith active storage (evaluatedwith thef -chart-chartmethod) can be compared
with the same systems except for passive storage (evaluated with the utilizability techniques
of this section). Figure 22.5.2 shows an example of solar fraction as a function of collector
area for each type. For the systems with active storage, the storage capacity increases in
proportion to collector area. For the system with passive storage, the capacity is fixed by
the design of the building. For this example, the solar contribution is the same for each
system up to an area of about 25 m2 and an annual solar fraction of 0.3. Evans et al. (1985)

7Equation 225.10 reduces to Equation 22.3.1 for direct-gain systems. For direct-gain systems, ITc,c = 0 and

φc = 1. Then φu is the same as φa, FR = 1, and X and Y will be the same as in Equations 22.3.9
and 22.3.12.
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Figure 22.5.2 Annual solar fraction as function of collector area for systems in Madison, WI.
Adapted from Evans and Klein (1984a).

show that the collector area at which the differences in performance became significant
can be characterized by a ratio of active storage capacity to passive storage capacity. If it
is assumed that the active storage capacity is Ac(mCp)s × 75, that is, that the store can
change temperature over a 75◦C range, and if the passive capacity is the numerator in
Equation 22.5.9, that is, Cb �Tb, then the ratio of the two storage capacities is

Qs,a

Qs,p

= 75 Ac (mCp)s

Cb �Tb

(22.5.12)

If this ratio is less than 2.5, the active storage annual performance advantage will be less
than 5%. If the ratio is greater than 2.5, the advantage may or may not exceed 5%, and
analyses of both types of systems should be made to evaluate relative performance.

Passive storage implies an upper limit to storage capacity and thus to solar contributions
to annual loads. Addition of collector area beyond about 100 m2 to the passive storage
system of Figure 22.5.2 adds little to the solar contribution. A maximum annual solar
contribution Fmax is shown; it can be estimated from the passive storage capacity Qs,p and
the yearly heating load QAux:

Fmax = 0.655

(
Qs,p

QAux

)0.36

(22.5.13)

The resulting estimated maximum annual solar fraction is within ± 6% for a 90%
confidence interval compared to the design method. Figure 22.5.3 shows Fmax as a function
of the annual load per square meter of floor area for light, medium, and heavy construction
as defined in Table 9.5.1 for an allowable temperature swing of 7◦C. This figure is based
on a wide range of heating loads for uninsulated to heavily insulated buildings. It serves
to quickly estimate the best that can be done with large collector areas, that is, the limits
imposed on annual performance by storage considerations alone.

Example 22.5.1

A building in Springfield, Illinois, is to be heated by an active collection–passive storage
system. The collector is to be located on the roof facing south at a slope of 55◦

. The
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Figure 22.5.3 The Fmax as function of annual load per square meter of floor area and building
construction for an allowable temperature swing of 7◦C. From Evans and Klein (1984a).

incident radiation and (τα) (calculated by the methods of Chapters 2 and 5 using a ground
reflectance of 0.3) are shown in the table below.

The collector is an air heater with FR (τα)n = 0.62 and FRUL = 3.10 W/m2 ◦C.
Absorptance at normal incidence is 0.93 and the collector has one cover withKL = 0.0125,
resulting in (τα)n = 0.846. Air goes from the building interior into the collector and the
heated air is returned directly via the warm air duct system to the building. Collector area
is 20 m2.

By the notation of Table 9.5.1 the structure is of medium construction and is estimated
to have a thermal capacitance of 22.9 MJ/◦C. It has a floor area of 150 m2, the overall loss
coefficient-area product (UA)h = 175 W/

◦C, and the loads are adequately represented by
use of degree-days to base 18.3◦C when the interior temperature is 21◦C. The allowable
temperature range in the building is 21 to 26◦C.

Solution

The calculations are done by months. For a month, the first calculation is the load. Then the
critical radiation levels ITc,c and ITc,d are determined from Equations 22.5.2 and 22.5.4, and
the utilizabilities φc and φd are calculated by the methods of Section 2.24. The solar-load
ratio X and the storage-dump ratio Y are then determined by Equations 22.5.8 and 22.5.9.
Then f is calculated by Equation 22.5.10 and QAux by Equation 22.5.11. The procedure
is illustrated in detail for January, and the results for the year are summarized in the table.

For January,

FR (τα) = 0.62 × 0.812

0.846
= 0.595

QAux = 175 × 657 × 86,400 = 9.93 GJ

From Equation 22.5.2, the collecting critical radiation level is

ITc,c = 3.10[21 − (−3)]

0.595
= 125 W/m2
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From Equation 22.5.4, the dumping critical radiation level is

ITc,d = 175[18.3 − (−3)] + 20 × 3.10[21 − (−3)]

20 × 0.595
= 438 W/m2

For this month and location, from the methods of Chapter 2, n = 17, δ = −20.9◦
,

ωs = 71.3◦
, Ho = 15.21 MJ/m2, rt,n = 0.174, rd,n = 0.162, KT = 0.436, and Hd/H (at

KT = 0.436) is 0.70. Then Rb,n = 2.05, Rn = 1.30, R = 1.764, Rn/R = 0.734, a =
−0.332, b = −1.171, and c = 0.254. To calculate φc we first calculateXc,c from Equation
2.24.3:

Xc,c = 125 × 3600

0.174 × 1.30 × 6.63 × 106
= 0.300

and then, from Equation 2.24.4, φc = 0.680.
To calculate φd, we need Xc,d :

Xc,d = 438 × 3600

0.174 × 1.30 × 6.63 × 106
= 1.051

and φd = 0.204.
The absorbed radiation per unit area of collector S is 9.50 MJ. Next calculate the

solar-load ratio X by Equation 22.5.8:

X = 20 × 0.733 × 9.50 × 106 × 31

9.93 × 109
= 0.435

Calculate Y, the storage-dump ratio, by Equation 22.5.9:

Y = 22.9 × 106 × 5

20 × 0.733 × 9.50 × 106 × 0.204
= 4.030

We can now use Equations 22.5.10 to get P, φu, and f :

P = [1 − exp(−0.294 × 4.030)]0.652 = 0.788

φu = 1 − 0.680 + 0.204 = 0.524

f = 0.788 × 0.435 × 0.680 + (1 − 0.788)(3.082 − 3.142 × 0.524)

× [1 − exp(−0.329 × 0.435)] = 0.273

Then
QAux = 9.93(1 − 0.273) = 7.22 GJ
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A check of the solar fraction f for May and October shows 100% solar, and no
auxiliary will be required for those and the intervening months. The annual auxiliary
energy required is the sum of the monthly values and is estimated to be 27 GJ.

S, L, ITc,c, ITc,d , QAux,

Month MJ/m2 (τα) GJ W/m2 W/m2 φc φd f GJ

January 9.50 0.81 9.93 125 438 0.68 0.20 0.27 7.2
February 11.65 0.80 8.13 116 404 0.73 0.28 0.36 5.2
March 11.74 0.78 6.70 92 311 0.78 0.39 0.46 3.6
April 12.38 0.76 3.21 50 149 0.88 0.66 0.75 0.8
May 12.97 0.75 1.29 23 43 0.95 0.90 1.00 0.0
June 13.46 0.75 0.27 0 0 1.00 1.00 1.00 0.0
July 13.66 0.75 0.15 0 0 1.00 1.00 1.00 0.0
August 13.85 0.76 0.21 0 0 1.00 1.00 1.00 0.0
September 14.16 0.79 0.71 5 0 0.99 1.00 1.00 0.0
October 13.59 0.80 2.53 37 101 0.92 0.78 0.90 0.2
November 11.11 0.84 5.89 75 250 0.81 0.36 0.47 3.1
December 8.16 0.81 8.95 115 399 0.68 0.22 0.26 6.6

Total 47.93 26.7

�

22.6 OTHER HYBRID SYSTEMS

Buildings may have both passive and full active heating systems. The nature of these
systems is such that the passive system will meet whatever part of the loads it can, and the
active system, plus auxiliary, will meet the balance of the loads. The passive part of this
hybrid system will function in essentially the same way as it would without the active part,
and its performance can be estimated by the methods of Sections 22.2 to 22.4. The loads
that the active system plus the auxiliary source must meet are as a first approximation the
QAux for the passive system.

Corrections to this load on the active plus auxiliary system can be made for two
effects. First, the time distribution of the loads on the active system is different. Passive
gains tend to be in the daytime and evening, so the loads seen by the active system tend
to be in the night and morning, resulting in increased storage temperature and diminished
performance. Second, the strategy of control of these hybrid systems will affect mean
building temperature and thus loads. The set temperature for operation of the active solar
system will be higher than that for the auxiliary to assure that solar is used before auxiliary
is supplied. Thus the higher the solar fraction, the higher the mean building temperature
and the greater the loads (Chapter 13), and thus the actual load on the active system will
be higher than that estimated as QAux by the passive method.

Evans et al. (1985) have used simulations to evaluate the extent of these two effects on
the performance of the active part of this kind of hybrid system. The results of temperature
elevation induced by controls are shown in terms of an increase in active system load
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relative to a zero-active-collector-area load; it is a function of the active and passive
contributions. The effects of time distribution of loads are shown in terms of overprediction
of active system performance by the f -chart method and are a function of active and
passive contributions and of active system storage capacity. Neither of these effects is
large; typically they are each a few percent.

Evans andKlein (1984b) have also used simulationmethods to analyze the combination
of active collection–passive storage systems and direct-gain passive systems, both of which
use only the capacitance of the building as storage. Both of these systems deliver energy
to the building, and thus to storage, at the same time. Consequently, energy dump from the
two systems also occurs at the same time, and the flow to the collector must be shut off and
the direct-gain aperture blocked by curtains or shades. It is not practical to calculate the
contributions of the two systems independently, as the performance of each is degraded
from what it would be if the other were not there. The alternative is to assume that the
active and passive collectors deliver energy to the building in essentially the same way and
can be considered as a single system. Under this assumption, the unutilizability methods
can be applied to this hybrid if the critical radiation levels for dumping energy from the
building are properly defined.
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23

Design of Photovoltaic Systems

This chapter is an anomaly in that the processes it treats are not primarily thermal in
nature. However, the equations that are encountered in design of many photovoltaic
(PV) systems are very similar to those describing passive heating processes, and design
methods based on utilizability concepts have been developed that are analogous to those
in Chapter 22 for passive heating. Radiation calculations developed for thermal processes
are directly applicable to PV converters. This chapter includes a brief description of PV
converters (solar cells), models that describe their electrical and thermal characteristics,
a short treatment of models of batteries and other components in the systems, and notes
on applications. These serve as introductions to the design method and to comments on
simulation of PV systems.

Photovoltaic converters are semiconductor devices that convert part of the incident
solar radiation directly into electrical energy. A brief history of photovoltaics is presented
byWolf (1981). An early public demonstration of solar cells occurred in 1955 in Americus,
Georgia, where a small panel of experimental silicon cells provided energy to charge a
battery and power telephone equipment. Since then, tremendous progress has been made
in the development of cell technology and applications. Early hand-made cells were 5%
efficient, were 1 or 2 cm2 in area, and had outputs of a few milliwatts. In recent years
laboratory cells have been reported with efficiencies of over 30%, modules (groups of
cells) are being manufactured with areas of many square meters, and the cells produced
in the world in 2011 had an aggregate peak generating capacity of over 70GW with the
cumulative installed capacity of over 185GW. Solar cells are being used in a range of
applications, from powering watches and calculators to charging batteries for boats and
communications systems to medium-scale systems for power generation. Photovoltaics
have been the means of supplying power to most of the satellites that have been launched
since the beginnings of space programs.

There is a very substantial body of literature on PVs. Maycock and Stirewalt (1981)
present a layman’s treatment of the subject; examples of technical books are Green (1982)
on semiconductors and cells, Nelson (2003) on cell physics, Rauschenbach (1980) on
cell array design, Kenna and Gillett (1985) on a particular application (water pumping),
Messenger and Ventre (2004) on system design, and Fanney et al. (2002) on building
integrated photovoltaics. In addition, there are proceedings of many conferences and
meetings (such as the Photovoltaic Specialists Conferences that are held at approximately
two-year intervals), reviews that have appeared inAdvances in Solar Energy and elsewhere,
and papers in scientific journals.
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23.1 PHOTOVOLTAIC CONVERTERS

Incident solar radiation can be considered as discrete ‘‘energy units’’ called photons.
From Sections 3.1 and 3.2, the product of the frequency ν and wavelength λ is the speed
of light:

C = λν (23.1.1)

The energy of a photon is a function of the frequency of the radiation (and thus also of the
wavelength) and is given in terms of Planck’s constant h by

E = hν (23.1.2)

Thus the most energetic photons are those of high frequency and short wavelength.
The most common PV cells are made of single-crystal silicon. An atom of silicon

in the crystal lattice absorbs a photon of the incident solar radiation, and if the energy
of the photon is high enough, an electron from the outer shell of the atom is freed. This
process thus results in the formation of a hole–electron pair, a hole where there is a
lack of an electron and an electron out in the crystal structure. These normally disappear
spontaneously as electrons recombine with holes. The recombination process can be
reduced by building into the cells a potential barrier, a thin layer or junction across which a
static charge exists. This barrier is created by doping the silicon on one side of the barrier
with very small amounts (of the order of one part in 106) of boron to form p-silicon, which
has a deficiency of electrons in its outer shell, and that on the other side with phosphorus
to form n-silicon, which has an excess of electrons in its outer shell. The barrier inhibits
the free migration of electrons, leading to a buildup of electrons in the n-silicon layer
and a deficiency of electrons in the p-silicon. If these layers are connected by an external
circuit, electrons (i.e., a current) will flow through that circuit. Thus free electrons created
by absorption of photons are in excess in the n-silicon and flow through the external circuit
to the p-silicon. Electrical contacts are made by metal bases on the bottom of the cell
and by metal grids or meshes on the top layer (which must be largely uncovered to allow
penetration of photons). A schematic section of a cell of this type and a schematic of a cell
in a circuit are shown in Figure 23.1.1.

There are many variations on cell material, design, and methods of manufacture.
Amorphous or polycrystalline silicon (Si), cadmium sulfide (CdS), gallium arsenide
(GaAs), and other semiconductors are used for cells.

The output of cells is limited by several factors. There is a minimum energy level (and
thus a maximum wavelength) of photons that can cause the creation of a hole–electron
pair. For silicon, the maximum wavelength is 1.15 µm. Radiation at higher wavelengths
does not produce hole–electron pairs but heats the cell. Each photon causes the creation
of a single hole–electron pair, and the energy of photons in excess of that required to
create hole–electron pairs is also converted to heat. From these considerations alone, the
maximum theoretical efficiency of silicon cells is 23%. In addition, there are reflection
losses at the top surface of the cells (which can be reduced by antireflective coatings). Part
of the top layer of a cell must be covered by the contact grid, which reduces active cell
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Figure 23.1.1 (a) Cross section of a silicon solar cell. (b) Schematic of a cell showing top contacts.

area. There are also electrical effects such as sheet resistance (resistance to the flow of
electrons across the top layer to the grid) that limit cell output.

Solar cell technology is evolving rapidly, in developing new and more efficient cells
and in reducing costs of manufacture. Modules are available with many cells connected
in series and parallel to provide convenient currents and voltages. Cell modules can be
purchased on the market that are over 15% efficient and have design lifetimes of over 10
years. Experimental single crystalline silicon cells have been produced with efficiencies of
25% and cells with multiple junctions (i.e., two or more layers of materials with varying
spectral response) have been constructed that have efficiencies of more than 30%.

23.2 PV GENERATOR CHARACTERISTICS AND MODELS

An assessment of the operation of solar cells and the design of power systems based
on solar cells must be based on the electrical characteristics, that is, the voltage-current
relationships of the cells under various levels of radiation and at various cell temperatures.
Many cell models have been developed, ranging from simple idealized models to detailed
models that reflect the details of the physical processes occurring in the cells. For system
design purposes, the model must provide the means to calculate current, voltage, and power
relationships of cell arrays over the range of operating conditions to be encountered. For
this purpose detailed models do not appear to be needed, and simple models work well.
Rauschenbach (1980), Townsend (1989), Eckstein (1990), and Schroder (1998) review
several models and their utility for system design purposes. The model presented here for
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Figure 23.2.1 Typical I -V and P -V curves for a PV module.

the current-voltage characteristic of PV converters and its dependence on solar radiation
and cell temperature relies only on information available from the manufacturer. Other
models, for example, the Sandia model (King et al., 2004), are available that require
additional information generally not provided by the manufacturer.

Current-voltage (I -V ) characteristics of a typical PV module are shown in
Figure 23.2.1. The current axis (where V = 0) is the short-circuit current Isc, and the
intersection with the voltage axis (where I = 0) is the open-circuit voltage Voc. For this
module the current decreases slowly to about 15V and then decreases rapidly to the
open-circuit conditions at about 21.4V. For comparison, a single 1-cm2 silicon cell at
a solar radiation level of 1000 W/m2 has an open-circuit voltage of about 0.6V and a
short-circuit current of about 20 to 30mA.

The power as a function of voltage is also shown in Figure 23.2.1. The maximum
power that can be obtained corresponds to the rectangle of maximum area under the I -V
curve. At the maximum power point the power is Pmp, the current is Imp, and the voltage
is Vmp. Ideally, cells would always operate at the maximum power point, but practically
cells operate at a point on the I -V curve that matches the I -V characteristic of the load.
This will be discussed further in Section 23.4.

Current-voltage curves are shown in Figure 23.2.2 for a module operating at a fixed
temperature and at several radiation levels. The locus of maximum power points is also
shown. For this module, the short-circuit current increases in proportion to the solar
radiation while the open-circuit voltage increases logarithmically with solar radiation. As
long as the curved portion of the I -V characteristic does not intersect the current axis
(where V = 0), the short-circuit current is nearly proportional to the incident radiation.1

1Thus if the incident radiation is assumed to have a fixed spectral distribution, the short-circuit current can be
used as a measure of incident radiation. It is also possible to impose a bias voltage across the cell, in effect move
the voltage axis to the left, and extend the range of radiation fluxes that can be measured. [See Schöffer et al.
(1964).]
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Figure 23.2.2 The I -V curves for a PV generator at several radiation levels. The locus of maximum
power points is shown.

Cells are mounted in modules, and multiple modules are used in arrays. Individual
modules may have cells connected in series and parallel combinations to obtain the desired
current and voltage. Arrays of modules may likewise be arranged in series and parallel.
For modules or cells connected in series, the voltages are additive, and when connected
in parallel, the currents are additive. If the cells or modules are identical, then connecting,
say, five in series will increase all voltages by a factor of 5 and connecting five in parallel
will increase the current by a factor of 5. If the cells or modules are not identical, a detailed
analysis is required. Figure 23.2.3 shows I -V characteristics of one, two, and four identical
modules connected in various ways.

Figure 23.2.4 is an equivalent circuit that can be used for an individual cell, a module
consisting of several cells, or an array consisting of several modules. At a fixed temperature
and solar radiation, the I -V characteristic of this model is given by

I = IL − ID − Ish = IL − Io

[
exp

(
V + IRs

a

)
− 1

]
− V + IRs

Rsh
(23.2.1)

and the power is given by
P = IV (23.2.2)

This circuit requires that five parameters be known: the light current IL, the diode
reverse saturation current Io, the series resistance Rs, the shunt resistance Rsh, and a
parameter a. All five parameters may be functions of cell temperature and absorbed solar
radiation as discussed later in this section. The parameter a, here called the modified
ideality factor, is related to physical constants and a parameter n by a ≡ nkTNs/q, where
the only unknown is the ideality factor n (equal to 1 for an ideal diode and typically
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Figure 23.2.3 The I -V curves for PV generators connected in various series and parallel
arrangements.

Figure 23.2.4 Equivalent circuit for a PV generator.

between 1 and 2 for real diodes), k is Boltzmann’s constant (1.381 × 10−23 J/K), T is
the cell temperature, Ns is the number of cells in series, and q is the electronic charge
[1.602 × 10−19 coulomb (1 C = 1 A s)]. Schroder (1998) reviews a number of alternatives
for finding the parameters.

The five parameters in the model are obtained using measurements of the current and
voltage characteristics of a module at reference conditions supplied by the manufacturer
and other known PV characteristics. Measurements of PV electrical characteristics tra-
ditionally are made at a standard reference condition: incident radiation of 1000 W/m2,
a cell temperature of 25◦C, and a spectral distribution corresponding to an air mass of
1.5. Measurements of I -V pairs at reference conditions are usually available from the
manufacturer at open-circuit conditions, short-circuit conditions, and maximum-power
conditions. In addition, manufacturers usually supply both the temperature coefficient of
short-circuit current, µI,sc, and the temperature coefficient of open-circuit voltage, µV,oc.

The remainder of this section discusses a method for finding the five parameters at reference
conditions and how the parameters vary with operating conditions.
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Since five parameters are to be determined, five different conditions need to be known.
The method adopted here is to use the three known I -V points, the condition at the
maximum power point where the derivative of power with respect to voltage is zero, and
the temperature coefficient of open-circuit voltage.

At short-circuit conditions the voltage is zero and the current is Isc,ref :

Isc,ref = IL,ref − Io,ref

[
exp

(
Isc,refRs,ref

aref

)
− 1

]
− Isc,refRs,ref

Rsh,ref
(23.2.3)

At open-circuit conditions the current is zero and the voltage is Voc so that

IL,ref = Io,ref

[
exp

(
Voc,ref

aref

)
− 1

]
+ Voc,ref

Rsh,ref
(23.2.4)

The measured I -V pair at maximum-power conditions can be substituted into Equation
23.2.1, resulting in

Imp,ref = IL,ref − Io,ref

[
exp

(
Vmp,ref + Imp,refRs,ref

aref

)
− 1

]
− Vmp,ref + Imp,refRs,ref

Rsh,ref
(23.2.5)

The fourth condition, where the derivative of power with respect to voltage is equal to
zero, results in

Imp,ref

Vmp,ref
=

Io,ref

aref
exp

(
Vmp,ref + Imp,refRs,ref

aref

)
+ 1

Rsh,ref

1 + Io,refRs,ref

aref
exp

(
Vmp,ref + Imp,refRs,ref

aref

)
+ Rs,ref

Rsh,ref

(23.2.6)

The final condition ensures that the known temperature coefficient of open-circuit voltage
is correctly predicted by the model, resulting in

∂Voc

∂T
= µV,oc ≈ Voc (Tc) − Voc (Tc,ref)

Tc − Tc,ref
(23.2.7)

The value chosen for the cell temperature Tc does not matter much as choosing Tc from 1
to 10 degrees above or below Tref does not significantly change the result. The open-circuit
voltage at temperature Tc is found from Equation 23.2.1 with I = 0. But, since Voc cannot
be explicitly solved for in this equation, numerical methods must be used. In addition, it is
necessary to obtain general relationships as to how the parameters a, IL, and Io vary with
operating conditions.

Figure 23.2.5 shows the effect of temperature on a module I -V characteristic; at a
fixed radiation level, increasing temperature leads to decreased open-circuit voltage and
slightly increased short-circuit current. From semiconductor theory (i.e., the definition of
a), assuming the ideality factor n does not depend on temperature, we have

a

aref
= Tc

Tc,ref
(23.2.8)
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Figure 23.2.5 The I -V characteristics of a PV module at temperatures of 0 and 75◦C.

The light current (IL) is nearly a linear function of incident solar radiation. Some
pyranometers in fact use the short-circuit current of a solar cell as a measure of the incident
solar radiation. The light current is observed to depend on the effective absorbed solar
radiation (S as given in Section 5.12), the cell temperature (Tc), and the short-circuit
current temperature coefficient (µI,sc). The light current IL for any operating conditions is
related to the light current at reference conditions by

IL = S

Sref
[IL,ref + µI,sc (Tc − Tc,ref)] (23.2.9)

where S/Sref is the effective absorbed solar ratio estimated according to methods in Section
5.12. When using Equation 23.2.9 to find the reference parameters, S = Sref .

Messenger and Ventre (2004) present an equation from diode theory for the diode
reverse saturation current, Io. The ratio of their equation at the new operating temperature
to that at the reference temperature yields

Io

Io,ref
=

(
Tc

Tc,ref

)3

exp

(
Eg

kT

∣∣∣∣
Tc,ref

− Eg

kT

∣∣∣∣
Tc

)
(23.2.10a)

Eg

Eg,ref
= 1 − C(T − Tc,ref) (23.2.10b)

where Eg is the material bandgap energy [Eg,ref = 1.12 eV (1.794 × 10−19 J) and C =
0.0002677 for silicon and Eg,ref = 1.35 eV (2.163 × 10−19 J) and C = 0.0003174 for



23.2 PV Generator Characteristics and Models 753

gallium arsenide] and k is Boltzmann’s constant (1.381 × 10−23 J/K). All of the quantities
with the subscript ref are from measurements at reference conditions.

The shunt resistance Rsh is found to be essentially independent of temperature but
varies with absorbed radiation. As shown by Rauschenbach (1980), the slope of the I -V
curve at open-circuit conditions is approximately equal to the negative inverse of the
shunt resistance. That is, dI/dV at V = 0 is approximately equal to −1/Rsh. At typical
nonconcentrating radiation levels many modern cells have a very small negative slope
at open-circuit conditions indicating a large shunt resistance. For cells with a significant
slope at nonconcentrating radiation levels the slope is found to decrease (and thus the shunt
resistance increase) as the radiation level decreases (DeSoto et. al, 2006). The following
relationship is used to relate the shunt resistance at reference conditions to that at operating
conditions:

Rsh

Rsh,ref
= Sref

S
(23.2.11)

The series resistance is assumed to be independent of both temperature and solar
radiation so that

Rs = Rs,ref (23.2.12)

The model is now complete. Equations 23.2.3 through 23.2.7 must be solved simulta-
neously in order to determine the five parameters at reference conditions. Due to the highly
nonlinear nature of these equations they are not easily solved unless good initial guesses
and variable limits are used. For modern cells the shunt resistance should be high so a
guess for Rsh,ref of 100 � is reasonable. A good initial guess for aref is 1.5kTrefNs/q. At
short-circuit conditions the second and third terms in Equation 23.2.3 are small, leading to
Isc,ref as a good initial guess for IL,ref . Neglecting the last term in Equation 23.2.5 and the
−1, a good guess for Io,ref is Isc,ref exp(−Voc,ref/aref,guess). Finally, a good guess for Rs,ref
is found by substituting the above guess values into Equation 23.2.1 at maximum power
but with Rsh assumed to be very large (the last term is then negligible) so the equation
can be solved for Rs,ref,guess. Once values are found for the parameters at the reference
condition Equations 23.2.8 through 23.2.12 are used to find the parameters at any operating
condition.

Sometimes it is desirable to find the maximum power point for the model. Differen-
tiating Equation 23.2.2 with respect to V and setting the result equal to zero results in

Imp

Vmp
=




Io

a
exp

(
Vmp + ImpRs

a

)
+ 1

Rsh

1 + Rs

Rsh
+ IoRs

a
exp

(
Vmp + ImpRs

a

)

 (23.2.13)

The general I -V equation at the maximum power point must also be satisfied:

Imp = IL − Io

[
exp

(
Vmp + ImpRs

a

)
− 1

]
−

[
Vmp + ImpRs

Rsh

]
(23.2.14)

The simultaneous solution of these two equations yields the maximum power point current
and voltage.
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Example 23.2.1

A typical PV module with 36 cells in series and an area of 0.633 m2 has the following
measured characteristics at reference conditions: Isc = 4.5 A, Voc = 21.4 V, Imp = 3.95 A
and Vmp = 16.5 V. The temperature coefficient of the short-circuit current µI,sc and the
open-circuit voltage µV,oc are 0.00026 A/K and −0.085 V/K, respectively. Determine the
values of Io, IL, Rs, Rsh, and a at reference conditions. Estimate the maximum power
efficiency at a cell temperature of 67.2◦C and an incident radiation of 648.3 W/m2 on June
1 at latitude 39.2◦ (from Example 5.12.1).

Solution

Finding guess values for the reference parameters following the recommendations in the
paragraph after Equation 23.2.12 results in

Rsh,guess = 100 �

aref,guess = 1.5 × 1.381 × 10−23 × 298.2 × 36

1.602 × 10−19 = 1.387

IL,ref,guess = 4.5 A

Io,ref,guess = 4.5e−21.4/1.387 = 8.96 × 10−7

Rs,ref,guess = 1.387 ln [(4.5 − 3.65)/8.96 × 10−7] − 16.5

3.95
= 0.503

With these guess values Equations 23.2.3 through 23.2.7 must be simultaneously solved
for the five parameters at reference conditions. In Equation 23.2.7 the open-circuit voltage
at Tc − Tref = 10 K is found from Equation 23.2.1 with I = 0 and with values of a and Io

from Equations 23.2.8 and 23.2.10, respectively.2 The results are

Rsh,ref = 52.4 �

aref = 0.9352 V

IL,ref = 4.549 A

Io,ref = 4.782 × 10−10 A

Rs,ref = 0.567 �

a = 0.9666 V at 308.2 K

Io = 2.432 × 10−9 A at 308.2 K

The maximum power point current and voltage can be obtained by solving Equations
23.2.13 and 23.2.14. The equations must be solved numerically. It is just as easy to

2There are really seven equations and seven unknowns, the five parameters at reference conditions and a and Io

at a cell temperature of 10 K above the reference temperature.
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numerically solve for the maximum power by varying V until the maximum power is
found (in some software this is done automatically by maximizing the power with respect
to the voltage). The result of using either method is Imp,ref = 3.95 A, Vmp,ref = 16.5 V,

and Pmp,ref = 65.2 W. With an incident solar radiation of 1000 W/m2 the cell efficiency is
65.2/(0.633 × 1000) = 0.103 or 10.3%.

Equations 23.2.8 through 23.2.11 are used at a cell temperature of 67.2◦C and an
effective absorbed radiation ratio S/Sref = 0.622 (from Example 5.12.1) to determine
a, IL, and Io at operating conditions. From Equation 23.2.8

a = 0.9352
273.15 + 67.2

273.15 + 25
= 1.068 V

From Equation 23.2.9

IL = 0.684[4.549 + 0.00026(67.2 − 25)] = 3.119 A

From Equation 23.2.10

Eg = 1.12[1 − 0.0002677 (67.2 − 25)] = 1.11

Io = 4.782 × 10−10
(
340.35

298.15

)3

exp

[
1.602 × 10−22

1.381 × 10−26

(
1.120

298.15
− 1.107

340.15

)]

= 2.436 × 10−7 A

The two resistances in this model are assumed to be independent of temperature so
Rs,ref = Rs. However, Rsh is a function of absorbed radiation. From Equation 23.2.11

Rsh = 52.4

0.684
= 76.7 �

The maximum power point current and voltage at the operating conditions (incident
radiation 648.3 W/m2 and a cell temperature of 67.2◦C) are obtained by solving Equations
23.2.13 and 23.2.14. The result is Imp = 2.69 A, Vmp = 13.2 V, and Pmp = 35.5 W. The
cell efficiency is then 35.5/(0.633 × 648.3) = 0.086, or 8.6%. �

The temperature dependence of the maximum power point efficiency of a module is
an important parameter in estimating system performance as presented in Section 23.4.
The maximum power point efficiency of a module is given by

ηmp = ImpVmp

AcGT

(23.2.15)

The temperature dependence of this efficiency can be expressed in terms of a maximum
power point efficiency temperature coefficient µη,mp as

3

ηmp = ηmp,ref + µη,mp (Tc − Tc,ref) (23.2.16)

3Generally µη,mp is a negative number.
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Figure 23.2.6 Maximum power as function of module temperature for three radiation levels.

A value of µη,mp can be obtained by solving the cell model for the maximum power
efficiency over a range of temperatures. Figure 23.2.6 shows the results of these calculations
for the module used in the examples of this section. The maximum power point efficiency
is seen to be a linear function of temperature, and for this and many modules it is also a
function of solar radiation.

Fortunately, it is not necessary to repeat the calculations that generated Figure 23.2.6
to estimate µη,mp. From Equation 23.2.12,

µη,mp = dηmp
dT

=
(

Imp
dVmp
dT

+ Vmp
dImp
dT

)
1

AcGT

(23.2.17)

For many modules, µI,sc is small, which indirectly results in a value of dImp/dT of
approximately zero and dVmp/dT to be approximately equal to dVoc/dT . With these
approximations, the temperature coefficient of maximum power efficiency is approximated
by

µη,mp ≈ Imp

AcGT

dVop
dT

= ηmp,ref
µVoc

Vmp
(23.2.18)

Example 23.2.2

For the module and reference conditions of Example 23.2.1, estimate µη,mp from Equation
23.2.18 and compare it with the results obtained from Figure 23.2.6. Estimate the module
maximum power at 67.2◦C and an incident radiation of 648.3 W/m2?
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Solution

At the reference conditions the maximum power voltage is 16.5V with an efficiency of
10.3% (Example 23.2.1). Thus, from Equation 23.2.18,

µη,mp = −0.103 × 0.085

16.5
= −0.00053 K−1

From Figure 23.2.6 the correct value is

µη,mp = ηT 2 − ηT 1

T2 − T1
= PT 2 − PT 1

AcGT (T2 − T1)
= 54.5 − 73.1

0.633 × 1000 × 50
= −0.00059 K−1

which is about 10% higher than the estimate.
The maximum power point efficiency at operating condition 67.2◦C is found from

Equation 23.2.16 using the efficiency of 0.103 from Example 23.2.1:

ηmp = 0.103 − 0.00053(67.2 − 25) = 0.081

which predicts the maximum power to be

Pmp = 0.081 × 0.633 × 648.3 = 33 W

The maximum power at operating conditions from Example 23.2.1 is 34W. �

23.3 CELL TEMPERATURE

The temperature of operation of a PV module is determined by an energy balance. The
solar energy that is absorbed by a module is converted partly into thermal energy and
partly into electrical energy which is removed from the cell through the external circuit.
The thermal energy must be dissipated by a combination of heat transfer mechanisms;
the upward losses occur by the same mechanisms as losses from the covers of flat-plate
collectors, as detailed in Section 6.4. Back losses will usually be more important than in
thermal collectors, since heat transfer from the module should be maximized so the cells
will operate at the lowest possible temperature.

In some array designs, cells are operated at elevated radiation levels by use of linear
or circular concentrators. Cell temperature control may be enhanced by water cooling; in
these cases, the loss coefficient must be modified to account for the additional mechanism
for heat transfer, and the sink temperature to which this heat transfer occurs may not be
the ambient temperature.

Cell arrays have been designed and built to produce combinations of electrical and
thermal energy. The University of Delaware Solar One, a residential-scale experimental
building, was equipped with PV cells that were air cooled; the cooling air was used for
space heating in the building. A system based on a similar concept is installed on a house
in Providence, Rhode Island (Loferski et al., 1988). For best operation of the cells, they
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should be at the minimum possible temperature which limits the possible applications of
combined systems to situations where thermal energy is needed at low temperatures.

An energy balance on a unit area of module which is cooled by losses to the
surroundings can be written as4

(τα)GT = ηcGT + UL (Tc − Ta) (23.3.1)

where (τα) is the effective transmittance-absorptance product that when multiplied by the
incident radiation yields the energy that is absorbed and ηc is the efficiency of the module
in converting incident radiation into electrical energy. This efficiency will vary from zero
to the maximum module efficiency depending on how close to the maximum power point
the module is operating. The loss coefficient UL will include losses by convection and
radiation from top and bottom and by conduction through any mounting framework that
may be present, all to the ambient temperature Ta.

The nominal operating cell temperature (NOCT) is defined as the cell or module
temperature that is reached when the cells are mounted in their normal way at a solar
radiation level of 800 W/m2, a wind speed of 1 m/s, an ambient temperature of 20◦C, and
no-load operation (i.e., with ηc = 0). The mounting has a strong impact on the NOCT so
care must be exercised in using the NOCT if the cells are not mounted in the same manner
as they are tested. Measurements of the cell temperature, ambient temperature, and solar
radiation can be used in Equation 23.3.1 at NOCT conditions:

(τα)GT,NOCT = UL,NOCT (TNOCT − Ta,NOCT) (23.3.2)

The cell temperature at any ambient temperature is then found from

Tc − Ta

TNOCT − Ta,NOCT
= GT

GNOCT

UL,NOCT

UL

[
1 − ηc

(τα)

]
(23.3.3)

The (τα) in the last term of Equation 23.3.3 is not generally known, but an estimate of
0.9 can be used without serious error since the term ηc/(τα) is small compared to unity.
It is clear that Equation 23.3.3 does not account for the variation in cell temperature with
wind speed unless the ratio of the two loss coefficients is known. One approximation is to
replace the ratio by the ratio of Equation 3.15.2 at NOCT and actual operating conditions:

Tc − Ta

TNOCT − Ta,NOCT
= GT

GNOCT

9.5

(5.7 + 3.8V )

[
1 − ηc

(τα)

]
(23.3.4)

where V is the local wind speed in meters per second. In design practice the local wind
speed is seldom known with any certainty. If the actual mounting is not the same as used
in the NOCT test, then estimates given by Equation 23.3.3 or 23.3.4 will not be correct.

Other approaches to determining the operating cell temperature have been proposed
by Sandia (King et al., 2004) and NIST (Davis et al., 2001). In both cases additional

4These energy balances can also be written for an hour in terms of IT .
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information beyond that supplied by the manufacturer is needed. However, the necessary
information for many PV modules using the Sandia method is provided on its website.

Example 23.3.1

For the module of Examples 23.2.1 and 23.2.2, determine the module temperature in a
desert location where the ambient temperature is 48.8◦C, the wind speed is 1 m/s, and the
incident solar radiation is 648.3 W/m2. The module is operating at its maximum power
point. At NOCT conditions, the module temperature is 45.0◦C.

Solution

This is a trial-and-error solution. First guess the module efficiency and find the cell
temperature from Equation 23.3.3. With this cell temperature and with values of
Io,ref, LL,LL,ref, and aref from Example 23.2.1, use Equations 23.2.8 through 23.2.12
to find values for a IL, Lo, Rsh, and Rs at this temperature. Use Equations 23.2.13 and
23.2.14 to find the maximum power current and voltage. Find the maximum power from
Equation 23.2.2. Evaluate the module efficiency and compare with the initial guess. Since
the module efficiency is not a strong function of temperature, the process will converge
rapidly. Only the final iteration will be shown.

From NOCT conditions, Equation 23.3.4 is used to find the cell temperature:

Tc = 48.8 + (45 − 20)
648.3

800

(
1 − 0.083

0.9

)
= 67.2◦C

From this point on the process is exactly as described in Example 23.2.1, leading to the
maximum power point efficiency of 8.6% �

23.4 LOAD CHARACTERISTICS AND DIRECT-COUPLED SYSTEMS

A PV cell will operate at the voltage and current at which its characteristics match that
of the load to which it is connected. Examples of load characteristics are a resistive load,
a battery, a series motor, and the power grid. The examples in this section are of direct-
connected systems. In the following section, note is made of power conditioning equipment
(maximum power point trackers) that can be used where there is serious mismatch between
generator and load characteristics.

Figure 23.4.1 shows the characteristics of three resistive loads and three I -V curves
for a solar cell module of 65W rated capacity. The I -V curves are typical of those for
three times of day for modules with fixed orientation. The three resistive loads shown
each intersect the module I -V curves at the maximum power points. At any time, the
combination of the module and the load will operate at the intersection of the characteristic
curves of the two components. The optimum load resistance, that is, the slope of the resistive
load curve, will vary throughout a day. A fixed resistive load is thus not an optimum
load for a PV generator. Khouzam et al. (1991) studied the problem of determining the
optimum fixed resistance for clear days. An electronic load that effectively changes the load
resistance with solar radiation to follow the maximum power point is called a maximum
power point tracker, or MPPT (see Section 23.5).
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Figure 23.4.1 Photovoltaic generator characteristics at three incident radiation levels and resistive
load lines corresponding to the maximum power points for each radiation level.

Figure 23.4.2 Charging and discharging characteristics of a lead-acid storage battery.

The charging and discharging characteristics of a single cell of a typical 250-Ah lead-
acid storage battery are shown in Figure 23.4.2 (see Section 8.10). The internal resistance
of a battery depends on the rate of charging, and the battery characteristic thus has a finite
slope. Also, the voltage required to charge a battery (and the voltage produced by a battery
on discharge) is a function of the state of charge F so that as the state of charge nears 100%
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Figure 23.4.3 Current-voltage characteristics for a PV array at three radiation levels and a storage
battery.

the voltage rises rapidly with charging current. As shown in Figure 23.4.3 battery-charging
characteristics can more nearly match the locus of maximum power points than that of a
resistive load. In this figure the cell temperature is 25◦C. As the cell temperature increases,
the curve of the PV maximum power points will shift to the left, providing an even better
match (see Figure 23.2.5).

Photovoltaic generators may be used to drive machines such as electric pumps,
refrigerators, and other devices. Direct-current motors are of several types, each having
different characteristics. The speed at which motors run is a function of voltage and torque,
which in turn depend on the characteristics of the load on the motor. Thus an analysis
of the operation of PV generators supplying energy to motors must be a simultaneous
solution of the characteristics of all of the components. Townsend (1989) and Eckstein
(1990) have compared series, shunt, and permanent-magnet DC motors, including as loads
ventilating fans, centrifugal pumps, and positive-displacement pumps. Figure 23.4.4 shows
the characteristic of two different DC motors (connected to a water-pumping system)
and PV generator characteristics at three radiation levels. The system with the separately
excited motor begins delivering water at a lower incident radiation than the system with
the series motor. Both systems operate far from the maximum power point at both low
and high radiation levels. Thus this load is not well matched to PV cell characteristics,
direct connection is not an efficient arrangement, and power-conditioning equipment would
probably be justified.5

Electrical loads that are combinations of components may be used. A battery may
be wired so as to charge when there is current from the PV generator that exceeds load
current and discharge when the generator does not produce enough. A common circuit

5See Section 23.5.
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Figure 23.4.4 Characteristics of an array of cell modules at five radiation levels coupled to a water
pumping system using two different DC motors. Adapted from Townsend (1989).

Figure 23.4.5 Photovoltaic array with battery and load in parallel.

to accomplish this is shown in Figure 23.4.5. In such a parallel circuit the voltage across
the PV panel, the battery, and the load is the same. At operating conditions the PV array
current is the sum of the load current and the battery current as shown in Figure 23.4.6. The
operating voltage in this situation is found by moving the operating voltage line shown in
the figure until Iarray = Ibattery + Iload.

Figure 23.4.6 Characteristics of PV array, motor, and battery showing the operating voltage when
connected in parallel.
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The effective use of PV generators in many applications will depend on system
arrangements more complex than those of the direct-coupled arrangements inferred here.
Devices for controlling voltage (with some sacrifice of power) can be used for tracking
maximum power points. Some of these control devices and strategies are noted in the
following section.

23.5 CONTROLS AND MAXIMUM POWER POINT TRACKERS

Solar cells are expensive, and in most installations controls are used to maximize the
output of arrays and protect electrical components from damage. Kirpich et al. (1980) and
Messenger and Ventre (2004) provide a general discussion of some of these problems. Two
examples of control mechanisms are described here to illustrate the kinds of considerations
that may be important.

Systems that consist of PV generators, storage batteries, and loads need controls to
protect the battery from overcharge or deep discharge. Overcharge will damage the storage
batteries used in these systems, and high-voltage cutoff or power-shunting devices are
used to interrupt the current to batteries after full charge has been achieved. The voltage
across a battery is a function of the state of charge of the battery. Excessive discharge
will also damage the batteries, and low-voltage cutoff devices are used to detect low
voltages and disconnect the batteries. This results in an interruption of power to the loads
and necessitates the use of either very large batteries or an additional source of electric
energy if very high degrees of reliability are required. Stand-alone systems requiring
very high degrees of reliability have been studied by Klein and Beckman (1987) and
Gordon (1987).

Cell output can be maximized by operating near or at the maximum power point. It
is clear from the descriptions of load characteristics in the previous section that except in
special cases this cannot be achieved without decoupling of the cells and the load (and
batteries). Maximum power trackers are devices that keep the impedance of the circuit of
the cells at levels corresponding to best operation and also convert the resulting power
from the PV array so that its voltage is that required by the load. There is some power loss
associated with the tracking process but efficiencies greater than 90% are possible.

If AC power is needed, DC/AC inverters will be required. This may be the case if AC
machinery is to be operated or if the PV system is to be tied into a utility grid. Inverters
are available that will generate frequencies to match utility frequencies. Grid-connected
systems may have batteries and be controlled so as to maximize the contribution of the
PV system to meeting the load and thus minimize the energy purchased. Or, they may
‘‘float’’ on the grid without batteries, with the system adding to or drawing from the
grid depending on the loads and available radiation. For practical purposes, this type
of system functions as one with infinite storage capacity if the capacity of the grid is
large compared to the capacity of the PV system. Grid-connected systems are sometimes
connected in such a manner that the power meter runs backward whenever excess power
is produced by the PV system and, of course, forward when power is needed from the
grid. In effect the electric utility is paying the PV system owner full retail price for the
generated power. Laws vary and local regulations should be consulted when designing
PV systems.
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23.6 APPLICATIONS

There are many millions of installed PV systems. A handbook on stand-alone PV
systems produced by Sandia (1988) notes that applications as of 1987 included 3100
refrigerators and freezers; 17,500 remote monitoring and data communications stations;
1100 communications systems; 17,000 systems for residences, boats, recreational vehicles,
and so on; and 21,000 water-pumping installations. In recent years these applications have
expanded to uncountable numbers. In addition there are innumerable very small scale
applications for calculators, watches, toys, and so on. In this section, brief descriptions
are provided of four applications to illustrate the range of energy problems that can be
approached with PV generators

A 1320-W generator provides energy to drive an AC submersible pump to provide
a community water supply at Bendals, Antigua (West Indies). The cell array consists of
twenty-eight 12-V modules with four parallel subarrays each with seven modules in series.
The array is mounted at a fixed slope of 17◦ on a tracking mount. Batteries are not used,
and pumped water is stored. A 1500-W three-phase inverter is used. The multistage pump
is driven by a 105-V induction motor, with the pump-motor assembly in a 15-cm borehole.
The head on the pump is 50m, and an average of 19,000 liters of water per day is needed
to supply the community with water.

In the high, dry environment of central Oregon, a VHF radio repeater station is
powered by a 350-W system which includes battery storage. The array is ground mounted
at a slope of 59◦ and consists of eleven 12-V modules in three subarrays, two of 180W and
one of 135W nominal capacity. Each subarray has its own controller to avoid overcharge
or excessive discharge of the batteries. The batteries used have a capacity of 1800 Ah, and
the loads on the system are 58 Ah/day. Thus the system has a nominal storage capacity of
energy to meet the loads for 30 days. Restrictions on charging and deep discharging put the
actual capacity at 14 days; a very high degree of reliability is needed in this application.

A 50-kWp (peak) system provides electrical energy to a dairy farm on Fota Island,
Cork, Ireland (McCarthy and Wrixon, 1986). The loads on the system vary seasonally,
from peak loads of 115 kWh/day in summer to minimum loads of 5 kWh/day in winter.
In the Irish climate, the generator output exceeds 200 kWh/day in summer but provides
only 30 kWh/day in winter. The array includes 2775 modules each of nominal 19-W
capacity, mounted facing south at a 45◦ slope. The maximum recorded output of the array
was 47 kW. The maximum recorded module temperature was 50◦C when the ambient
temperature was 22◦C. Storage is provided in lead-acid batteries having aggregate capacity
of 600 Ah. Inverters are used in the supply to the farm, and a large line-commutated
inverter conditions excess electric energy that is supplied to the utility grid. The system
was installed in 1983; it operates automatically with a weekly visual check and a general
maintenance check each three months.

At Gardner, Massachusetts (near Boston), thirty 2.2-kW generators were installed in
1985 and 1986 on neighboring residences in an experimental study of the impact of large,
distributed PV systems on utility grid loading, design, and protection (Gulachenski et al.,
1988). Each of the 30 systems included a 2-kW inverter, and the outputs of the inverters
were directly connected to the existing distribution panels in the houses. The systems were
all in a small area and represent a possible future ‘‘saturation’’ of PV generators in a
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utility service area. Problems of concern include the effects of slow transients caused by
normal variation of PV generator output; effects of fast transients due to short circuits,
lightning, reduced utility voltage, switching surges, and so on; and the performance of the
inverters and their interactions with household appliances. In aggregate, the 30 systems
have a 50.4-kW capacity at a solar irradiance of 1000 W/m2. The output of the systems
peaks at times of utility peak loads during normal working hours in the summer. The output
exceeds the loads on the residences during the peak hours, and residential systems such
as these can feed power to the grid at peak hours and reduce the utility’s peak generating
capacity needs.

23.7 DESIGN PROCEDURES

There are many parallels between the design of thermal systems and the design of PV
systems. The equipment is sufficiently expensive that investment costs dominate life-cycle
costs, and overdesign of the systems is to be avoided. Thus there is need for means
to predict the annual useful electrical output from PV systems. There is a substantial
body of experience now available on which to base the sizing of these systems. The
methods available for predicting long-term output range from detailed simulations to
design methods based on utilizability concepts to hand calculation methods shown in the
Sandia (1988) handbook. Eckstein (1990) has developed PV component models for the
simulation program TRNSYS (Chapter 19). Computer programs are available that can
assist in the sizing of PV systems and selecting the associated wiring, controls, inverters,
and so on. In this section, a design method developed by Siegel et al. (1981) and Evans
(1981) and extended by Clark et al. (1984) is presented. (It is similar in concept to the
unutilizability design method of Monsen et al. for direct-gain passive heating systems
presented in Chapter 22.) It can be applied to systems meeting loads with any monthly
average hourly load profile but is limited to systems using maximum power point control.

The method includes two major steps. First, systems without storage are considered,
and then the effects of finite (or infinite) storage are taken into account. The simplest
system to analyze is one in which the load always exceeds the generating capacity. If at
times the capacity of the generator is larger than the load, there is an additional problem
of determining how much electriccal energy must be dumped, stored, or sold to a utility.
If a system includes storage batteries of finite capacity, it is also necessary to estimate
the amount of excess energy that will be produced at times when the batteries are fully
charged. Evans et al. (1980a,b) have addressed all of these problems in preparing graphs
for predicting the fraction of loads carried by solar energy for a wide range of daily
load patterns. The method presented here is an analytical method that provides the same
information.

For the ith hour of the day, the power output of a PV array with maximum power
point tracking is

Pi = AcGT,iηmpηe (23.7.1)

where Ac is the array area, GT,i is the incident solar radiation on the array, ηmp is the
maximum power point efficiency of the array as found from Equation 23.2.16, and ηe is the



766 Design of Photovoltaic Systems

efficiency of any power-conditioning equipment. Substituting the cell temperature from
Equation 23.3.3 into 23.2.13 yields

ηmp = ηmp,ref

[
1 + µmp

µmp,ref

(
Ta − Tref

) + µmpGT

µmp,ref

τα

UL

(
1 − ηmp

(τα)

)]
(23.7.2)

The term ηmp/τα is always small compared to unity and thus can be approximated by
ηmp,ref without introducing significant error. The power is then

Pi = AcGT,iηmp,refηe

[
1 + µmp

µmp,ref

(
Ta − Tref

) + µmpGT,i

µmp,ref

τα

UL

(1 − ηmp,ref)

]
(23.7.3)

The monthly average array electrical energy outputEi for the hour i is found by integrating
Equation 23.7.3 over the hourly period i and then summing over the month (e.g., from
10:00 to 11:00 for the month of June). The monthly average array efficiency ηi for the
hour i is the ratio Ei/AcIT . Carrying out the summation yields6

ηi = ηmp,refηe

[
1 + µmp

ηmp,ref

(
T a − Tref

) + µmpGT

ηmp,ref

τα

UL

(1 − ηmp,ref) Zi

]
(23.7.4)

where
Zi = 1

NI
2
T

N∑
n=1

I 2T ,n (23.7.5)

and is a function of geometry and kT . Although Zi can be found using the long-term
distribution of hourly radiation, the process is time consuming. An empirical fit for Zi is

Zi =
(

I o

I T

)2

(a1b1 + a2b2 + a3b3) (23.7.6a)

where

a1 = R2
b + ρ(1 − cos β) Rb + ρ2 (1 − cos β)2

4
(23.7.6b)

a2 = Rb (1 + cos β − 2Rb) + ρ(1 + cos β − 2Rb)
1 − cos β

2
(23.7.6c)

a3 =
(
1 − cos β

2
− Rb

)2

(23.7.6d)

b1 = −0.1551 + 0.9226kT (23.7.6e)

b2 = 0.1456 + 0.0544 ln kT (23.7.6f)

b3 = kT (0.2769 − 0.318kT ) (23.7.6g)

6The instantaneous power output of the cell and the monthly average hourly ambient temperature are assumed to
remain constant for the hour.
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A dimensionless critical radiation is defined as the ratio of a critical radiation level to
the monthly average radiation where the critical level is that at which the output of the
array is equal to the monthly average hourly load for that hour, Li/Acηi :

Xc = ITc,i

I T ,i

= Li

AcηiI T ,i

(23.7.7)

The fraction of the incident radiation that exceeds this critical radiation level is φi and can
be estimated by the Liu and Jordan generalized utilizability functions (Section 2.23) or
(more easily) by the Clark et al. (1984) utilizability functions (Equations 2.23.5 to 2.23.8).

The monthly average hourly generation that exceeds the load can be written as

Eex,i = Eiφi (23.7.8)

and the energy to the load is
EL,i = Ei (1 − φi) (23.7.9)

Monthly average daily excess energy and energy to the load are obtained by summing over
all hours of the day:

EL =
24∑
i=1

EL,i (23.7.10)

and
Eex =

24∑
i=1

Eex,i (23.7.11)

Thus the monthly average fraction of the load carried by the PV system with no storage is

fo = EL∑24
i=1 Li

= EL

L
(23.7.12)

Clark et al. (1984) and Evans (1981) have both studied the effects of load variation on a
time scale smaller than an hour and found that the variation causes little difficulty and that
use of an IT ,c that is constant for an hour is a satisfactory procedure.

From Equation 23.7.11,Eex is the monthly average daily amount of energy that cannot
be utilized by the load when it is generated and so must be stored, dumped, or fed to a
utility grid. If storage is provided, the fraction of the load met by solar will increase by
an amount �fs = f − fo, where f is the solar fraction with storage and fo is that with
no storage. From physical considerations it is possible to put bounds on �fs. To do so, it
is convenient to define a term that is the value of �fs that would be found if all of the
excess energy of a system without storage could be stored. This dumped energy without
storage is

do = ηbEex

L
(23.7.13)

where ηb is the battery storage efficiency.
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If do is much smaller than Bc/L, the ratio of battery capacity to the average daily load,
the battery will never become completely charged and no energy will be dumped. Thus at
the lower limit, as do approaches 0, �fs approaches 0.

If do is very large, that is, if the excess energy that is available for storage is large
compared to the average load, �fs approaches its upper limit. This limit is 1 − fo, since
the fraction of the load supplied by solar energy cannot exceed unity. In addition to this
limit, there is another upper limit on �fs. If do is large, all loads in daytime will be met
by the array and the battery will only be discharged at night. In this situation �fs may be
limited by the ratio of the battery capacity to the load, Bc/L. Thus the upper limit on �fs

can be expressed as

�fmax = min

[(
1 − fo

)
,
Bc

L

]
(23.7.14)

Clark et al. (1984) developed an empirical equation for �fs which satisfies these
constraints for both high and low values of do:

�fs = do + �fmax − [(do + �fmax)
2 − 4Pdo �fmax]

1/2

2P
(23.7.15)

where

P = 1.315 − 0.1059
foL

Bc

− 0.1847

KT

(23.7.16)

The correlation was developed by computing values of �fs for a range of diurnal
load types, three climates, and battery capacities from 0 to 2L. The simulation program
TRNSYS, including PV generator, regulator-inverter, and battery models based on those
of Evans et al. (1978), was used.

Clark et al. (1984) compared the results of performance calculations using the
procedures outlined above with the TRNSYS simulations and found that the standard
deviation of the annual differences was 2.4%. (The standard deviation of 672 monthly load
fractions was 3.9%.)

Example 23.7.1

Determine the March electrical output and solar fraction for a PV power system array that
uses four modules having the following characteristics: NOCT temperature 46◦C, reference
temperature 25◦C, maximum power efficiency 10.4%, single module area 0.427 m2,
temperature coefficient of maximum power point efficiency −0.00050, efficiency of
maximum power point electronics 0.9, array slope 35◦, array azimuth 0◦, usable battery
capacity 1200Wh, and battery efficiency 0.8. The system is located at a latitude of 40◦, the
month is March, the monthly average daily horizontal radiation is 13.2 MJ/m2, the ground
reflectance is 0.2, and the load is constant at 100W between 9 AM and 3 PM and zero at
other times. The 12 monthly average hourly temperatures, beginning at 6 AM, are 4, 5, 5,
6, 8, 10, 11, 12, 12, 11, 10, and 9◦C.
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Solution

The details for only the hour 10 to 11 will be shown. Intermediate values for the
12 hours of interest are shown in the table below. It is first necessary to calculate
solar radiation incident on the array for the hour. For day 75, the average day in
March, δ = −2.4◦

,Ho = 27.4 MJ, and ωs = 88◦
. Thus, KT = 13.2/27.4 = 0.481. From

Equations 2.13.2 and 2.13.4 for the hour 10 to 11, ω = −22.5, rt = 0.129, and rd = 0.123.
From Equation 1.8.2,Rb = 1.347, and from Equation 2.12.1,Hd/H = 0.448, so that from
Equation 2.23.4,

IT = 13.2 × 106 [(0.129 − 0.448 × 0.123) 1.347

+ 0.448 × 0.123 × (1 + cos 35)/2 + 0.2 × 0.129 (1 − cos 35)/2]

= 2.0 MJ

The extraterrestrial radiation for the hour, I o, from Equation 1.10.4 is 3.37 MJ.
From Equation 23.7.6, Zi = 1.525. From Equation 23.3.2 at NOCT conditions, UL/τα =
800/(46 − 20) = 30.8 W/m2 K. The module efficiency for the hour can now be calculated
from Equation 23.7.4:

ηi = 0.104 × 0.9

[
1 − 0.0005

0.104
(8 − 25)

−0.0005 × 2 × 106 × (1 − 0.104) 1.525

0.104 × 30.7 × 3600

]
= 0.090

The monthly average hourly electrical output is Ei = 0.090 × 4 × 0.427 × 2 ×
106/3600 = 86 W.

From 2.23.8,Rh = IT /(HT rT ) = 2.00/(13.2 × 0.129) = 1.17.The dimensionless critical
radiation is the ratio of the critical radiation level from Equation 23.7.7 to the incident
radiation:

Xc,i = Li

IT Acηi

= 100 × 3600

2 × 106 × 4 × 0.427 × 0.090
= 1.166

From Equation 2.23.5, the utilizability φ = 0.159 and from Equation 23.7.8 the hourly
excess Eex,i = 86 × 0.159 = 14 W. The monthly energy to the load is Ei − Eex,i =
86 − 14 = 72 W.

The table shows the results for all of the hours of interest. The monthly average
electric generation is 664W and the excess is 242W. With no storage, useful energy is
available only during the middle 6 h of the days. The total energy to the load for the month
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is 422Wh,7 so the monthly average fraction of the load carried by the PV system without
batteries, fo, is 422/600 = 0.703.

Hour
Ta,◦C

IT ,

MJ Zi ηi

Ei,

Wh
Li,

Wh Xc,i φ

Eex,i ,

Wh
EL,i ,

Wh

6–7 4 0.15 2.228 0.102 7 0 0.000 1.000 7 0
7–8 5 0.60 1.906 0.099 28 0 0.000 1.000 28 0
8–9 5 1.11 1.728 0.096 50 0 0.000 1.000 50 0
9–10 6 1.61 1.604 0.093 71 100 1.412 0.087 6 65
10–11 8 2.00 1.525 0.090 86 100 1.166 0.159 14 72
11–12 10 2.22 1.486 0.088 93 100 1.072 0.193 18 75
12–1 11 2.22 1.486 0.088 93 100 1.077 0.191 18 75
1–2 12 2.00 1.525 0.088 84 100 1.189 0.149 13 71
2–3 12 1.61 1.604 0.090 69 100 1.454 0.075 5 64
3–4 11 1.11 1.728 0.093 49 0 0.000 1.000 49 0
4–5 10 0.60 1.906 0.096 27 0 0.000 1.000 27 0
5–6 9 0.15 2.228 0.100 7 0 0.000 1.000 7 0

Totals 664 600 242 422

To find the contribution by the battery system, �fs must be determined. From
Equation 23.7.13, do = 0.8 × 242/600 = 0.323, and from Equation �fmax = min
[1 − 0.703), 0.323] = 0.297. From Equation 23.7.16, P = 1.315 − 0.1059 × 0.703 ×
600/1200 − 0.1847/0.481 = 0.894, and from Equation 23.7.15,�fs = 0.232. The
monthly fraction of the load supplied by the PV system is then 0.703 + 0.232 = 0.935,
and the monthly average daily electrical output is 0.935 × 600 = 561 Wh. �

A study by Menicucci (1986) compared predictions of long-term PV generator output
using the Clark et al. (1984) method (in the form of the program PV-FCHART) with
measurements on operating systems and found very good agreement. Differences were
between 1 and 4% on an annual basis when the radiation measured on the plane of the
array was used in the performance calculation.

23.8 HIGH-FLUX PV GENERATORS

Cell array costs are for most systems an important part of the total cost of the system. The
contribution of array costs to the total cost ranged from 12 to 60% in the 15 examples cited
in the (Sandia 1988) handbook, with the fraction tending to be larger in larger systems.
The predominance of cell costs has led to consideration of operation of cells at high solar
radiation flux levels on the basis that concentrators cost less than cells. A consideration
in the design of high-flux systems is the maintenance of uniform radiation intensity on
all cells in an array. The current in a series array will be limited by the current in the

7These calculations are shown in terms of rates, in watts. Since these rates are taken as constant over hours, the
energy quantities in watt-hours are numerically the same as the rates.
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cell subjected to the lowest flux; this can degrade performance if one or more cells are
underilluminated.

An early high-flux generator was built and tested by Beckman and Schöffer (1966); it
utilized water cooling from extended heat transfer area on the backs of cells that operated
at about 200 times ordinary solar flux. The output of the cells was about 100 times larger
than that of the same cells in nonconcentrated radiation. Uniform radiation on the array
was achieved by using an assembly of flat mirrors, each reflecting a uniform image onto the
focal plane larger than the PV array. The cells were p-n silicon cells with 20 gridlines/cm;
these were optimized for the 150 to 350 kW/m2 radiation fluxes used in the experiments.

One- and two-axis tracking concentrators are used with PV generators. Refracting and
reflecting systems have been applied. Fresnel refractors have been used with concentration
ratios (ratio of aperture area to cell area) of 40 to 400, linear reflecting concentrators with
ratios of 25 to 40, and CPC-type optics at ratios of about 9. Cells for use with concentrators
have closely spaced front contacts to minimize series resistance in the cells, and as they
operate at higher fluxes and thus higher temperatures, the materials in the cells and coatings
must be able to withstand higher temperatures than cells in normal operation. Cell cooling
can be passive or active; passive cooling involves natural convection over extended heat
transfer areas on the backs of the cells, and active cooling depends on forced circulation
of coolant. A system with active cooling must be fitted with safety devices to defocus the
concentrator in case of coolant flow failure, as permanent cell damage will result from
severe overheating.

23.9 SUMMARY

This discussion of PV cells and their applications is an extremely brief treatment of a
subject about which many books have been written and one in which new technology
appears at a rapid rate. Applications are increasing almost daily. Thus this chapter is only
an introduction to a very large and dynamic topic. However, the same considerations of
incident radiation on fixed and tracking surfaces apply here as in strictly thermal processes.
There is an added consideration that the spectral response of PV cells is such that spectral
distribution of solar radiation is more significant than in thermal devices. The same energy
balance concepts that apply to collectors apply to PV modules, with the modification that
some energy is removed as electrical energy. And the application of utilizability concepts
to the estimation of monthly performance of PV generators is parallel to that for passive
thermal processes. Thus the earlier chapters provide the groundwork for understanding
both thermal and PV processes.
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24

Wind Energy

Wind energy is an indirect form of solar energy; the solar heating of the atmosphere along
with the earth’s rotation creates planetary and local wind patterns. In this chapter the wind
resource is described and a method for reducing wind data to a useful mathematical form
is presented. A simplified theory of wind turbines is then presented. This simplified theory
leads to a basic understanding of the characteristics of actual wind turbines. Combining
the analytical description of the wind resource with the characteristic of an actual wind
turbine leads to a prediction of electrical energy production. Much about wind energy is not
discussed in this chapter, such as the complex meteorology that produces favorable wind
sites, the aerodynamics of turbine blades, the needed controls for producing acceptable
electrical waveforms, the mechanical aspects of gears trains and tower structures, the visual
and avian siting issues, and noise problems.

24.1 INTRODUCTION

Windmills (wind machines used to mill grain) have been used for more than two thousand
years. One of the earliest descriptions is of Persian windmills found in Arab writings of
the ninth century describing windmills in use in the seventh century (El-Wakil, 1984).
However, it is believed that the Persians had vertical-axis grindstones as early as about
200 BC (Eldridge, 1980).

A large variety of wind turbines have been suggested and used at various times and
for various purposes. Figures 24.1.1(a) and (b) show horizontal-axis and vertical-axis
machines. Today the most common new installations are three-bladed horizontal-axis
turbines as shown in Figure 24.1.2, although two-bladed turbines are also common. Most
of these turbines are of the up-wind variety where the blades are in front of the nacelle.
The downwind variety has the advantage that it automatically faces into the wind but
the disadvantage is that the tower blocks some of the incoming wind as well as creating
increased cyclic stressing of the blades as they pass behind the tower. The size of turbines
has increased dramatically over the years. Figure 24.1.3 shows relative sizes of modern
turbines of various power outputs.

Worldwide wind energy production has grown significantly over the past few years.
Figure 24.1.4 shows a 25% annual growth in the worldwide installed capacity between
1996 and 2004, a growth rate that is expected to continue into the immediate future. While
the number of wind turbines has increased significantly, the cost of producing electricity
from the wind has dropped from around 0.30 $US/kWh in 1985 to under 0.05 $US/kWh

774 Solar Engineering of Thermal Processes,  Fourth Edition.   John A. Duffie and William A. Beckman
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Figure 24.1.1 (a) Horizontal axis wind turbines. (b) Vertical axis wind turbines. From Eldridge
(1980).

in 2005. The costs are expected to continue to decline as the technology matures and as
turbine size increases.

Denmark is the leading country in the world relying on wind energy. In 2012 Denmark
produced about 34% of its electrical needs from the wind although some of this wind-
generated electricity was exported. This large fraction is a result of political decisions to
rely heavily on a renewable resource and to promote local industry.

According to the American Wind Energy Association wind farms across the United
States have a total capacity of 47 GW in 2011, enough electricity to serve more than
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Figure 24.1.1 (Continued)

13 million households. The United States expects to install 13 GW of wind energy during
2012, a record-breaking year. The U.S. Department of Energy estimates that approximately
600 GW of wind energy is economical when natural gas prices exceed $4/GJ. This amount
of electricity is enough to provide about 20% of U.S. electrical needs.

It is clear that wind energy is already a major source of electricity and will continue
to grow.
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Figure 24.1.2 Altamont Pass, CA. Photo courtesy of U.S. Department of Energy.
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Figure 24.1.3 Relative sizes of modern wind turbines. Adapted from Manwell et al. (2002).
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24.2 WIND RESOURCE

The planetary wind patterns shown in Figure 24.2.1 are caused by a combination of unequal
solar heating of the earth and the earth’s rotation. The earth receives greater solar heating
at the equator than at the poles, resulting in warm air rising at the equator and flowing
through the upper atmosphere toward the poles. This upper atmospheric wind falls back
to the earth’s surface at the horse latitudes (about 25◦). Simultaneously cold air leaves the
poles and flows near the earth’s surface toward the equator rising at the polar front at about
50◦

. The westerlies, between about 25◦ and 50◦
, flow near the ground between the horse

latitudes and the polar front. The northeast and southeast trade winds flow near the earth’s
surface from the horse latitudes to the equator where the air is heated and rises to the upper
atmosphere. Since this upward flow does not create any steady surface winds the region
is called the doldrums. Because the earth rotates in an eccentric orbit about a tipped axis
relative to the sun-earth plane, seasonal variations occur in these general flow patterns.
Coriolis, inertial, and frictional forces also play a large role in determining the planetary
wind pattern.

Local winds are a result of two different phenomena, the first being the differential
heating of the air above land and the air above water. The sun warms the land surface,
which warms the air above it, thereby reducing the average density. Solar energy incident
on water is partially absorbed in depth and partially used to evaporate water. The result
is that the air above the water is not heated as much as the air above land and thus the

Figure 24.2.1 Planetary wind patterns.
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air over the water is denser. The resulting pressure gradient causes cool denser air to flow
toward the warm lighter air. On clear nights the land cools faster than the water and the
airflow reverses. The second mechanism is the heating and cooling on the sides of hills and
mountains. During the day the air on the sides of mountains is heated and rises, drawing
in the cool air above the valley. The airflow direction reverses at night when the cool air
drains down the hillside and settles in the valley floor.

Although interesting and useful for general studies the prediction of wind speed
using general planetary and local wind concepts is not useful for predicting wind power
from an actual wind turbine at a particular site. What are needed are long-term mea-
surements of the local wind. Figure 24.2.2 shows typical large turbulent fluctuations
of local wind speed over about a 2-min time period. Figure 24.2.3 shows the annual
average wind speed in Madison, Wisconsin (not a very good wind power candidate),
for different years along with the standard deviation. The year-to-year variation is sig-
nificant. Figure 24.2.4 shows the diurnal (time-of-day) variation of wind speed in July
for Madison averaged over each hour for 22 years.1 Again the variation is significant.
As will be shown, finding average wind speeds is not sufficient to estimate long-term
turbine power output. Two locations with the same average wind speed can have very
different wind power potential due to differences in the distribution of wind about
the mean.

With all of these variations how can the power of a wind turbine be estimated at
a particular location? Fortunately, Aspliden et al. (1988) note that one year of recorded
data is generally sufficient to predict long-term seasonal mean wind speeds to within
10% with a confidence level of 90%. A few years of data is therefore sufficient to
characterize a particular site with high degree of confidence. In some locations 30 years
or more of data is available. However, this easily available measured wind data are
often taken at airports, which are not desirable locations for wind turbines, and taken
at a height of 10m, which is too low for estimating wind turbine performance. Great

Figure 24.2.2 Sample turbulent fluctuations. From Manwell et al. (2002).

1For 8 years during the 30-year period 1961 to 1990 the U.S. Weather Service reported meteorological variables
on 3-h intervals. These data were not included in preparing Figure 24.2.4.
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Figure 24.2.3 Thirty-year annual average wind speed and standard deviation for Madison, WI.

Figure 24.2.4 Twenty-two-year average July diurnal wind speed (± 1 standard deviation) for
Madison, WI.

care must be exercised in using airport/weather station data for nearby locations. The
books by Manwell et al. (2002) and Freris (1990) discuss this problem at length. In the
United States the National Renewable Energy Laboratory (NREL) along with Pacific
Northwest Laboratory published the Wind Energy Resource Atlas of the United States
(available on the NREL website). This atlas contains wind resource maps of all 50 states
plus U.S. territories. Information on more than 50 other wind atlases is available at
www.windatlas.dk.

The power of the wind is a convenient metric for assessing the potential of a wind
energy site. At an instant of time the mass flow rate of air ṁ passing through an area A
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with kinetic energy U 2/2 is the wind power (the wind power density is the wind power
divided by the area):

Pw = ṁU 2

2
= ρAU 3

2
(24.2.1)

So, for an area of 1 m2, a wind speed of 10m/s and an air density of 1.225 kg/m3 (sea
level at 15◦C), the power is 1

2 (1.225 kg/m3 × 1 m2 × 103 m3/s3) = 612 W. However, it
is not correct to cube the average wind speed to determine the average wind power. The
correct wind power calculation must take into account the wind speed distribution as
given by

P w = A

2N

N∑
i=1

ρiU
3
i (24.2.2)

With a time series that includes wind speed and air density the average wind power can
be calculated (most likely the data would contain air temperature and pressure from which
the density can be calculated by the ideal gas law).

Time series wind data are useful if the value of the energy produced is dependent
on time (e.g., electricity is more valuable during the so-called peak period, which for
the Madison utility is from 10 AM to 9 PM Monday through Friday excluding holidays).
As will be shown in Section 24.4 time series wind data and wind turbine performance
characteristics can be combined to estimate the wind energy production in any time period.

A useful representation of the wind resource is the wind (or velocity) duration curve,
as illustrated for Madison in Figure 24.2.5. This curve is generated by taking all wind
speed observations and sorting them from highest value to lowest value. The abscissa
can be hours or, as shown here, the fraction of the total time. This particular graph used
30 years of data (1960 to 1991) at the Madison airport. From the graph, 75% of the time
the wind speed exceeds 2.4m/s and 25% of the time the wind speed exceeds 5.7m/s. For
Madison the 30-year average wind speed and standard deviation are 4.27 and 2.41m/s,
respectively.

Figure 24.2.5 Wind duration curve for Madison, WI.
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The velocity duration curve loses the associated density data that are needed in
Equation 24.2.2 to compute the wind power. Usually a reasonable guess can be made
of the average density. For Madison the mean daily maximum temperature (July) is
28◦C and the mean daily minimum temperature (January) is −13◦C. The annual average
temperature is 8◦C. The average barometric pressure is 98.5 kPa. A reasonable average
density for dry air of 1.22 kg/m3 can be found using the annual averages of temperature
and pressure. The range, using the mean daily minimum and maximum temperatures, is
about 8% high and 7% low. The actual power-weighted average density ρ for Madison
calculated from

P w

A
= ρ

2N

N∑
i=1

U 3
i (24.2.3)

is 1.216 kg/m3. If the reported humidity is used in the density to find the average power in
Equation 24.2.2, then the Madison average density reduces to 1.205 kg/m3.

The data collected at most weather stations are at a height of 10m. The hub center
of large modern wind turbines can easily exceed 150m. Consequently it is necessary to
extrapolate wind data measured at a height of 10m to other heights. The most commonly
used technique is to use a power law profile of the form

U(z1)

U(z2)
=

(
z1

z2

)α

(24.2.4)

where z is the height and U(z) is the velocity at z. The exponent α depends on almost
everything (terrain, wind speed, temperature, surface roughness, time of day, and season),
but without detailed information in a stable flow it is generally accepted to be 1

7 (0.14).
The range of α can be large: from 0.05 for smooth-surface conditions in the tropics to
0.4 for rough-surface conditions in temperate latitudes. If wind velocity measurements
at two different heights at the location of interest are known, then it is a simple matter
to evaluate α. Manwell et al. (2002) present empirical relationships that correlate α to
other variables. They also provide references to detailed studies and to other models for
extrapolating wind speed with height.

Example 24.2.1

Seven observations of wind speed (in meters per second) at both 10 and 50m are shown
in the table (normally there would be much more data). Determine the best value of the
exponent α in Equation 24.2.4 that fits the data.

10m 50m

5.0 6.3
9.8 12.3
5.5 6.9
6.2 8.0
7.1 8.8
8.2 10.6
7.5 9.5
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Solution

The data pairs are plotted in the figure. A least-squares curve fit of the form U50 = SU10,

where S is the slope, is also shown. Note that this equation goes through the point 0, 0, as
it must. The value of S is 1.263. Comparing U50 = SU10 with Equation 24.2.4 shows that
S = (z2/z1)

α so that α = ln S/ ln 5 = 0.145, which is very close to 1
7 (0.143).

�

It is often convenient to replace wind data, which can be a very large data set, with
statistical expressions that represent the data with only a few parameters. The two most
common distribution functions are the Rayleigh and Weibull distributions. The Weibull
distribution is used here since the Rayleigh distribution is a special case of the Weibull
distribution.

The standard deviation of the wind velocity is given by

σ =
√√√√ 1

N − 1

N∑
i=1

(Ui − U)2 (24.2.5)

where the average velocity is given by

U = 1

N

N∑
i=1

Ui (24.2.6)

The probability density function for the Weibull distribution is given by

p(U) = k

c

(
U

c

)k−1

exp

[
−

(
U

c

)k
]

(24.2.7)
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and the cumulative distribution function [the integral of p(U) from zero to U ] is given by

F(U) = 1 − exp

[
−

(
U

c

)k
]

(24.2.8)

The parameter k is called theWeibull shape factor and the parameter c is called theWeibull
scale factor. It is necessary to find two relationships to determine these two parameters.
The integration of U × p(U) over all wind speeds yields the average wind speed (i.e., the
expected value of U ) and can be shown to be

U = c�

(
1 + 1

k

)
(24.2.9)

where � is the gamma function. It can also be shown that the square of the standard
deviation of the wind speed (Equation 24.2.5) is equal to

σ 2 = U
2
[

� (1 + 2/k)

�2(1 + 1/k)
− 1

]
(24.2.10)

Once the average and standard deviation of the wind velocity are known, the parameters
c and k can be found from the simultaneous solution of Equations 24.2.9 and 24.2.10.
Figure 24.2.6 shows the probability density function for an average wind velocity of 10m/s
and various values of σ.

When k = 2 the Weibull distribution reduces to the Rayleigh distribution. That
is, when k = 2, the gamma function �2(1 + 1/k) = π/4 so that, with some algebra,

U

Figure 24.2.6 Probability density function for an average wind speed of 10m/s and for various
values of the standard deviation.
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Equation 24.2.7 reduces to

p(U) = π

2

(
U

U
2

)
exp

[
−π

4

(
U

U

)2
]

(24.2.11)

With k = 2 and U = 10 m/s the standard deviation from the Weibull distribution is 5.227.
Thus, the Rayleigh distribution in Figure 24.2.6 is between σ of 5 and 6.

One property of the gamma function is that the expected value of the nth moment of
U is given by U

n = cn�(1 + n/k) so that the average kinetic energy is given by

ρA
U 2

2
= ρA

c2

2
�

(
1 + 2

k

)
(24.2.12)

and the average power is given by

ρA
U 3

2
= ρA

c3

2
�

(
1 + 3

k

)
(24.2.13)

Example 24.2.2

A wind energy pattern factor Ke is defined as the ratio of the average power of the wind
divided by the power of the wind calculated (incorrectly) using the average velocity cubed.
For the Weibull distribution determine the energy pattern factor for an average wind speed
of 10m/s having a range of standard deviations shown in Figure 24.2.6.

Solution

The average power of the wind is given by Equation 24.2.13. The average velocity is given
by Equation 24.2.9. The energy pattern factor in terms of the Weibull parameters is then

Ke = 0.5ρAc3�(1 + 3/k)

0.5ρAc3�3(1 + 1/k)
= �(1 + 3/k)

�3(1 + 1/k)

ForU = 10 m/s and σ = 2 m/s the simultaneous solution of Equations 24.2.9 and 24.2.10
yield k = 5.797 (also, c = 10.80, but it is not needed) and ke = 1.117. Since ke �= 1.0, the
claim made earlier in this section that two locations with the same average wind speed can
have very different average wind powers is validated. The following table provides values
of ke for various values of σ :

σ c

(m/s) (m/s) k Ke

2 10.80 5.797 1.117
3 11.08 3.714 1.269
4 11.25 2.696 1.498
5 11.29 2.101 1.821
6 11.22 1.717 2.264
8 10.75 1.258 3.645

�
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24.3 ONE-DIMENSIONAL WIND TURBINE MODEL

In 1926 Betz [see Manwell et al. (2002)] published a paper that is the basis of the analysis
presented here. Although the model is considerably simplified, it provides a basis for
understanding the characteristics of wind turbines. The major assumptions are as follows:

Incompressible and frictionless steady flow

An ideal rotor (i.e., an infinite number of blades with uniform flow and forces over
the rotor)

A nonrotating wake

Static pressure in the stream tube far upstream and downstream of the rotor that is
equal to the undisturbed static pressure

As shown in Figure 24.3.1, two different control volumes will be used for this analysis:
the stream tube and the rectangular box shown with dotted lines. It is not necessary to use
two control volumes, but some of the forces on the rectangular box are easier to visualize
than on the stream tube. Mass balances along the stream tube with constant density (the
density cancels out) yields

AiUo = ARUR = AwUw (24.3.1)

where subscripts o, R, and w represent the undisturbed region, the rotor region, and the
wake region, respectively. The area Ai is the upstream area of the stream tube. A mass
balance for the rectangular control volume yields

AUo = Q + (A − Aw)Uo + AwUw (24.3.2)

which can be solved for the volume flow out of the control volume, Q:

Q = Aw(Uo − Uw) (24.3.3)

Conservation of horizontal momentum on the control volume,∑
F + Ṁin − Ṁout = 0 (24.3.4)

leads to
−T + ρAU 2

o − ρAwU 2
w − ρ(A − Aw)U 2

o − ρQUo = 0 (24.3.5)

Figure 24.3.1 Two wind turbine control volumes.
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where the thrust T is the force required to hold the wind turbine in place. Solving for the
thrust using Equation 24.3.3 to eliminate Q yields

T = ρAwUw(Uo − Uw) (24.3.6)

Bernoulli’s equation can be applied along the stream tube from the inlet to the upstream
of the rotor and from the downstream side of the rotor to the exit:

po + ρU 2
o

2
= p+

R + ρU 2
R

2
(24.3.7a)

p−
R + ρU 2

R

2
= po + ρU 2

w

2
(24.3.7b)

Solving for the change in pressure across the rotor yields

p+
R − p−

R = �pR = ρ(U 2
o − U 2

w)

2
(24.3.8)

The force on the rotor (the thrust) is the pressure difference across the rotor times the
rotor area:

�pR AR = T = ρAR(U
2
o − U 2

w)

2
(24.3.9)

The thrust can be eliminated between Equations 24.3.5 and 24.3.9 to determine the velocity
at the rotor, UR.

UR = Uo + Uw

2
(24.3.10)

It is convenient to introduce the axial induction factor a as the fractional reduction
of the wind velocity at the rotor,

a = Uo − UR

Uo

(24.3.11)

so that eliminating UR from the previous two equations yields

Uw = Uo(1 − 2a) (24.3.12)

The power of the turbine is the thrust times the velocity at the rotor:

P = TUR (24.3.13)

Substituting into this equation the thrust from Equation 24.3.9 and the velocity at the rotor
from Equation 24.3.10 yields

P = ρAR
2

(U 2
o − U 2

w)
Uo + Uw

2
(24.3.14)

Eliminating Uw between Equations 24.3.12 and 24.3.14 expresses the power in terms of
the free stream velocity and the axial induction factor:

P = 4a(1 − a)2
ρARU

3
o

2
(24.3.15)
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It is convenient to define the turbine power coefficient as the ratio of the turbine power to
the power of the wind so that for this ideal Betz turbine Cp is given as

Cp ≡ P

ρARU 3
o/2

= 4a(1 − a)2 (24.3.16)

The maximum value of the ideal power coefficient is found by differentiating the
power coefficient with respect to a and setting the derivative to zero.

dCp
da

= d(4a − 8a2 + 4a3)

da
= 4 − 16a + 12a2 = 0 (24.3.17)

Equation 24.3.17 has two solutions: a = 1 and a = 1
3 . With a = 1, Cp is at its minimum

value of zero. So, the maximum value of Cp occurs with a = 1
3 :

Cp,max = 4 × 1
3 × (

1 − 1
3

)2 = 16
27 = 0.593 (24.3.18)

This maximum value of the power coefficient is called the Betz limit; no turbine can extract
more than 59.3% of the power of the wind.

The thrust coefficient of a wind turbine is defined as

CT ≡ drag

force of wind
= T

ρARU 2
o/2

(24.3.19)

The power is the thrust times the wind velocity at the rotor so that from Equation 24.3.15
the thrust can be expressed as

T = ρARU
3
o

2UR
4a(1 − a)2 (24.3.20)

Substituting Equation 24.3.20 into 24.3.19 yields

CT = Uo

UR
4a(1 − a)2 = 4a(1 − a) (24.3.21)

Since both CT and Cp are related only to a, it is possible to eliminate a to find a relationship
between the two coefficients:

CP = CT
(
1
2 ± √

1 − CT
)

(24.3.22)

So if one coefficient for this ideal wind turbine is known, the other is also known.
Figures 24.3.2(a) and (b) show the relationship between the three variables. From Equation
24.3.12 it is clear that a cannot exceed 0.5 (otherwise the wake velocity would be negative).

Real wind turbines have a rotating wake. In 1976Wilson et al. [as reported byManwell
et al. (2002)] refined the Betz model to include wake rotation. The results are shown in
Figure 24.3.3 in terms of the ratio of the turbine tip velocity to the undisturbed air velocity.
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C
P
 a

n
d

 C
T

Axial induction factor a

(a)

(b)

CP

C
T

Figure 24.3.2 (a) Relationship of both CT and Cp with axial induction factor, (b) Relationship
between CT and Cp.

As this ratio increases, the power coefficient approaches the Betz limit. Also shown in this
figure are power coefficients for a variety of different wind turbines.

Example 24.3.1

Consider a location where the wind speed is 10m/s, the pressure is 1 atm, and the ambient
temperature is 15◦C. A large wind turbine has a diameter of 120m: (a) What is the wind
power density? (b) What is the maximum turbine power? (c) At maximum efficiency what
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Tip velocity/undisturbed air velocity

P
ow

er
 c

oe
ffi

ci
en

t, 
C
p

Figure 24.3.3 Power coefficient for various turbine designs. Adapted from El-Wakil (1984).

is the force required to hold the turbine in place? (d) What is a reasonable estimate for the
maximum output of a real turbine?

Solution

The air density is 1.225 kg/m3. The wind power density is the wind power per unit of wind
area:

P

A
= ρU 3

2
= 1.225 × 103

2
= 613 W/m2

The maximum turbine power is at the Betz limit:

PBetz = Cp,Betz ρAU 3

2
= 0.593 × 1.225 × π × (1202/4) × 103

2

= 4.11 MW

The thrust is found from Equations 24.3.19 and 24.3.21 with a = 1
3 :

T = CTρAU 2

2
= 4a(1 − a)ρAU 2

2

= 4

3
× 2

3
× 1.225 × π × 1202

4
× 102

2
= 616 kN

A reasonable power coefficient from Figure 24.3.3 for the high-speed two-blade turbine
is 0.46:

Preal = PBetz

Cp,real

Cp,Betz
= 4.11

0.46

0.593
= 3.19 MW

�
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24.4 ESTIMATING WIND TURBINE AVERAGE POWER
AND ENERGY PRODUCTION

The previous two sections provide sufficient information to predict the performance of an
isolated wind turbine if the wind speed data are available and if the turbine power curve or
power coefficient is known. Here ‘‘isolated’’ means that the turbine is not part of a wind
farm and is not located near hills or buildings where the wakes of nearby obstructions must
be considered. At a given wind speed the power output of a wind turbine of area A is equal
to the wind power times the turbine power coefficient times the combined efficiency of the
drive train and generator, η:

P = ηPT = ηρACpU
3

2
(24.4.1)

The average power output is obtained by summing the power over all of the available
data:

P = η

N

N∑
i=1

PT,i = Aη

2N

n∑
i=1

ρiCp,iU
3
i (24.4.2)

where the efficiency η is assumed to be a constant. The computation involved in evaluating
Equation 24.4.2 is significant since one year of measured data are usually not sufficient to
estimate future turbine output. The method of bins can be used to reduce the computation.
The wind duration curve shown Figure 24.2.5 can be divided into N time duration bins
of equal size, as shown in Figure 24.4.1. It is not necessary to use equal-sized bins; the
number of bins and size of each bin need to be chosen such that the bin data adequately

Figure 24.4.1 Madison wind duration curve divided into 10 equal fraction bins.
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represent the shape of the velocity distribution curve.2 The average power using the bin
data is

P = ηρ

N∑
i=1

fiPT,i = Aηρ

2

N∑
i=1

fiCp,iU
3
i (24.4.3)

where fi is the fraction in bin i and N is the number of bins. Since density data are lost
when forming the bins, the average density must be estimated (two-dimensional bins of
density and velocity can be generated from the data). The limiting case of an ideal Betz
turbine can be used to illustrate the process.

Example 24.4.1

An ideal Betz turbine with a rotor diameter of 34m is installed on a 40-m-high tower
in Madison, Wisconsin. The mechanical and generator efficiency is constant at 90%. The
turbine is located far from any obstacles or hills. What is the estimated average power and
energy?

Solution

From Figure 24.4.1 ten equal-sized fractional bins with centers at fractions of 0.05,
0.15, . . . , 0.95 have representative reference wind speeds of 0.95, 1.79, 2.44, 3.03, 3.63,
4.25, 4.93, 5.74, 6.81, and 8.73m/s. The average air density for Madison is 1.22 kg/m3

(see discussion just above Equation 24.2.3). For a Betz turbine the power coefficient is
a constant at 0.593. Since the wind data were taken at a reference height of 10m, it is
necessary to extrapolate the velocity data to a height of 40m using Equation 24.2.4 with a
1
7 exponent. Equation 24.4.3 becomes

P w = AηρfCp
2

10∑
i=1

[
Ui,ref

(
Zlower

Zref

)1/7
]3

= π × 342 × 0.9 × 1.22 × 0.1 × 0.593

4 × 2

(
40

10

)3/7 10∑
i=1

U 3
i,ref = 53.5

10∑
i=1

U 3
i,ref

= 78.3 kW

The annual energy production is the average power times the number of hours in the year,
or 78.3 × 8760 = 686 MWh. If 100 bins are used instead of only 10, the average power is
87.4 kW and the annual energy is 766 MWh, both about 10% higher. Using more than 100
bins does not change the results. �

An alternative approach to using the time series or bin data is to use the Weibull statistical
representation of the wind. The average power of the wind turbine can be calculated from

2The bin data can be obtained directly from the original time series data by counting the number of times the
wind speed is between speed i and speed i + 1. The counts in each bin divided by the total number of counts is
the fraction in the bin.
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the integral form of Equation 24.4.2:

P =
∫ ∞

0
ηPT p(U) dU = Aρ

2

∫ ∞

0
ηCpU

3p(U) dU (24.4.4)

where the average density has been used since it is unlikely that the variation of density
with wind speed would be known. The efficiency η may be a function of wind speed.
The probability density function for the Weibull distribution is given by Equation 24.2.7.
The power coefficient is also a function of wind speed except for the limiting case of an
ideal Betz turbine. For this special case of a Betz turbine the integral can be evaluated
analytically (see Equation 24.2.13), so that

P Betz = AρηCp,Betz

2

∫ ∞

0
U 3p(U) dU = AρηCp,BetzU

3

2
= AρηCp,Betzc

3�(1 + 3/k)

2
(24.4.5)

Example 24.4.2

Repeat Example 24.4.1 but use the Weibull distribution for the wind velocity. At a height
of 10m in Madison the average wind speed at is 4.27m/s and the standard deviation is
2.41m/s.

Solution

TheWeibull parameters at 40m need to be found from the average and standard deviation at
10m. Both the average wind velocity and the standard deviation of the wind velocity can be
modified with the 1

7 power law: (40/10)1/7 = 1.219. At a height of 40m the average wind
speed is 1.219 × 4.27 = 5.21 m/s and the standard deviation is 1.219 × 2.41 = 2.94 m/s.
With this wind speed and standard deviation the Weibull parameters c and k are found to
be 5.864 and 1.837 from the simultaneous solution to Equations 24.2.9 and 24.2.10 (the
program EES was used to solve these equations). Substituting values into Equation 24.4.5
yields

P Betz = π × 342 × 1.22 × 0.9 × 0.593 × 5.8643 × �(1 + 3/1.837)

4 × 2
= 87.4 kW

which is the same as the result of Example 24.4.1 when 100 bins are used. �

Real turbines have to contend with low and high wind speeds. If the wind speed is
too low, the turbine cannot operate, and if it is too high, the mechanical loads may be
extreme and cause damage to the turbine or tower. A typical turbine power curve is shown
in Figure 24.4.2. For this 255-kW machine the cut-in wind speed is 8m/s and the cut-out
wind speed 22m/s. The following example illustrates how a turbine power curve along
with the statistical description of the wind can be used to estimate the annual average
power and the annual energy production.

Example 24.4.3

The turbine shown in Figure 24.4.2 has a rotor area of 300 m2 with the hub located at a
height of 30m. At this height the average wind speed is 8.1m/s with a standard deviation
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Figure 24.4.2 Typical wind turbine power curve showing cut-in and cut-out wind speeds and
control for high wind speeds.

of 3.5m/s. The power as a function of wind speed is represented by the data in the table.
Together the mechanical and electrical efficiency is 0.89. Estimate the average annual
power output.

U ,
m/s

Power,
kW

U ,
m/s

Power,
kW

8 5.4 14 199.3
9 27.6 15 221.8
10 60.3 16 237.6
11 97.9 17 247.9
12 135.7 18 255.0
13 170.3 22 255.0

Solution

Although not necessary it is convenient to fit a polynomial to the turbine power data. Using
EES, a fourth-order curve fit through the data points from 8 to 18m/s is given by

PT = 1274.57 − 460.48U + 56.849U 2 − 2.7724U 3 + 0.047808U 4

where PT is in kilowatts. The wind power in kilowatts at a velocity U is given by

Pw = ρAU 3

2000
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where the average density is assumed to be 1.225 kg/m3. The turbine power coefficient
(from Equation 24.3.16, the definition of Cp) for wind speeds between 8 and 18m/s is then

Cp = 2000PT

ρAU 3

= 2000

1.225 × 300

(
1274.57

U 3
− 460.48

U 2
+ 56.849

U
− 2.7724 + 0.047808U

)

= 6936.4

U 3
− 2506

U 2
+ 309.38

U
− 15.09 + 0.2602U

and for the range from 18m/s to the cutoff speed of 22m/s it is

Cp = PT,max

ρAU 3/2
= 2 × 255000

1.225 × 300 × U 3
= 1388

U 3

The power coefficient versus velocity is plotted in the figure:

The annual average power output is found from Equation 24.4.4 modified for the
conditions of this problem:

P = Aρη

2

∫ 22

8
CpU

3p(U) dU

where the probability density function p(U) is given by Equation 24.2.7. This integral is
easily evaluated using EES. Because the power coefficient is not a continuous function, it
is convenient to write an EES function to determine the power coefficient over the whole
range from 8 to 22m/s. Also, the determination of the Weibull parameters c and k is done
in an EES subroutine that can be reused in other problems. The following EES code is
used to evaluate the above integral:
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Subprogram Find_CK_(U_bar, sigma : c, k)
U_bar=c*gamma_(1+1/k)
sigma^2=U_bar^2*(gamma_(1+2/k)/gamma_(1+1/k)^2–1)

End Find_CK

Function C_p_(U)
If((U<8) or (U>22)) then

C_p_= 0
Else

If U<18 then
C_p_=6936.4[(m/s)^3]/U^3-2506[(m/s)^2]/U^2+309.38[(m/s)]/U-15.09+0.2602[(m/s)^-l]*U

Else
C_p_=1388[(m/s)^3]/U^3

Endif
EndIf
End Function C_p

‘‘Knowns’’
rho=1.225[kg/m^3]; A=300[m^2]; eta=0.89; sigma=3.5[m/s]; U_bar=8.1 [m/s]

‘‘Find Weibull c and k’’
Call Find_CK_(U_bar, Sigma: c, k)

p=(k/c)*(U/c)^(k-1)*exp(-(U/c)^k) ‘‘Weibull probability density function’’

‘‘Integrate from 8 to 22 m/s’’
P_bar=(A*rho*eta)/2*integral(C_p_(U)*U^3*p, U, 8[m/s],22[m/s])*Convert(W, kW)

The resulting average power is 40.9 kW. �

The previous example used data for the whole year to estimate average power. If the
average wind speed and standard deviation are know for a time period, such as the local
utility’s peak hours (e.g., 10 AM to 9 PM), then the calculations can be done in exactly
the same way to predict the average power in the peak hours. With these data it is also
possible to estimate the fraction of the time during the peak period that the wind speed is
below the cut-in velocity. Information on when a wind machine will operate is important
in estimating the value of wind-generated electricity. Most utilities pay substantially more
for electricity during on-peak periods than during off-peak periods.

24.5 SUMMARY

This short chapter barely touches on many of the important aspects of producing elec-
trical/mechanical energy from the wind. This chapter concentrated on how to estimate
annual energy production from an isolated turbine located in an area with no hills or other
obstacles to disturb the wind. The reader is encouraged to study the books by Freris (1990)
andManwell et al. (2002) for a much more detailed discussion of all aspects of wind power.
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Problems

The problems below are arranged by chapters. Most of them have quantitative answers.
A few of them are descriptive. They are selected to be representative of interesting and
significant problem types; many of them can be rearranged or broadened in scope to
provide a wider range of problem-solving experience. In many of the chapters the last
problem is comprehensive and requires the use of a computer program such as Engineering
Equation Solver (EES). In all problems time is assumed to be solar time unless otherwise
stated.

Chapter problems that are identified with a leading letter S require running or
constructing some part or all parts of a solar simulation program. These problems can
be solved using a high-level programming language such as BASIC, FORTRAN, Pascal,
etc. Spreadsheets such as Excel can sometimes be used. However, EES is recommended
and is available to academic institutions at a reasonable cost from F-Chart Software,
LLC (see fchart.com) or for free from McGraw-Hill if certain textbooks are adopted
for use in other courses—see http://www.mhhe.com/engcs/mech/ees/na.html. The EES
solar functions library (SETP.LIB) is used whenever convenient. This EES library can be
downloaded for free from fchart.com under EES ‘‘Additional Items.’’ The S problems
associated with the Introduction use the free simulation program CombiSys and are used
to illustrate solar system behavior prior to the detailed study of subsequent chapters.

FINDING AND INSTALLING COMBISYS:

1. Use a browser and search for<Wiley ‘‘Solar Engineering of Thermal Processes’’>.
The Wiley website for the 4th edition of this book has information on how to
download the program CombiSys.

2. Download the file CombiSys.zip from the Wiley website. Place the file in a folder
of your choosing. Here it is assumed the folder is C:\CombiSys.

3. Right click on the ZIP file and choose to extract to this folder.

4. The directory C:\CombiSys should contain two files (CombiSys.exe and
CombiSys.trd) and six folders (Data, Doc, Exe, Img, Out, and Weather).

5. To run CombiSys, double click on C:\CombiSys\CombiSys.exe and then click
‘‘OK.’’

6. A dialog box will come up asking which file should be opened. Choose
CombiSys.trd (make sure to look in the folder C:\CombiSys) and a window
describing the default system will open. This is a read-only file so if changes are
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made it is necessary to save the file with a new name. The file CombiSys.trd cannot
be saved in this directory.

7. The various system options should be self-explanatory. Help is available by clicking
on the question marks. The program is run by either pressing the F8 key or by
choosing ‘‘Calculate’’ from the TRNSYS menu.

THE SYSTEM

The collectors are either single-cover flat-plate liquid heaters, similar to those shown
in Figures 6.1.1 and 6.3.1, or evacuated-tubular collectors similar to those shown in
Figures 6.13.1(d–f). The collectors are mounted flush on the building [in a manner similar
to that in Figure 13.2.5(b) and (c)]. The total roof area suitable for collectors is 75 m2.
The collectors can face any direction. If collectors are selected from a list, then three
performance levels are available for each of the two collector types: low, average, and
high. Collector details can also be specified so that it is possible to model any collector
with known performance characteristics.

The collector-tank heat exchanger isolates the antifreeze solution in the collector loop
from the water storage-tank loop. The heat exchanger can be located outside the tank or
inside the tank. Not shown are pumps and controllers. One pump and controller is needed
for an internal heat exchanger and two pumps and two controllers are required for an
external heat exchanger. If antifreeze is not needed, then tank water can be circulated to the
collectors and a heat exchanger is not needed. In this case the heat exchanger effectiveness
should be set to 1.0.

The main storage tank is an insulated tank that is sized in proportion to the collector
area. Typical values range from 30 to 100 liters/m2. Whenever solar energy heats the
upper portion of the tank above the specified maximum tank temperature, then energy is
‘‘dumped’’ by turning off the collector pump.

The domestic hot-water (DHW) subsystem consists of a heat exchanger in the main
storage tank (not shown) and an auxiliary heater. Mains water enters the in-tank heat
exchanger and is heated to the maximum tank temperature (i.e., a perfect heat exchanger).
If solar energy heats the domestic hot water above a safe limit (as it probably will in the
summer), then a bypass system (not shown) takes main water and mixes it with the too-hot
water to deliver water at the desired set delivery temperature. The domestic hot-water
auxiliary heater supplies energy as needed to maintain the delivery temperature. This
auxiliary system can be a conventional hot-water tank or it can be a separate ‘‘in-line’’
heater. In either case it has sufficient capacity to supply all of the domestic hot water
energy needs. The hot-water load is specified in terms of liters per person per day times
the number of persons.

The space heating system canmeet the entire space heating load through a combination
of solar energy and auxiliary energy. Water is removed from the tank, circulated through a
perfect water-to-air load heat exchanger, and returned to the tank. If sufficient solar energy
is unavailable, then the house heating auxiliary heater is used to maintain the house at the
desired temperature. The house auxiliary heater is large enough to meet the entire house
load. The building load is specified in terms of an overall loss coefficient that includes
infiltration.
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THE TRANSED INPUT AND DEFAULT VALUES

The TRNSYS program is run from a front-end called TRNSED (pronounced Trans-ed)
which accepts inputs in the form of check boxes, radio buttons, pull-downmenus, and input
boxes. The individual inputs along with the default parameter values (shown in square
brackets) are:

Simulation Period

Month for Simulation Start (Pulldown: January to December) [January]

Day of Month for Simulation Start (Numbers 1–31) [1]

Length of Simulation (Pulldown: one day to one year) [One-Year Simulation]

Simulation Timestep (Pulldown: 1, 5, 10, 15, 30 or 60) [Sixty-Minute Timestep]

Radiation Calculations

Radiation Data: Pulldown with two choices

• Use Total Horizontal and Beam Normal Radiation

• Use Total Horizontal Radiation Only

Tilted Surface Radiation Mode: Pulldown with four choices

• Isotropic Sky Model (Equation 2.15.1)

• Hay and Davies Model (Equation 2.16.4)

• HDKR Model (Equation 2.16.7)

• Perez Model (Equation 2.16.14)

Location

City Name (Pulldown with 239 choices of TMY2 weather data) [CO: Publeo]

Collector Slope (Numbers 0–90) [60◦]
Collector Azimuth (Number; facing equator equator = 0◦, East = −90◦, West =

+90◦) [0◦]

Solar Collectors Parameter Options

• Select Solar Collector from a List

Collector Type (Pulldown: 6 collectors to choose from) [Choose 2nd]

Collector Total Area (Numbers 0–75) [30m2]

Collector–Storage tank Heat Exchanger Effectiveness (Numbers 0–1) [0.80]

Collector Efficiency Equation (Pulldown: Equation 6.17.3 or 6.17.5) [6.17.3]

• Enter Detailed Solar Collector Parameters

Collector Total Area (Numbers 0–75) [30m2]

Intercept (maximum) Efficiency (Numbers 0–1) [0.80]

First-Order Loss Coefficient (Number) [3.5W/m2 K]

Second-Order Loss Coefficient (Number) [0.013W/m2/K2]
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Incidence Angle Modifier (IAM) Coefficient bo (Number) [0.20]

Collector Flow Rate During Tests (Number > 0) [40 kg/h/m2]

Collector–Storage Heat Exchanger Effectiveness (Numbers 0–1) [0.8]

Collector Flow Rate (Number > 0) [40 kg/h/m2]

Collector Efficiency Equation Mode (Pulldown: 6.17.3 or 6.17.5) [6.17.3]

Number of Storage Tank Nodes

• 1 Node Storage Tank

• 3 Node Storage Tank

• 5 Node Storage Tank

Tank Parameters

Tank Volume per Collector Area (Number 10–100) [75 liters/m2]

Tank Loss Coefficient (Number 0.10–5.0) [1.0 W/m2 K]

Maximum Tank Temperature (Numbers 40–110) [100◦C]

Load Parameters

Two Check boxes to select or unselect:

Turn Solar Domestic Hot-Water Load ON

Turn Solar Space Heating Load ON

Domestic Hot-Water Load

Average Hot-Water Draw per Occupant (Number 0–100) [60 liters/day]

Number of Occupants (Number 0–50) [5]

Main Temperature (Number 0–40) [10◦C]

Space Heating Load

Overall House Heat Loss Coefficient (Number 0–500) [350W/K]

Spacing Heating Setpoint (Number 15–25) [20◦C]

Online Plotter Options

Two Check boxes to select or unselect:

Plot Instantaneous Values

Plot Integrated Energy

RUNNING THE SIMULATION

For your first simulation it is suggested that you use the default conditions. You can use
this first simulation to become accustomed to the program and understand what it does. The
computing time will be very small. You can run the simulation by either pressing the F8
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key or by choosing ‘‘Calculate’’ from the TRNSYS menu. If you have made any changes
(even if you made a change and then changed it back) you must save the file with a new
name. Since the file CombiSys.trd is a read-only file, it cannot be overwritten, but whenever
TRNSYS detects that a change has been made, it tries to save the current conditions before
running. Trying to save CombiSys.trd will result in an error. It is suggested that you save
this first run with the file name MyFirstRun.trd. To identify later runs it is suggested that a
name be assigned to each run that describes the situation. For example, if the collector area
for the default case is changed to 50 m2, the file name might be DefaultWithArea = 50.trd.

EXAMINING THE ONLINE PLOTS

The default settings will generate two plots, one of hourly values and one of integrated
values. The right mouse button will start and stop the simulation. After the simulation is
complete select NO to the question ‘‘Exit Online Plotter.’’ Two tabs will be shown at the
bottom to choose either plot. If the simulation had been more than one page in length, then
additional tabs at the bottom can be used to move back and forth in time. The plots can
be manipulated in a variety of ways. With the integrated plot on the screen, click on the
various plot identifiers at the top of the plot—the individual plots should disappear and
reappear. With the hourly plot on the screen click near the 100 on the left-hand temperature
scale to bring up a Scale Axis window. Choose a maximum of 120◦C with 6 divisions. On
the right-hand axis click on the 1.00E+5 and choose a maximum value of 1.5E + 5. A few
hours of the collector temperature (TColl) exceed 120◦C during the late summer. With the
hourly plot on the screen click and drag the mouse over a thin slice at the beginning of
the plot for a blow-up of that region. The scales on the ordinate and abscissa can both be
changed. Right click on the largest time on the abscissa and choose 48 with 12 divisions to
view the first 2 days. If time does not start at zero, right click on the left-hand smallest time
and choose zero. When finished, go to menu item Calculations and choose ‘‘Exit Online
Plotter.’’

EXAMINING THE ANNUAL OUTPUT

Once the simulation has completed and you have returned to TRNSED, you will find near
the bottom of the window ‘‘View simulation results.’’ Left click in this region to display
a plot of the solar fraction and the collector efficiency as a function of month. During two
summer months the solar system supplies 100% of the load. Numerical values are supplied
for five energy terms, integrated over the time of the simulation: the Total System Load
(ELoad), which is the sum of the DHWLoad and the Space Heating Load, the thermal Tank
Losses and the required Auxiliary Energy (EAux) that must be purchased. As will become
obvious, the most useful result is the ‘‘Simple Yearly Solar Fraction (1-Eaux/ELoad.).’’
The collector efficiency is the ratio of the useful solar energy delivered to the loads divided
by the incident solar energy.

EXAMINING THE DETAILED NUMERICAL OUTPUT

Hourly integrated and monthly integrated energy quantities are available for each simula-
tion. If the simulation ends within a month, the last monthly integrated values are for the
completed portion of the last month.
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Six output files are listed under the TRNSYS menu Windows/Other files. They can be
opened in a simple word processor such as Notepad or in a spreadsheet program such as
EXCEL. If the most recent run was for Pueblo, Colorado, and was saved asMyFirstRun.trd,
then the six files are named:

Weather\USA-Co-Pueblo.dat
CombiSys.csv

CombiSys_hourly.csv

MyFirstRun.csv

MyFirstRun_hourly.csv

Out\Combisys_sum.tsv.

The weather file contains 8760 values of total horizontal radiation, beam normal
radiation, and ambient temperature. This is exactly the same data as found in the
file USA-CO=Boulder.dat in the folder C:\Combisys\Weather\. The two files with
the name MyFirstRun are identical to the two corresponding files CombiSys.csv and
CombiSys_hourly.csv. Each new run will generate new versions of all six files. If in the
TRANSEDwindow you select to open any of these files, they will be opened in Notepad. It
is usually more convenient to open .csv files (comma-separated variables) in a spreadsheet
program such as EXCEL. All four .csv files are in your CombiSys directory and can be
opened in your spreadsheet program. If you have associated .csv files with your spreadsheet
program, then all you need to do is select the file you wish to examine.

The file CombiSys.csv (and MyFirstRun.csv) contains monthly integrated results and
the file CombiSys_hourly.csv (and MyFirstRun_hourly.csv) contains hourly integrated
results. If the time step is less than one hour, the quantities in the hourly file will have been
integrated over the hour. In these four files the following 11 quantities are provided:

Time: the time at the end of each integrated output step

Delta_UTank: the change in tank internal energy from the end of the previous Time [kJ]

ESol: the integrated energy transferred across the collector loop heat exchanger [kJ]

EAuxDHW: integrated auxiliary energy needed to meet the hot-water load require-
ments [kJ]

EAuxHouse: integrated auxiliary energy added to the space to meet heating load
requirements [kJ]

ELossTank: the integrated energy loss from the tank (assumed to be in an unheated
area of the house) [kJ]

EMains: the integrated energy entering the tank with the water from the mains [kJ]

EDHW: the integrated energy leaving the DHW system [kJ]

EHouse: integrated energy losses from the house [kJ]

EIncSol: the integrated solar radiation incident on the collectors [kJ]

EHorSol: the integrated solar radiation incident on a horizontal surface [kJ]

You will need to add up the monthly or hourly values to obtain yearly values. Annual
information of this type, as will be seen later, is essential information in determining the
economics of the application.
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The last two columns are the solar fraction (SolFrac) and the collector efficiency
(EffCol). The solar fraction is equal to (1-(EAuxDhw+EAuxHouse)/(EHouse+EDHW-
EMains)). The collector efficiency is equal to (ESol/EincSol). Note that the annual solar
fraction is not equal to the monthly average solar fraction.

INTRODUCTION

S0.1 Running Combisys

You are to write a brief report that is intended to inform the home owner about the
performance of the system and the effects of changes in the major design variables on
system performance. The usual performance figure is the solar fraction, F , defined as the
ratio of the solar contribution to the load divided by the load. Note that due to losses from
the tank the solar contribution to the load is not ESol. The major design variables are
the collector area, which cannot exceed 75 m2 (suggestion, use 0, 25, 50, and 75 m2), the
storage unit size relative to the collector area, which can be 50, 75, or 100 liters/m2, and
the collector slope, which can vary between 30◦ and 75◦ (suggestion, use 30◦

, 45◦
, 60◦,

and 75◦). CombiSys will not accept a zero collector area, but the results of a nonsolar
system are easy to calculate. To reduce the number of runs, you can investigate slope and
collector area only for the 75 liters/m2 storage tank and for an azimuth angle of zero (the
azimuth angle is the angle measured east or west of due south in the northern hemisphere
and due north in the southern hemisphere). Display your results on a single graph with four
plots (one for each slope) of F versus the collector area, Ac.

Estimate how much the homeowner can afford to pay for the solar equipment if
the auxiliary energy is (a) natural gas and (b) electricity. Use a simple 10-year analysis
(i.e., ignore inflation, the time value of money, and all operating costs other than the fuel
costs). Use the cost of gas and electricity from your local utility. The fuel savings are then
10 × CF× (auxiliary energy with out solar − auxiliary energy with solar) where CF is the
cost of fuel per unit of auxiliary energy.

S0.2 Impact of Collector Type

For the default parameters in CombiSys, investigate the financial impact of selecting
different solar collectors. Using the simple 10-year analysis of problem S0.1, estimate how
much the homeowner can afford to pay for the system using each of the six different solar
collector choices if auxiliary energy costs $40/GJ. Based only on this economic analysis,
make a suggestion to the homeowner as to which collector he should choose. Note that
there will be an economic optimum collector area that is different for each collector type.
Finding the economic collector area is covered in Chapter 11.

S0.3 Impact of Heat Exchanger Effectiveness

Heat exchanger costs increase with increasing effectiveness. Plot the solar fraction F
(defined in Problem S0.1) as a function of heat exchanger effectiveness (ε) ranging from
0.1 to 1. Using the simple 10-year economic analysis of problem S0.1, estimate how much
the homeowner can afford to pay for the solar system with a perfect heat exchangers
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(ε = 1). Assume that as the heat exchanger effectiveness is reduced the rest of the solar
system does not change. Plot the difference between the system cost with ε = 1 and the
system cost with reduced effectiveness as a function of ε. Provide an explanation of the
graph for the homeowner.

S0.4 Impact of Integration Time Step

The CombiSys program solves a set of algebraic and differential equations. For thermal
systems the development of the equations is covered in the first 11 chapters of the text. The
differential equations in CombiSys are solved using a modified Euler method described in
Section 19.4 and used in Problem S0.5. The choice of the integration time step will have a
significant impact on simulation time and may also impact on the accuracy of the results.
Weather data is seldom available on time intervals of less than one hour, so one hour
is often used in solar system simulations. The CombiSys program provides a choice of
time steps ranging from one minute to one hour. Since hourly weather data is being used,
assumptions must be made to estimate the solar radiation between two successive hourly
values. CombiSys assumes that the solar radiation is constant for the hour preceding each
recorded value. With the CombiSys default system running in Madison, Wisconsin, what
time step do you recommend?

S0.5 Numerical Solution to an Ordinary Differential Equation (ODE)

The form of the differential equation(s) for the tank temperature (T ) as a function of time
(t) solved in CombiSys is

dT

dt
= A − BT

where A and B are known functions of time and temperature (like historical weather data,
sun position, and collector characteristics). For this problem assume A and B are both
constant at A = 3 and B = 2 and the initial condition is T (t = 0) = 0. Calculate and
plot the analytical solution and the numerical solutions using Euler, backward Euler, and
modified Euler (the average of Euler and backward Euler) integration over an appropriate
range of t . If you are using EES, then use the Parametric Table for your solution. You will
want to use the EES functions TableValue and TableRun#. On one graph plot the three
solutions using a step size of 1.0 and on another graph plot the three solutions using a step
size of 0.1.

S0.6 Tolerances in Solving Ordinary Differential Equations

TRYSYS (and therefore CombiSys) uses an iterative method to solve the system of
algebraic and differential equations. Run CombiSys using the default parameter set.
Perform an energy balance on the main solar tank for the entire year (Energy in −
Energy out − Energy Stored = Error). The error is due to numerical tolerances in solving
the simultaneous equations. Express the error as a percentage of the required energy for the
house and the domestic hot water, that is, %error = 100 ∗ EnergyError/EnergyRequired.
Note that the percent error should be very small. The tolerances used in TRNSYS could
have been a part of the TRANSED input screen, but the casual user would not have
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any idea as to a reasonable choice. Make a copy of CombiSys.trd and name the copy
TolCheck.trd. Open TolCheck.trd in a simple text editor like Notepad and search for the
word ‘‘Tolerance’’ where youwill find two tolerance values (one is for integration tolerance
and the other for algebraic equation tolerance—without a good reason to do otherwise,
the two numbers can be the same). These numbers can be changed, the file saved, and
then run. Simultaneously change the two values over the range from 1 to 1e-6 (i.e., 1, 0.1,
0.001, . . . , 0.000001), run CombiSys, and reevaluate the error. What conclusions can you
draw from your results?

CHAPTER 1

1.1 From the diameter and effective surface temperature of the sun, estimate the
rate at which it emits energy. What fraction of this emitted energy is intercepted
by the earth? Estimate the solar constant, given the mean earth-sun distance.

1.2 What would be the ‘‘solar constant’’ for Venus? Mean Venus-sun distance
is 0.72 times the mean earth-sun distance. Assume the sun to be a blackbody
emitter at 5777 K.

1.3 What fraction of the extraterrestrial radiation is at wavelengths below 0.5 µm?
2 µm? What fraction is included in the wavelength range 0.5 to 2.0 µm?

1.4 Divide the extraterrestrial solar spectrum into 10 equal increments of energy.
Specify a characteristic wavelength for each increment.

1.5 Calculate the angle of incidence of the beam solar radiation at 1400 (2 PM) solar
time on February 10 at latitude 43.3◦ on surfaces of the following orientations:
a Horizontal
b Sloped to south at 60◦

c Slope of 60◦, facing 40◦ west of south
d Vertical, facing south
e Vertical, facing west

1.6 aa When it is 2 PM Mountain Standard Time (MST) on February 3 in North
Platte, NE(L = 101◦ W, φ = 41.1◦ N), what is the solar time?

b When it is 2 PMMST in Boise, ID(L = 116◦ W, φ = 43.6◦ N), on February
3, what is the solar time?

c What Eastern Daylight Time corresponds to solar noon on July 31 for
Portland, ME(L = 70.5◦ W, φ = 43.7◦ N)?

d What Central Daylight Time corresponds to 10:00 AM on July 31 for Iron
Mountain, MI(L = 90◦ W, φ = 45.8◦ N)?

1.7 Determine the sunset hour angle and day length for Madison and for Miami for
the following dates: a January 1, bMarch 22, c July 1, dmean day of February.

1.8 A concentrating collector is located at φ = 27◦ and is rotated about a single
axis so as to always minimize the angle of incidence of beam radiation on it.
On April 5, at solar times of 9 AM and noon, calculate the angle of incidence:
a If the axis is horizontal and east-west
b If the axis is horizontal and north-south
c If the axis is parallel to the earth’s axis
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1.9 Estimate Rb for a collector at Madison (φ = 43◦
):

a Sloped 60◦ from horizontal, with γ = 0◦, at 2:30 solar time on March 5
b Sloped 45◦

, with surface azimuth angle of 15◦
, at 10:30 solar time on

March 5

1.10 For Minneapolis (φ = 45◦
) on February 8:

a What is Ho?
b For the month, what is Ho?
c What is Io for the hour ending at 11:00 AM on the 8th?

1.11 A window on a building in Kansas City faces 15◦ west of south. An ‘‘ell’’ of
the building is 10 ft away from the east edge of the window and projects out
20.2 ft from the plane of the window. If the vertical dimension of the edge
of the ell is large compared to that of the window, plot the times of day at which
the east edge of the window will start to receive beam radiation as a function
of the time of year.

1.12 An overhang over a south-facing window has dimensions as follows (see
Figure 14.4.1): G = 0.25 m, H = 1.75 m, W = 3.25 m, P = 0.75 m, EL =
ER = 0.50 m.

a For a location at φ = 35◦ for a point at the middle of the window, plot a
shading diagram.

b Will this point receive beam radiation at 1 PM solar time on February 16?
At 3 PM on July 17? At 5 PM on August 16?

1.13 For February 16 (the average day for February from Table 1.6.1) in Pueblo,
CO:
a What is the day length and the sunrise hour angle?
b What is the declination? Is it significantly different at sunrise and sunset?
c How does theta, the angle of incidence of beam radiation, vary through the

day for a surface sloped to the south as the slope varies? Show plots of theta
versus slope.

d For a collector slope of 60◦
, show a plot of Rb versus time of day.

e What is the extraterrestrial radiation on a horizontal surface for this day?
f How does Io vary through this day?
g For the hour 10 to 11 AM (solar time), how much of the extraterrestrial

horizontal solar radiation is in a wavelength range of 0.640 to 1.100 µm?
Express the result as a fraction of the total and as energy in watts per square
meter.

h At 10 AM solar time, what is the local clock time?

CHAPTER 1

S1.1 Extraterrestrial radiation on a tilted surface.
Write a program to calculate the extraterrestrial radiation in kWh/m2 on a
surface of any orientation, location, day, and hour. What is the extraterrestrial
radiation incident on a surface located at latitude 45◦

, longitude 90◦
, slope 40◦

,

and azimuth 15◦ at 11:00 hours?
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S1.2 Variation of extraterrestrial radiation over a year.
Develop a program to plot the monthly average daily total extraterrestrial
radiation (kWh/m2) on a surface of any orientation and any latitude between
±60◦

. Use the 12 average days listed in Table 1.6.1. For latitude 43◦ (Madison,
WI) plot the monthly average daily radiation on a surface with a slope of 60◦

and an azimuth angle of 30◦
.

S1.3 Annual extraterrestrial radiation on a tilted surface.
Develop a computer program to calculate the 8760 hourly values of the
extraterrestrial radiation on a fixed surface of any orientation and location. For
latitude 43◦ (Madison, WI) what slope and azimuth angles maximize the annual
incident extraterrestrial radiation?

S1.4 Annual extraterrestrial radiation on a one-axis tracking surfaces.
For any location, write a computer program to calculate the annual extraterres-
trial radiation on surface of any slope that rotates on a vertical axis.

S1.5 Solar position diagram
Use EES (or another convenient program) to generate solar position diagrams
like Figure 1.9.1 for any latitude.

CHAPTER 2

2.1 aa For the clear day illustrated in Figure 2.5.1, determine the hourly and daily
solar radiation on a horizontal surface.

b For the cloudy day illustrated in Figure 2.5.1, determine the hourly and daily
solar radiation on a horizontal surface.

2.2 Do Problem 1.4 for a typical terrestrial distribution.

2.3 Estimate the monthly average radiation on a horizontal surface in January
and June in Madison, starting with the average hours of sunshine data from
Table 2.7.1. Compare the result with data from Appendix D.

2.4 aa Solar radiation on a horizontal surface integrated over the hour 11 to 12 PM

on January 9 at Boulder, CO(φ = 40◦
) is 402 kJ/m2. What is the clearness

index kT for that hour? Estimate the fraction of the hour’s radiation that is
diffuse.

b Solar radiation on a horizontal surface integrated over the day of January 9
at Boulder (φ = 40◦

) is 4.48 MJ/m2. What is the clearness index KT for
that day? What is the estimated fraction of the day’s energy that is diffuse?

2.5 The monthly average daily solar radiation on a horizontal surface in Lander,
WY (φ = 42.8◦

) is 18.9 MJ/m2 in March. How much of this is beam and how
much is diffuse?

2.6 For Madison, 43◦ N, on January 20, the total radiation on a horizontal surface
is 8.0 MJ/m2.

a Estimate the total horizontal radiation for 10 to 11.
b Estimate the beam and diffuse radiation for 10 to 11.
For a surface sloped 60◦ to the south:
c What is Rb for that hour?
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d If all radiation is treated as beam, what is total radiation on the tilted surface
IT for that hour?

e If the diffuse and ground-reflected radiation together are considered to be
independent of orientation, what is IT for that hour?

f If the diffuse radiation is uniform over sky and ground reflectance is
considered, what is IT for that hour? Let ρg be 0.2 (bare ground) and 0.7
(snow).

g If the Hay and Davies model is assumed, with circumsolar diffuse added to
the beam radiation, what is IT for that hour? Let ρg be 0.2 (bare ground)
and 0.7 (snow).

h If the HDKR model is assumed, accounting for circumsolar diffuse and
horizon brightening, what is IT for that hour? Let ρg be 0.2 (bare ground)
and 0.7 (snow).

i If the Perez model is assumed, what is IT for that hour? Let ρg be 0.2 (bare
ground) and 0.7 (snow).

2.7 The day’s radiation on a horizontal surface in Madison (φ = 43◦
) on December

22 is 8.80 MJ/m2. There is a fresh snow cover. For the hour 11 to 12, estimate
the diffuse radiation, the ground-reflected radiation, and the total radiation on a
south-facing vertical surface.

2.8 Estimate the average daily radiation in March on a surface sloped 35◦ to the
south for Albuquerque:
a Using the Liu and Jordan model
b Using the Klein-Theilacker method

2.9 For Albuquerque, plot the monthly average daily radiation as a function of
month for collectors with the following orientations: Assume ground reflectance
is 0.2 for all months.
a Horizontal surface
South-facing:
b Collector tilt of 20◦

c Collector tilt equal to latitude (35◦
)

d Collector tilt of 50◦

e Vertical collector

2.10 A window faces south at a location with latitude 36◦
. Estimate the January

average radiation on the window if KT for the month is 0.47.

2.11 For Madison in October, for a south-facing surface sloped at 58◦
, estimate R

and HT . What assumptions have you made?

2.12 Estimate the monthly average daily radiation incident on a south-facing vertical
surface in July in Madison. Take the ground reflectance as 0.2.
a Using Equation 2.19.2
b Using Equation 2.20.4

2.13 Estimate the standard clear-sky (i.e., 23-km-visibility) beam and diffuse radi-
ation on a horizontal surface for December 23 for Minneapolis (φ = 45◦

,

elevation 432 m) for each of the hours from sunrise to noon.
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2.14 Estimate the hourly beam radiation on the aperture of a collector which rotates
continuously about a horizontal north-south axis so as to track the sun. The
database is measurements of normal-incidence radiation measured with a pyr-
heliometer and integrated over the hour and is indicated in the table. The
latitude is 38◦ and the date is January 7.

Hour 8–9 9–10 10–11 11–12 12–1 1–2 2–3 3–4
Ibn 0.35 0.70 2.66 3.05 3.30 3.19 1.80 1.42

2.15 For Minneapolis (φ = 45◦
) in February:

a The radiation integrated over the hour from 10:00 to 11:00 on February 8 is
1.57 MJ/m2. What is kT ? Estimate Ib and Id for the hour.

b For February 8, the day’s integrated radiation is 10.80 MJ/m2. What are kT ,

Hb, and Hd?
c For the month of February, the average daily radiation is 8.67 MJ/m2. What

are KT , Hb, and Hd?

2.16 On February 8 in Minneapolis, the total radiation for the hour 10:00 to 11:00
is 1.57 MJ/m2. Estimate the beam, diffuse, and ground-reflected radiation and
the total radiation on a south-facing surface having a slope of 60◦:
a By the Liu and Jordan model
b By the HDKR model
c By the Perez model

2.17 For the circumstances of Problem 2.16, estimate the beam radiation on a
surface that is rotated continuously about a horizontal north-south axis so as to
minimize the angle of incidence of the beam radiation.

2.18 For Madison, with γ = 0◦
, β = 60◦

, and with ρg for the 12 months of 0.7, 0.7,
0.4, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.4, and 0.7, estimate monthly HT values
and their three parts.

2.19 A building in Springfield, IL, has a south-facing vertical surface that is designed
to absorb solar radiation. Calculate the monthly radiation on the surface and
the three components of the radiation
a Using the Liu and Jordan method
b Using the Klein and Theilacker method
Use the following values for ground reflectance for the 12 months, starting with
January: 0.7, 0.7, 0.4, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.4, 0.7.

2.20 A south facing window is 2.1m high and 4.2m long. A horizontal diffuse
reflector is placed in front of the window. It is hinged at the bottom edge
of the window so that when raised to a vertical position against the window
it just covers the window. During daylight hours, the reflector is lowered to
its horizontal position. Radiation data for an hour are I = 1.61 MJ/m2, Id =
0.33 MJ/m2, Ib = 1.28 MJ/m2, and Rb = 2.31.
a If the (diffuse) reflectance of the reflector is 0.85, what will be the total

radiation per unit area on the window?
b If the diffuse reflectance drops to 0.7, what will be the total radiation per

unit area on the window?



810 Problems

2.21 A cylindrical concentrator like that shown in Figure 7.9.1 is installed at latitude
40◦

. The date is February 20. Radiation for two hour-long periods is shown in
the table.

Hour Ibn, MJ/m2

11–12 2.31
3–4 1.67

a If the collector is rotated about a horizontal east-west axis to minimize the
angle of incidence of beam radiation on the aperture, what is the estimated
beam radiation on the aperture for each hour?

b If the collector is rotated on a horizontal north-south axis, what is the
estimated beam radiation on the aperture for each hour?

2.22 A south-facing window is on a building at Blue Hill, MA. For the month
of January, the critical radiation level is 0.72 MJ/m2 (based on an indoor
temperature of 20◦C and an outdoor temperature of −1◦C). The average
January solar radiation on a vertical surface at Blue Hill is 1.52, 1.15, and
0.68 MJ/m2 for the hour pairs centered at 0.5, 1.5, and 2.5 h from solar noon.
Use Figure 2.22.3 to calculate the utilizable energy.

2.23 A collector with β = 60◦ and γ = 0◦ is located at Madison. The critical
radiation level is 536 W/m2. For the month of February, for the hour-pair 10 to
11 and 1 to 2, what is the utilizability? What is the utilizable energy?

If the loss coefficient of the collector is reduced to 60% of the stated
value (i.e., the critical radiation level is reduced to 322 W/m2), what are the
utilizability and the utilizable energy? (See Appendix D for data. Assume
ρg = 0.60.)

2.24 A collector is used in a swimming pool heating system at latitude 34◦ S and is
sloped 20◦ to the north. For the month of December the average daily radiation
on a horizontal surface is 28.7 MJ/m2. The critical radiation level for the
collector for this month in this application is 124 W/m2. Calculate the daily
utilizability and the month’s utilizable energy.

2.25 Using the shading plane concept calculate the beam and estimate the total
radiation incident on a window 2m high and 3m long located 0.5m below an
infinitely long horizontal overhang with a projection of 0.7m. The latitude
is 38◦

, the window faces south, and the hour is 1 to 2 PM. The nor-
mal beam radiation is 800 W/m2. Do the calculation for a January 17 and
b April 15.

2.26 For a south-facing surface in Pueblo, CO (longitude = 104◦48′), on February
16, the hour-by-hour radiation on a horizontal surface, I, the normal beam
radiation, Ibn, and the ambient temperature, Tamb, are given in the table. The
time is solar time at the local standard meridian (105◦

). The ground reflectance
is 0.4.
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Time
(h)

I
(Wh/m2)

Ibn
(Wh/m2)

Tamb
(
◦C)

7–8 72 254 2.8
8–9 218 377 5.4
9–10 406 741 8.0
10–11 503 705 10.6
11–12 478 490 12.1
12–13 637 853 13.5
13–14 440 485 15.0
14–15 463 739 14.8
15–16 330 756 14.6
16–17 166 738 14.4

For the hour 10 to 11, for a slope of 60◦ to the south:
a What is kT ?
b What is IT in kilojoules per square meter? What are the beam, diffuse, and

ground-reflected components of IT in megajoules per square meter?
c Estimate Ibn from I and compare the values with those given in the table.

Use your estimated value of Ibn and estimate IT . Compare to the value
obtained in part b.

d For the day, plot Io and kT versus time.
e For slopes of 30◦

, 45◦
, 60◦

, and 75◦
, plot IT versus time. Use the Liu and

Jordan method with Id estimated as in part c.
f If the selection of slope is based onmaximizing incident radiation (as we will

see, this is not necessarily the correct basis), what slope would you select
for this day? What would you think might be the answer to this question if
a summer’s day had been used in the calculations?

g What are H, KT , and Ho?
h Calculate HT and its components for a slope of 60◦

.

i What is HT and what are its components for the month of February at a
slope of 60◦? The monthly average radiation for February is 13.30 MJ/m2.

Use the Liu and Jordan method.

CHAPTER 2

S2.1 Air mass 1.5 beam normal plus circumsolar spectral data.
From the Internet find and download air mass 1.5 solar spectral data (search
for ASTM G-173 for a free download). For the three energy bands 0.20 to
0.25, 0.50 to 0.55, and 0.70 to 0.75 of table 2.6.1 verify that these bands in
the downloaded data each contain 5% of the total.

S2.2 Read and write a TMY3 weather data file.
The weather data available in the simulation program CombiSys is a reduced
set of TMY2 data and consists of 239 U.S. locations each with three columns
and 8760 lines (representing local standard time). The first column is the total
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solar radiation on a horizontal surface for the preceding hour (Wh/m2), the
second is the beam normal solar radiation for the preceding hour (Wh/m2),

and the third is the average ambient temperature (
◦C) for the preceding

hour. Download Madison, WI, TMY3 data from the Internet (Search the
NREL website for both the data and the user’s manual). Use EES to read
the hourly TMY3 data and produce a data file that is compatible with the
CombiSys program. Name the file USA-WI-MadisonTMY3.dat and copy this
file into your CombiSys/Weather folder. In the folder CombiSys/Data folder
you will find the file Cities.dat. Each row contains nine elements separated by
commas (this format is called a CSV file for Comma Separated Variables).
The nine elements are the row number, a text string of State:CityName,
latitude, longitude, difference between standard longitude and actual longitude,
elevation above sea level [m], the average annual temperature (not used in
CombiSys), the USWBAN identification number, and the relative Folder\File
Name of theweather data.Modify this file by first copying the line forMadison,
WI, and then pasteing the copy just below the original line. For the new line
change the city name from USA-WI-Madison to USA-WI-MadisonTMY3.
Renumber the remaining lines so that there are a total of 240 cities. Change
the first line from 239 to 240. Run the CombiSys default system using both
TMY2 and TMY3 data and comment on the observed differences.

S2.3 Hourly radiation on a tilted surface.
Run the CombiSys default parameter set for the first day of January (using
the default time step of one hour). For the hour 11 to 12 verify the CombiSys
estimate of the radiation incident on the plane of the collector. Start with
the beam normal and total horizontal radiation found in the TMY2 data.
Note that the reported measured radiation for local standard time hour 12 is
the integrated value from 11 to 12. For this analysis assume the radiation
is constant from 11 to 12. Perform all calculations at the local solar time
corresponding to the local standard time of 11:30.

S2.4 Calculation of solar radiation on a tilted surface.
Use EES and the HDKR solar radiation processing method (Equation 2.16.7)
to calculate the hourly incident solar radiation on a surface of any orientation
using the Madison, WI, TMY3 data file produced in Problem S2.2. For the
first day in January compare your hourly results with the results from using
CombiSys with TMY3 data. Sum the hourly radiation to determine the 12
monthly totals. Compare your results with the values obtained using CombiSys
(using a one-hour time step). Note that the time basis of the data is standard
time, but all calculations will need to be done in solar time. So, for example,
youwill need to convert two adjacent hours, say 10 and 11, to solar time, do the
calculations at the midpoint of the solar time hour, and then report the results
for 11. Complications arise during hours that contain either sunrise or sunset.
For an hour that contains sunrise the reported data is the integrated value from
sunrise to the first hour with data. An appropriate solar time must be chosen
to do the calculations. If the midpoint of the solar time hour is used to do the
calculations, the time may be before sunrise and the governing equations will
yield nonsense. Two choices are apparent: use the midpoint between sunrise
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and the end of the hour or use the time of the first reported data. Since there is
little usable solar energy available in the early hour, making an error will have
little impact on the final result. Similar arguments can be made for hours that
contain sunset. Making measurements near sunrise and sunset is fraught with
difficulty. For example, cloud reflections can increase the measurements such
that the recorded value exceeds the extraterrestrial value. CombiSys reports
the number of times this happens in the file CombiSys.LST.

S2.5 Estimate beam and diffuse radiation.
Repeat Problem S2.4 but modify your program to use only the reported global
horizontal radiation. That is, from the hourly global horizontal radiation
estimate the hourly direct normal and hourly horizontal diffuse radiation using
Equation 2.10.1. Compare the annual solar fraction results with the results of
Problem S2.4.

S2.6 Impact of weather data.
Discuss the use of Madison, WI, TMY2 data versus TMY3 data (see Problem
S2.2) for predicting system performance using the default parameter set of
CombiSys. Are your conclusions for Madison useful for other locations?
Compare the Madison, WI, weather data provided in Appendix D with the
TMY2 and TMY3 data.

S2.7 Impact of system orientation.
For the default parameter set in CombiSys determine the collector slope that
maximizes solar fraction, F . For this optimum slope investigate the impact
on solar fraction when the collector azimuth angle varies between ±90◦

.

S2.8 Impact of system location.
Repeat Problem S2.7 for Albuquerque, NM, and Portland, OR. With the
Madison, WI, results these three cities cover the range of climates from
sunny (Albuquerque), partly cloudy (Madison), and overcast (Portland). What
general conclusions can you draw from these results?

S2.9 Impact of radiation processor model.
Using the four different radiation processor algorithms offered in CombiSys
and the default parameter set, what general conclusions can you draw (at least
for the default city) from these results?

S2.10 Calculate utilizability:
For a south-facing surface in Madison, WI, tilted up at 45◦

, calculate the
12 monthly average daily utilizability values (φ) for a critical radiation level
ITc equal to 145 W/m2. Compare the results with Equation 2.24.4. Show the
results on a plot of the two values of φ as a function of month.

CHAPTER 3

3.1 Verify the values of the blackbody spectral emissive power shown in
Figure 3.4.1 for
a T = 1000 K and λ = 10 µm; b T = 400 K and λ = 5 µm; and c T =

6000 K and λ = µm.
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3.2 What is the percentage of the blackbody radiation from a source at 300 K in
the wavelength region from 8 to 14 µm? (This is the so-called window in the
earth’s atmosphere.)

3.3 Write a computer subroutine to calculate the fraction of the energy from a
blackbody source at T in the wavelength interval a to b.

3.4 Calculate the energy transfer per unit area by radiation between two large
parallel flat plates. The temperature and emittance of one plate are 500 K and
0.45 and for the other plate are 300 K and 0.2. What is the radiation heat transfer
coefficient?

3.5 Calculate an overall heat loss coefficient for a plate at 50◦C, facing up, when
exposed to an ambient temperature of 10◦C. The plate emittance is 0.88, the
dew point is 3◦C, and the wind heat transfer coefficient is 25 W/m2 ◦C.Assume
time is midnight.

3.6 Consider two large flat plates spaced l mm apart. One plate is at 100◦C and the
other is at 50◦C. Determine the convective heat transfer between the plates for
the following conditions:
a Horizontal, heat flow up, l = 20 mm
b Horizontal, heat flow up, l = 50 mm
c Inclined at 45◦

, heat flow up, l = 20 mm

3.7 Compute the equilibrium temperature of a thin, polished copper plate 1 m ×
1 m × 1 mm under the following conditions:
a In earth orbit, with solar radiation normal to a side of the plate. Neglect the

influence of the earth. See Table 4.7.1.
b Just above the earth’s surface, with solar radiation normal to the plate and

the sun directly overhead. See Table 4.7.1.

Assume the following: the sky is clear and transmits 0.80 of the solar radiation,
the equivalent blackbody sky temperature is 10◦C less than the ambient
temperature, the ambient air temperature is 25◦C, the wind heat transfer
coefficient is 23 W/m2 ◦C, and the earth’s surface is effectively a blackbody
at 15◦C.

3.8 Consider two thin circular disks thermally isolated from each other and
suspended horizontally side by side in the same plane inside a glass sphere on
low-conductance mounts. The sphere is filled with an inert gas, such as dry
nitrogen, to prevent deterioration of the surfaces. The dimensions of the disks are
identical. One disk is painted with black paint (αb = 0.95, εb = 0.95) and the
other with white paint (αw = 0.35, εw = 0.95). The glass has a transmittance
for solar radiation τc of 0.90 and an emittance for long-wave radiation of 0.88.
The convection coefficient h between each of the disks and the glass cover
is 16 W/m2 ◦C. (Note that the disks have two sides and that the edges can
be neglected.) When exposed to an unknown solar radiation on a horizontal
surface G, the temperature of the white disks, Tw, is 5◦C and the temperature
of the black disc, Tb, is 15◦C. Ta = 0◦C.

a Write the energy balances for the black and white disks assuming the glass
cover is at a uniform temperature Tc.



Chapter 3 815

b Derive an expression for the combined convection and radiation heat transfer
coefficient.

c Using the result of part b, derive an expression giving the incident solar
radiation as a function of the difference in temperature between the black
and white disks.

d What is the incident solar radiation G for the conditions stated?

3.9 Determine the convection heat transfer between two large flat plates (covers in
a collector) separated by a distance of 20mm and inclined at an angle of 60◦

.

The temperature of the lower plate is 110◦C and that of the upper plate is at
60◦C.

3.10 What is the convective heat transfer for the conditions of Problem 3.9 when
a slat-type honeycomb is inserted in the space between the plates? The slat
spacing is 10mm.

3.11 Determine the heat transfer coefficient for air flowing by forced convection in a
1-m-wide, 2-m-long, 15-mm-deep channel. The flow rate is 0.012 kg/s. What
is the heat transfer coefficient if the plate spacing is halved? What is the heat
transfer coefficient if the mass flow rate is doubled? Tair = 25◦C.

3.12 Estimate the pressure drop in a pebble bed with 3 × 4 m flow area and with
2m flow length. The flow rate through the bed is 1.1 kg/s. The pebbles are
0.02-m-diameter river-washed gravel with a void fraction of 0.45. Use an
average air temperature of 40◦C.

3.13 Estimate the rock diameter required for a pressure drop of 55 Pa for the
conditions of Problem 3.12. Assume the pebble void fraction remains at 0.45
for all pebble sizes.

3.14 A flat-plate collector with one cover is inclined at a slope of 50◦ from the
horizontal. The plate temperature is 100◦C and its emittance is 0.10. The cover
temperature is 31.5◦C, and the (glass) cover has an emittance of 0.88. The
plate-cover spacing is 25mm.
a Calculate the radiative transfer from plate to cover.
b Calculate a radiation heat transfer coefficient from plate to cover.
c Calculate the convective transfer from plate to cover.
d Given an effective surrounding temperature of 10◦C, estimate the net

radiative exchange between the cover and the surroundings.

3.15 The ambient temperature around the collector in Problem 3.14 is 10◦C, and the
wind speed is 5.0 m/s. Estimate the wind coefficient hw:
a If the collector is free standing and has dimensions 2.5 × 10 m.

b If the collector is flush mounted on a building with a volume of 564 m3.

3.16 A counterflow heat exchanger has water entering one side at a rate of 3.75 kg/s
and a temperature of 49◦C. Glycol enters the other side at a variable flow rate
and a temperature of 65◦C. The Cp of the glycol is 3780 J/kg ◦C. The UA of
the exchanger is 2.10 × 105 W/

◦C. What are the outlet temperatures of the two
streams as functions of the glycol flow rate?

3.17 In the design of a solar collector it is necessary to estimate the heat transfer
from the hot absorber plate to the ambient. Consider a single glass-covered
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collector with an absorber plate having an emittance of 0.2, a temperature of
85◦C, and a plate-to-cover spacing of 30mm. Assume the collector is mounted
on a roof with a slope of 60◦ with a wind heat transfer coefficient of 7 W/m2 K.

The ambient air and sky temperatures are both 15◦C.

a Estimate the heat loss from this collector per unit area.
b How does the overall loss coefficient U [U(Tplate − Tamb) = q] vary with

plate temperature?
c What energy transfers are we neglecting in this analysis of a collector?

CHAPTER 3

S3.1 Evaluate the Stefan-Boltzmann constant.
Numerically integrate Equation 3.5.1 (with Equation 3.4.1 substituted for Eλb)
to determine the numerical value of σ. Hint: change the integration variable
from λ to λT.

S3.2 Verify Table 3.6.1a.
Develop a computer program to numerically integrate Equation 3.6.3 and use
the program to verify a few entries in Table 3.6.1a.

S3.3 Sky temperature throughout a day.
Develop a computer program to calculate and plot the equivalent sky tempera-
ture as a function of time (0 to 24 h) for the first 24 h of the CombiSys default
city (i.e., Pueblo, Colorado). Assume the humidity ratio (mass of water vapor
per mass of dry air) remains constant throughout the day at the value found for
the first hour if the relative humidity in that first hour is 60%.

S3.4 Radiation exchange from collector to ground and sky.
Equation 3.8.3 can be used to estimate the radiation exchange between a
collector at a slope β that faces both the ground and the sky. The view factor
from a collector to the ground is given by (1 − cos(β))/2. Assume the collector
cover surface is at 60◦C with an emittance of 0.88 and the ground is at 25◦C
with an emittance of 0.96. What is the hour-by-hour thermal radiation loss
throughout the day described in Problem S3.3?

S3.5 Heat transfer between two concentric cylinders.
For two concentric horizontal cylinders of Do = 50 mm and Di = 30 mm plot
the ratio keff/k as a function of air pressure (think about an appropriate pressure
scale between 2 atm and a perfect vacuum) at mean air temperatures of 100,
200, and 300◦C. Use the curve-fitting option in EES to generate a polynomial
expression relating keff/k to air pressure and mean air temperature. Curve fits
to analytical results can often be used to reduce simulation computation time.

S3.6 Convection heat loss from a single-cover flat-plate collector.
Solar collectors are typically tested at a single slope. Changing the collector
slope can have a significant impact on the incident solar radiation and thus on
system performance. However, in simulating a solar system’s performance the
effect of slope on the heat loss from the collector is typically neglected. Typical
single-cover flat-plate collectors have an absorber plate-to-cover distance of
25mm. Investigate the effect of collector slope on the heat loss (both convection
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and radiation) from a collector with the absorber plate maintained at 70◦C and
with an ambient temperature of 25◦C. The convection heat transfer coefficient
on the outside of the glass cover is 10 W/m2 ◦C. The glass and absorber plate
infrared emittances are 0.88 and 0.20, respectively. The effective temperature
of the sky is given by Equation 3.9.2 with a dew point temperature of 10◦C and
hours from midnight (t) equal to 12.

S3.7 Relationship between a packed-bed particle parameter and the flow Reynolds
number.
A rock bed consisting of screened rocks is often used for energy storage in
air-based solar systems. Screened rocks have been passed through screens
of various sized openings to obtain rocks of a more-or-less uniform size.
Equations 3.16.4 and 3.16.5 both predict pressure drop in packed beds. Equating
the pressure drop from these two equations provides a relationship between
Reynolds number (GoD/µ) and a rock parameter (1 − ε)α/ε3/2. Graphically
show this relationship.

S3.8 Heat exchanger effectiveness.
Plot the effectiveness of a counterflow heat exchanger as a function of NTU
for an appropriate set of C∗ values.

CHAPTER 4

4.1 Consider a surface that has been prepared for use in outer space and has the
following spectral characteristics:

ρλ =
{
0.10 for 0 < λ < λc µm

0.90 for λc < λ < ∞ µm

For λc of 1, 2, and 3 µm, calculate the equilibrium temperature of the plate.
Assume the sun can be approximated by a blackbody at 6000 K and that the
solar flux on the plate is 1367 W/m2. Also assume that the backside of the plate
is perfectly insulated.

4.2 A selective surface for solar collector absorber plates has the characteristics

αλ = ελ =
{
0.95 for 0 < λ < 1.8 µm

0.05 for 1.8 < λ < ∞ µm

Assume the sun to be a blackbody emitter at 5777 K. Calculate the absorptance
of the surface. If the surface is at 150◦C, calculate its emittance.

4.3 For the black chrome surface (after the humidity test) of Figure 4.8.3:
a Determine the absorptance for extraterrestrial solar radiation for the surface.
b What is the absorptance of the surface for the terrestrial solar radiation

distribution of Table 2.6.1?
c What is the emittance of the surface at a temperature of 350◦C?

4.4 Estimate the emittance of a surface having characteristics of curve C of
Figure 4.8.2 if its temperature is a 175◦C and b 30◦C.
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4.5 A surface is designed for use in space. It has wavelength-dependent properties
as shown in the table. The surface (on a spacecraft) is at 350 K. Calculate the
ratio α/ε.

Wavelength Range, µm αλ ελ

0–0.6 0.80 0.20
0.6–2.6 0.25 0.75
2.6–100 0.10 0.90

4.6 The absorptance of the surface of curve C of Figure 4.8.2 can be assumed to be
that for radiation at normal incidence. Assuming that Figure 4.11.1 adequately
represents the characteristics of the surface, what is α at 30◦? 45◦? 60◦?

4.7 A collector that is to be used on the Madison, WI, heating system has radiation
properties of the absorber plate as given in Figure 4.8.2, curve C. The collector
is expected to deliver most of its output when the absorber surface temperature
is about 325 K.

The data range from 0.41 to 25 µm,which is not sufficient for the calculations
of this problem. Extend the data down to 0.01 µm by adding a point at 0.01 with
the same reflectance value as at 0.41. Extend to 100 µm in the same manner.
a What is the absorptance for solar radiation assuming the sun is a blackbody

at 5777 K? Write an EES function called Planck_(lambda, T) that will
evaluate the blackbody energy at a specified wavelength and temperature
(Equation 3.4.1). Use the EES integral function and your Planck function to
integrate Equation 4.5.1 where epsilon and epsilon_lambda are replaced by
rho and rho_lambda. Comment on the differences when you integrate from
0.01 to 100 µm versus integrating from 0.41 to 25 µm.

b Repeat part a but assume the solar radiation is distributed as in Table 2.6.1
(i.e., air mass 2). Use the Insert Modify Array command from the Edit menu
to insert the wavelength bands from Table 2.6.1. Find an average ρ in each
band and use Equation 4.6.5 to evaluate the solar absorptance.

c What is the emittance for long-wave radiation at 325 K? Comment on the
error associated with extrapolating the data.

d This surface is proposed for use in other collectors that will operate at different
temperatures. Plot the emittance versus surface temperature for a range of
temperatures from 300 to 800 K. Use the EES curve-fit option under the
menu Plots and find a second-order polynomial (in degrees kelvin) that fits
your results.

CHAPTER 4

S4.1 Spectral radiation data processing.
Develop a computer program to integrate spectral data (Equation 4.5.1) to
determine emissivity. Test your program using the spectral data found in the
two tables of Example 4.6.1 to determine the absorptance for radiation from a
source at 5777 K (effective blackbody temperature of the sun) and the emittance
at a temperature of 450◦C.
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S4.2 Material radiation properties as a function of temperature.
Use a digitizing program (e.g., the free program Engauge Digitizer) to digitize
the data of surface C of Figure 4.8.2. Plot the solar absorptance and the infrared
(IR) emittance of surface C for the surface temperature ranging from 0 to
300◦C. Develop polynomial approximations for your results.

S4.3 Spacecraft thermal control.
Spacecraft passive thermal control experts use radiation properties to con-
trol spacecraft temperatures. Consider a flat-plate normal to the sun with the
back side perfectly insulated. A surface coating is available that has the prop-
erties displayed in Figure 4.8.1 but with the cutoff wavelength being a design
variable. What is the equilibrium temperature of the plate (far from earth but
at nominal sun-earth distance) as a function of the cutoff wavelength? For
simplicity, assume the sun is a blackbody at 5777 K.

S4.4 More spacecraft thermal control.
Accurate passive thermal control of spacecraft depends upon having coatings
with known and stable thermal radiation properties. Sometimes surfaces are
prepared in a pattern of two or three different coatings. As an example from
Table 4.7.1 consider gold with solar absorptance of 0.22 and infrared emittance
of 0.04 and carbon black paint in acrylic binder with solar absorptance of
0.94 and infrared emittance of 0.83. A surface that is patterned with 60% gold
and 40% black paint will have average α = 0.6 × 0.22 + 0.4 × 0.94 = 0.508
and average ε = 0.6 × 0.04 + 0.4 × 0.83 = 0.356. What combination of what
surfaces from Table 4.7.1 will produce a temperature of 300 K?

CHAPTER 5

5.1 Calculate the reflectance of one glass surface for angles of incidence of a 10◦
,

b 30◦
, c 50◦

, and d 70◦
. The index of refraction is 1.526.

5.2 Calculate the transmission of three nonabsorbing glass covers at angles of 10◦

and 70◦ and compare your results to Figure 5.1.3.

5.3 For glass with K = 20 m−1 and 2.0mm thick, calculate the transmission of
two covers: a at normal incidence and b at 50◦

.

5.4 Calculate the (τα) product for a two-glass-cover collector (KL = 0.0370 per
plate) with a flat black collector absorber for radiation incident on the collector
at an angle of a 25◦ and b 60◦. εp = 0.96.

5.5 Estimate the transmittance of a single glass cover with KL = 0.0370 for diffuse
radiation from the sky and for radiation reflected from the ground. The slope of
the cover is a 45◦ and b 90◦

.

5.6 What is the transmittance for solar radiation of a collector cover with index of
refraction 1.60 at an angle of incidence of 58◦? The cover is 2mm thick and
the extinction coefficient is 10 m−1. If the index of refraction is 1.40, what will
be the transmittance?

5.7 A glass to be used for a cover on a solar collector has K = 25 m−1 and is
2.5mm thick. Solar radiation is incident on the glass at an angle of incidence
of 55◦

.



820 Problems

a What is the reflectance of a single surface?
b What is the transmittance of a single cover?
c What is the transmittance of two covers?
d For part b, compare the results obtained with the exact method and the

approximate method.

5.8 Estimate the radiation absorbed by a collector under the following conditions:
I = 3.0 MJ/m2, IbT = 4.1 MJ/m2, Id = 0.4 MJ/m2, θbT = 25◦

, β = 45◦; τ

is given in Figure 5.3.1 for KL = 0.037 and one cover; α = 0.93 and is
independent of angle; and ground reflectance is 0.2.

5.9 A collector has a single cover of low-iron glass. It is at a latitude of 48◦ and
a slope of 63◦

. For a particular hour, the angle of incidence of beam radiation
on the collector (taken as that at the half-hour point) is 10.7◦ and the zenith
angle is 71.3◦

. I = 1.03 MJ/m2 and Io = 1.62 MJ/m2. Ground reflectance is
0.4. The cover is glass with KL = 0.013. The absorptance of the plate for total
radiation at normal incidence is 0.955, and it has an angular dependence as
shown in Figure 4.11.1.
a What is (τα)b? c What is (τα)g?
b What is (τα)d? d Calculate S for the hour.

5.10 A vertical, south-facing collector in Madison has an angular dependence of
absorptance as shown in Figure 4.11.1 and αn = 0.93. The collector has one
cover of low-iron glass with KL = 0.013 per sheet. For the month of January
average ground reflectance is estimated to be 0.60. Using the isotropic sky
model:
a What are the three components of absorbed radiation?
b What is the total absorbed radiation?
c What is the average transmittance-absorptance product?

5.11 For the Tedlar cover of Figure 5.7.2, estimate the transmittance for blackbody
radiation from a source at a 45◦C and b 145◦C.

5.12 A building in Madison has as part of the south surfaces a collector-storage
wall with double glazing (KL = 0.0125 per sheet) and a black absorbing
surface behind it that has αn = 0.92 and an angular dependence as shown in
Figure 4.11.1. Calculate the absorbed beam, diffuse, ground-reflected, and total
radiation for the month of January. Assume that the ground reflectance averages
0.7 for the month. State any assumptions you make.

5.13 The surface to be used as the absorber plate in a collector has a normal-
incidence absorptance of 0.85. The collector has a single glass cover of low
iron content and KL = 0.021 per sheet. Use the data for January 10 in Boulder
from Table 2.5.1. Use Equations 2.10.1 and 2.16.7 in your analysis.
a Plot S and IT for slopes of 30◦

, 45◦
, 60◦

, and 75◦ as a function of hour angle
(four graphs). What are the general trends?

b Plot (τα)ave for the four slopes as a function of hour angle. Can you draw
any general conclusions?

c It is proposed that the collector design is to be modified by the addition of
a second cover. For a slope of 45◦ compare the absorbed radiation for this
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day for the two-cover collector with that of the one-cover collector. What
can you speculate about the utility of second cover?

d There is also the possibility of using a flat-black absorber surface which
has an absorptance at normal incidence of 0.96 and an emittance of 0.86.
What effect would use of this surface have on absorbed radiation for the 45◦

slope?

CHAPTER 5

S5.1 Digitize data.
Use a digitizing program (e.g., the free program Engauge Digitizer) to digitize
the 0.50% Fe2O3 curve of Figure 5.7.1. Use this data to verify the results of
Example 5.7.1.

S5.2 Glass extinction coefficient as a function of angle.
The data of Figure 5.7.1 consists of both reflection losses and transmission
losses. Use the data obtained in Problem S5.1 and plot the extinction coefficient
as a function of wavelength. Assume the glass index of refraction is independent
of wavelength at a value of 1.526.

S5.3 Solar transmittance of glass.
For the data of Problem S5.1, plot the solar radiation transmittance as a function
of incidence angle.

S5.4 The monthly average absorbed solar radiation of Example 5.10.1 uses monthly
averages of the horizontal beam and diffuse radiation, the factor R, and the
transmittance-absorptance. Reevaluate the results in the table for Springfield,
IL, using hour-by-hour calculations.

CHAPTER 6

6.1 Compare the value of Ut calculated with Equation 6.4.9 to the graphs of
Figure 6.4.4 at:
a hw = 5 W/m2 ◦C, εp = 0.95, Tp = 60◦C, Ta = 10◦C, for two covers
b hw = 20 W/m2 ◦C, εp = 0.1, Tp = 100◦C, Ta = 40◦C, for one cover

6.2 Calculate the overall loss coefficient for a flat-plate solar collector located in
Madison and sloped toward the equator with a slope equal to the latitude.
Assume a single glass cover 25mm above the absorber plate, a wind speed
of 6.5 m/s, an absorber long-wave emittance of 0.11, and 70mm of rock
wool back insulation having a conductivity of 0.034 W/m ◦C. The mean plate
temperature is 100◦C, and the ambient temperature is 25◦C.Neglect edge effects
and absorption of solar radiation by the glass. The collectors are mounted flush
on the surface of a house having a volume of 300 m3. The time is noon and
Tdp = 20◦C.

6.3 aa Verify the convective heat flows shown in Figure 6.4.3(a) using the convec-
tion equations of Section 3.11.

b What will be the cover temperature, total loss rate, and individual convection
and radiation transfers if a set of convection suppression slats with aspect
ratio 0.3 is used between plate and cover?
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6.4 Aflat-plate solar collector has twoglass covers, a black absorberwith εp = 0.95,
mean plate temperature of 110◦C at an ambient temperature of 10◦C, and a
wind loss coefficient of 10 W/m2 ◦C. Estimate its top loss coefficient. If the
back of the collector is insulated with 50mm of mineral wool insulation of
k = 0.035 W/m ◦C, what is its overall loss coefficient? (Neglect edge effects.)
The slope is 45◦

. Plate-to-cover and cover-to-cover spacing is 25mm.

6.5 A flat-plate collector has a fin-and-tube-type absorber plate. UL = 8.0 W/m2

◦C, the plate is 0.5mm thick, the tube center-to-center distance is 100mm, and
the heat transfer coefficient inside the 20-mm-diameter tubes is 300 W/m2 ◦C.

Bond conductance is high. Calculate the collector efficiency factor F ′ for a
copper fins, b aluminum fins, and c steel fins. If ṁ/Ac = 0.012 kg/m2s, what
are the corresponding FR values?

6.6 A flat-plate water heating collector absorber plate is copper 1.00mm thick.
Tubes 10mm in diameter are spaced 160mm apart. The collector overall
loss coefficient is 3.0 W/m2 ◦C and the inside heat transfer coefficient is
300 W/m2 ◦C. The solder bond between the plate and tubes is 5mm wide and
averages 2mm thick. The solder has a conductivity of 20 W/m ◦C. What is F ′
for the collector?

6.7 Derive the F ′ expression for the air heater shown in Figure 6.14.1(b). Assume
Ub is negligible.

6.8 Estimate the useful output of a solar collector when FRUL = 6.3 W/m2 ◦C,

FR(τα) = 0.83, Ti = 56◦C, Ta = 14◦C, and IT = 3.4 MJ/m2.

6.9 Calculate F ′, F ′′, and FR for an air heater of the type shown in Figure 6.14.1(b)
having characteristics as listed. Evaluate all properties at 70◦C.

Ac = 2 m2 T1 = 100◦C
UL = 5.0 W/m2 ◦C T2 = 40◦C
ε1 = ε2 = 0.95 Air flow rate = 0.028 kg/s
Plate spacing 0.02 m Length of flow channel 2 m
Cross-sectional area of flow channel 0.02 m2

6.10 The solar energy absorbed by a solar collector S and the ambient temperatures
are given in the table below. The collector has UL = 5.2 W/m2 ◦C and FR =
0.92. Determine the useful output of the collector for the day in question if the
inlet temperature is constant at 35◦C.

Hour S, MJ/m2 Ta,
◦C Hour S, MJ/m2 Ta,

◦C

7–8 0.01 −3 12–1 3.42 9
8–9 0.40 0 1–2 3.21 11
9–10 1.90 4 2–3 1.54 5

10–11 2.85 5 3–4 1.07 1
11–12 3.02 7 4–5 0.52 −4
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6.11 A ‘‘rule of thumb’’ for solar air heaters is that the air flow rate (at 20◦C) should
be 10 liters/s2 per square meter of collector area. For an air heater with this
flow rate for which F ′ = 0.75 and UL = 6.0 W/m2 ◦C, calculate FR.

6.12 A solar water heater, when operating, has FRUL = 5.5 W/m2 ◦C. In an exper-
iment, the pump is turned off, and the plate temperature is measured to be
118◦C. The pump is then started, with the inlet water at 30◦C. What is the
useful gain from the collector if the solar radiation does not change?

6.13 Determine the mean plate and fluid temperatures for a water heating collector
operating under the following conditions: UL = 4.0 W/m2 ◦C; F ′ = 0.90;
ṁ/Ac = 0.015 kg/m2 s; tube diameter 10mm; inside heat transfer coefficient
300 W/m2 ◦C; inlet temperature 55◦C; ambient temperature 15◦C; incident
radiation 1000 W/m2; (τα)e = 0.85; dust and shading coefficient 1.5%.

6.14 What is the critical radiation level for the circumstances of Problem 6.13?

6.15 If the circulating pump in Problem 6.13 were to fail, what would you expect the
plate temperature to be? What do you expect would happen to UL under these
circumstances, and how would it affect an estimate of the plate temperature?

6.16 Calculate (τα)e for diffuse radiation incident on a single-cover selective-surface
collector. The absorptance of the plate at normal incidence is 0.9, and the ratio
α/αn for the surface is as given in Figure 4.11.1. The plate emittance is 0.10.
Do the calculation for a KL = 0.0524 and b KL = 0.0125.

6.17 For November 2 in Madison the total solar radiation on a horizontal surface is
8.0 MJ/m2 and the air temperature is 5◦C.At 11:30 AM, estimate the steady-state
efficiency and exit temperature of an air heater of the type of Figure 6.14.1(b)
with parameters as follows:

Absorber plate, α = 0.95, ε = 0.2

Single glass cover, εc = 0.88, KL = 0.0125

Wind speed 5 m/s, building volume 400 m3

Air mass flow rate 0.016 kg/m2 s

Air entering temperature 38◦C
Plate-to-cover spacing 20mm

Air passage depth 10mm

Collector width 1.3m

Collector length 3m

Polyurethane foam back insulation thickness 60mm

Collector tilt 53◦ (south facing)
6.18 Estimate the energy collection and efficiency of a module of a two-cover

water heating flat-plate collector operating at a latitude of 30◦ in a space
heating process. The date is March 11 and the hour is 1500 to 1600. Assume
Ts = Ta; (τα)e = 1.02τα; all incident solar is beam radiation. Ignore dust
and shading and ignore edge losses. Take ρg = 0.6. The design parameters of
the module are as follows:
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0.75m wide, 5m long

Two glass covers, KL = 0.0125 per cover

Metal plate 1.0mm thick; k = 50 W/m ◦C
Tubes are 10mm diameter on 100-mm centers

α = 0.95, independent of incident angle

Back insulation 80mm thick; k = 0.048 W/m ◦C
Water flow rate 0.03 kg/s

Heat transfer coefficient inside risers 300 W/m2 ◦C
Slope from horizontal = 50◦

Cover spacing = 25 mm

Plate emittance εp = 0.95

For this hour, the operating conditions are as follows:

Solar radiation for the hour on a horizontal surface 1.40 MJ/m2

Ambient temperature 2◦C
Wind heat transfer coefficient 10 W/m2 ◦C
Temperature of water entering collector 35◦C

6.19 Estimate the hour-by-hour useful gain and day’s efficiency for a flat-plate
solar collector located in Boulder, CO, and tilted toward the equator with a
slope equal to the latitude. Use the hourly radiation data of January 10 from
Table 2.5.1. The collector is the same as that in Problem 6.18 and the inlet
water temperature is 25◦C.

6.20 In an industrial application for ventilating a paint-spraying operation, ambient
air is heated with flat-plate solar air heating collectors. The test results of
the air heaters show that FRUL = 4.0 W/m2 ◦C and FR(τα) = 0.61. The
ambient temperature is 12◦C and the solar radiation incident on the collector
is 665 W/m2. Calculate the rate of useful energy collection and the collector
efficiency.

6.21 Based on Equation 6.7.6, would it be better to have an absorber surface in a
one-cover collector with a α = 0.95 and ε = 0.20 or b α = 0.90 and ε = 0.10?
What is the basis of the choice?

6.22 A flat-plate water heating collector has the following characteristics:

Plate: copper, 0.026-cm-thick, 15-mm-diameter tubes on 80-mm centers,
αn = 0.93, ε = 0.11, ṁ/Ac = 0.0080 kg/m2 s

Covers: one glass, KL for the cover 0.0125, spaced 25mm from the plate

Insulation on back and edge: Ube = 0.82 W/m2 ◦C
Collector orientation: 60◦ slope to south
Conditions of operation: Ta = 10◦C, wind heat transfer coefficient
20 W/m2 ◦C, Ti = 35◦C, hfi = 300 W/m2 ◦C

For an hour in which IT = 2.60 MJ/m2 and the radiation is nearly normal to
the plane of the collector, estimate Qu/A.
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6.23 An hour-long collector test gives the results shown in the table. For this
collector, what are and FR (τα)n and FRUL? The collector area is 3.0 m

2.

Qu, MJ IT , MJ/m2 Tci,
◦C Ta,

◦C

6.80 3.10 16.0 12.0
1.49 3.22 86.1 12.0

6.24 A collector has FR (τα) = 0.73 and FRUL = 6.08 W/m2 ◦C. When Ti = Ta,

what is the instantaneous efficiency? If the instantaneous efficiency is zero, the
ambient temperature is 30◦C, and the inlet temperature is 150◦C, what is the
radiation on the collector?

6.25 The experimental data in the table are from a standard NBS/ASHRAE test
on an air heating collector. The module is 7.83 × 4.00 ft for a gross area of
31.33 ft2. The test flow rate is 562.5 lb/h. What are FR (τα)n and FRUL (in
both English and SI units)?

Run IT , Btu/ft2 h Ta,
◦F Tf,i ,

◦F Tf,o,
◦F

1 303.6 77.39 182.51 197.32
2 308.8 78.78 185.21 199.59
3 317.9 78.74 142.26 167.99
4 317.7 79.30 142.25 166.52
5 285.4 57.73 63.43 99.05
6 312.3 58.69 64.21 103.28
7 317.1 63.02 90.12 123.85
8 306.0 63.59 89.57 121.48

6.26 An indoor experimental evaluation of a solar water heating collector pro-
duced the data in the table below. The collector has a selective coating with
α of 0.87 to 0.92 and ε of 0.10 to 0.20. The single glass cover has τ = 0.92
at normal incidence. The collector dimensions are 0.914 × 2.133 m overall for
a gross area of 1.95 m2. Glass (aperture) area is 1.76 m2 and the effective
absorber area is 1.72 m2. For all of the data in the table, the wind speed was
3.4 m/s. For the conditions of these tests, what are FR (τα) and FRUL based
on gross collector area?

Ta,
◦C 23.9 24.4 25.0 26.7 26.7 24.4 25.6 26.1

Ti,
◦C 23.9 24.7 46.1 46.7 52.6 53.0 78.5 78.9

To,
◦C 30.7 32.8 51.4 53.3 57.8 58.9 80.9 82.4

GT , W/m2 789 947 789 947 789 947 789 947
ṁ, kg/s 0.0363 0.0385 0.0357 0.0362 0.0357 0.0364 0.0348 0.0359

6.27 The water heating collector of Problem 6.26 is to be operated at reduced flow
rates. Estimate new values of FR (τα)n and FRUL based on the gross collector
area for flow rates of a 0.020 kg/s and b 0.010 kg/s.
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6.28 The incidence angle modifier coefficient bo is normally found experimentally.
However, it is possible to estimate it; this can be useful for accounting for
incidence angle effects in simulations. For a one-cover collector with a cover
with KL = 0.0125 and αn = 0.93, estimate bo based on a calculation of (τα)

at normal incidence and at θ = 60◦
.

6.29 A collector with F ′ = 0.88, UL = 4.0 W/m2 ◦C, and (τα)av = 0.75 is oper-
ated as a water heater with a flow rate per unit area of 0.012 kg/m2 s. Water
enters at 17◦C, ambient temperature is 8◦C, and IT for the hour is 2.26 MJ/m2.

The collector area is 11.2 m2. Calculate FR, Qu, and η for the hour.

6.30 A liquid heating collector has test data from standard collector tests indicating
FRUL = 4.32 W/m2 ◦C and FR (τα)n = 0.81 when operated at a flow rate of
0.012 kg/m2 s. The heat capacity of the liquid is 3200 J/kg ◦C. If the flow rate
is cut in half, what would be the appropriate values of the two parameters to
use in a process design?

6.31 Calculations of the performance of a flat-plate collector with one cover and
a selective surface show that (τα)b at 4:30 PM is 0.71. At 4:30, the angle of
incidence of beam radiation is 57◦

. At normal incidence, the absorptance of
the plate is 0.93 and the transmittance of the cover is 0.91. Estimate bo for this
collector. What assumptions do you have to make?

6.32 Collector tests produce the following results: FR (τα)n = 0.673, FRUL =
3.07 W/m2 ◦C, and bo = −0.17. This collector operates for a day under the
conditions listed in the table. Complete the table.

Hour IT , kJ/m2 Ta,
◦C Ti,

◦C θb S Qu/Ac η

8–9 314 −8.3 31.0 58
9–10 724 −1.7 29.6 45

10–11 1809 1.7 27.1 34
11–12 2299 3.3 30.5 26
12–1 1926 5.6 35.7 26
1–2 420 7.2 34.3 34

From 2 PM on, radiation is negligible. What is η for the day?

6.33 For February 16 in Madison, WI, for the hour 11 to 12 the incident horizontal
radiation is 585 W-h/m2 and the ambient temperature is −4.4◦C. Assume the
sky temperature is equal to the ambient temperature.
a What is the hourly output of the collector (MJ/h) and the outlet fluid

temperature (
◦C), assuming that the water inlet temperature stays constant

at 35◦C
b The wind heat transfer coefficient has been assumed to be equal to

10 W/m2-K. Estimate the impact on not knowing the wind coefficient
better than plus or minus 50%

c The heat transfer coefficient inside the tubes is given as 436 W/m2 K.

Use this value in your solution. Calculate the actual inside heat transfer
coefficient.
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d The plate emittance is assumed to be 0.14. The following equation represents
the plate emittance as a function of plate temperature

εplate = 0.190014695 − 0.000801244186 ∗ T + 0.0000024152548 ∗ T2

− 1.29071396E − 09 ∗ T3

where T is the mean plate temperature in kelvins. Do you expect it will be
necessary to account for this variation in the plate emittance in evaluating
annual performance?

The collector has the following characteristics:

Ins_back=0.07 [m] back insulation thickness
k_ins=0.0245 [W/m K] polyurethane rigid foam
U_edge=0.098 [W/m2 K] edge loss coefficient
Space=0.028 [m] plate to cover spacing
slope=45 [deg]
SurfAzAng=0 [deg]
GrRef=0.4
Tubes=8 number of copper tubes in parallel
Sp_tube=0.115 [m]
L=2.5 [m] length in the flow direction
alpha_n=0.881 solar absorptance of absorber plate
epsilon_plate=0.14 IR emittance of absorber plate
Dia_Tube=0.008 [m] use for both inner and outer diameter
Thick_plate=.0005 [m]
k_plate=385 [W/m2 K] copper
Flow=0.025 [liter/s] total flow through the collector
KL = 0.021 glass KL product
Refrind=1.526 glass refractive index
C_b=1e6 bond conductance
h_fi=436 [W/m2 K] heat transfer coefficient inside the tubes
N_cov=1 number of covers
h_w=10 [W/m2 K] with a plus or minus 5 W/m2 K uncertainty

CHAPTER 6

S6.1 Comparing thermal performance of two collectors.
A house building contractor wishes to evaluate bids from two collector
manufacturers for a solar system (as modeled in CombiSys) in Madison,
WI. Manufacturer A has offered a collector with FR(τα)n = 0.73 and FRUL =
3.41 W/m2 ◦Candmanufacturer B has offered a collectorwithFR(τα)n = 0.80
and FRUL = 4.15 W/m2 ◦C. The first order incidence angle modifier for both
collectors is −0.017. If the house overall loss coefficient it 307W/K, which
collector would you recommend installing based only on performance?
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S6.2 Analysis of a collector top loss coefficient.
The results of Example 6.4.1 are shown in Figure 6.4.3(a). Write a computer
program to verify the results of Example 6.4.1. Use your program to plot the
top loss coefficient as a function of absorber plate temperature between 0 and
200◦C. Compare your results with Figure 6.4.4(d).

S6.3 Top loss coefficient for two covers.
Develop a computer program to verify the two-cover results of Figure 6.4.3(c).
What would be the top loss coefficient if the two-cover system used argon
between the two plates rather than air?

S6.4 Linear and quadratic collector test results.
Collector tests results are often presented in terms of both a linear fit and a
quadratic fit. For a collector with the following two representations, what is the
predicted annual solar fraction using the CombiSys default settings with the
following collector characteristics?

η = 0.691 − 3.396P/GT − 0.01968P 2/GT and Kτα = 1 − 0.194S − 0.006S2

versus
η = 0.706 − 4.910P/GT and Kτα = 1 − 0.20S
where
P = (Tin − Tamb) and S = 1/ cos θ

Note that in CombiSys the second-order IAM coefficient (i.e., the 0.006 above)
has been set to zero and cannot be changed from the TRANSED window.
However, if you open a TRD file in a text editor such as Notepad and search
for the line B1=0, (not the line *|# B1=0) you can change the zero to −0.006.

S6.5 Converting between linear and quadratic test results.
Section 6.19 shows how to convert linear collector parameters between the
options of using the inlet temperature and the average temperature, Tav =
(Tinlet + Tout)/2. When a second-order loss coefficient is nonzero, there is no
exact analytical conversion. For a collector with the following representation
using the average fluid temperature:

η = η0 − a1
Tav − Ta

G
− a2

(Tav − Ta)
2

G

where η0 = 0.69, a1 = 3.5 [W/m2 ◦C], and a2 = 0.015 [W/m2 ◦C2], estimate
the value of the three collector parameters when using the inlet temperature
representation. That is, find values of FR(τα)n, FRUL, and A2 in the following
equation:

η = FR(τα)n − FRUL

Tinlet − Ta

G
− A2

(Tinlet − Ta)
2

G

You will need to choose three different operating conditions and solve for the
three new parameters. Three convenient operating points are when η = η0,
η = η0/2, and η = 0. Collector tests are typically done at a minimum incident
radiation level G of about 800 W/m2. For this analysis use G = 800 W/m2.
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The collector tests were performed at the manufacturer’s specified water flow
rate of 40 kg/h m2. Plot the efficiency difference (i.e., the efficiency using Tav
minus the efficiency using Tinlet) against (Tinlet − Ta)/G. The difference should
be zero at the three chosen points. Note that this difference is not an error but a
difference between two models, neither of which is a perfect representation of
collector performance.

S6.6 Complete collector analysis.
Example 6.24.1 uses an EES computer program to simulate a collector test.
Develop an EES program to duplicate these results and verify the results by
comparing the two figures in the text with figures generated by your program.

CHAPTER 7

7.1 A concentrating collector is to have a tubular receiver with a plug in it so that the
liquid being heated flows through an annulus. The inside and outside diameters
of the steel outer tube are 0.054 and 0.059m, respectively, and the outer diameter
of the plug is 0.045m. The assembly is surrounded by a concentric glass tube
cover. A collector module is 0.30m in aperture width and 3.10m long with the
receiver length equal to the reflector length. The water flow rate through the tube
is 0.0168 kg/s. If UL = 7.5 W/m2 ◦C (based on the absorbing surface area) and
the average fluid temperature is 100◦C, what are F ′ and FR for this collector?

7.2 In Examples 7.3.1 and 7.3.2 the receiver surface has an emittance of 0.31. If a
selective surface with the same absorptance but with ε = 0.18 were to be used,
what would be the useful gain from the collector?

7.3 A CPC collector array has an acceptance half-angle θc of 15◦
. It is oriented

along an east-west axis in a fixed position so that the slope of the array is 60◦
.

The application is for heating at a location with latitude 43◦
. For the hour 10

to 11 on January 26, the radiation on a horizontal plane is 0.36 MJ/m2 diffuse
and 1.20 MJ/m2 beam. The CPC is not truncated. It is covered by a single glass
cover with KL = 0.0370.
a Estimate the absorbed radiation if the specular reflectance of the concentrator

is 0.85. At normal incidence, α = 0.95 and its angular dependence is as
shown in Figure 4.11.1.

b Estimate the collector output per unit of aperture area for this hour if
UL = 9.0 W/m2 ◦C of absorbing area, FR = 0.92, the inlet fluid temperature
is 55◦C, and Ta = −5◦C.

7.4 A CPC collector array at a location with φ = 45◦ is sloped at an angle of 65◦

to the south. The acceptance half-angle of the CPC elements is 9◦
, and they are

truncated to a height-aperture ratio of 2.5. The array is covered with a single
glass cover with KL = 0.0125. The reflectance of the CPC is 0.85. Assume that
an average absorptance of the receiver can be taken as 0.88 independent of the
angle of incidence. For the hour 10 to 11 the incident beam normal radiation as
measured with a pyrheliometer is 1.13 MJ/m2 and the diffuse on a horizontal
surface Id is 0.37 MJ/m2.

a On January 2, what would be the absorbed radiation?
b On March 15, what would be the absorbed radiation?
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7.5 A linear parabolic concentrator of width 1.80m, length 10m, and focal length
0.92m is fitted with a flat receiver located in the focal plane. It is arranged to be
continuously adjusted about a horizontal north-south axis. The latitude is 32◦ and
the date is March 16. The image in the focal plane, when the beam radiation is
normal to aperture, can be approximated as shown on the accompanying figure.
The receiver is centered on the centerline of the parabola and is 0.022mwide and
10.5m long. The loss coefficient will be very near that of the Suntec collector
(Figure 7.13.2). For this receiver τα = 0.78 and ρ of the concentrator is 0.87.
Assume hfi = 3000 W/m2 ◦C.

a Estimate the absorbed energy for the hours 9 to 10 and 11 to 12 for this date
if Ibn for the hours are 2.06 and 3.14 MJ/m2, respectively.

b If the collector is used to boil water at 120◦C,what will be the energy collected
during these hours? The ambient temperatures are 2 and 9◦C, respectively.

7.6 The mean sun-Venus distance is 67 × 106 miles. On Venus, what would be
the maximum concentration ratio for a a linear concentrator and b a circular
concentrator.

7.7 The accompanying figure shows variation of incidence angle modifier Kτa with
θT (the incidence angle in the direction transverse to the tubes) for a CPC array.
The efficiency curve measured at near-normal incidence gives FR(τα)n = 0.66
and FRUL = 1.23 W/m2 ◦C.
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A collector of this type is located at φ = 38◦
, with β = 40◦ and γ = 0◦

. The
tubes are oriented in the north-south (up-and-down) direction. The data in the
table are for March 21. Complete the table, assuming that the conditions of
operation are close to those under which the tests were made.

Time Ti,
◦C Ta,

◦C GT ,W/m2 Kτα Qu,W/m2

noon 75 20 925
2 PM 75 22 760
4 PM 75 22 385

7.8 A linear parabolic concentrator of length of 10m has an aperture of 1.36m
and a focal length of 1.26m. It is mounted on a horizontal east-west axis with
continuous adjustment to minimize the angle of incidence on the aperture. It is
at a latitude of 35◦

. The date is March 21. The receiver is flat and is located at
the focal plane. Assume the sun to be the nonuniform solar disk.
a Determine the size of the receiver to intercept 0.95 of the image at noon solar

time for a perfect reflector and for a reflector with a standard deviation of
angular error σ = 0.15◦

.

b The loss coefficient of the receiver is estimated to be 14 W/m2 ◦C based on
absorber area, FR is 0.9, τα is estimated to be 0.78, and ρ of the concentrator
is 0.87. Estimate Qu for this collector at the time indicated in part a if
σ = 0.15◦; Ibn = 2.14 MJ/m2, Ti = 230◦C, and Ta = 7◦C.

7.9 It has been suggested that a solar-thermal power plant should be based on a
concentrator similar to the type shown in Figures 7.15.1 and 17.5.1. Sketch such
an arrangement, showing schematically the following dimensions: the distanceL

from a flat reflecting element to a spherical receiver of diameter D and width of
flat reflector W. If the reflector size is limited by wind loading to W = 10 m and
if (in a large system) Lmax = 1 km, what (in terms of D) must be the pointing
accuracy of the reflector?

CHAPTER 7

S7.1 Concentrating collector heat loss.
Write a computer program that accepts as input the diameter of a concentrat-
ing collector-receiver tube, the emittance of the receiver tube, the diameter
of the cover glass, the thickness of the glass, the air pressure inside the
annulus, the ambient temperature, the wind speed, and the temperature of the
absorber tube. The program should calculate the heat loss to the surroundings.
Assume radiation losses to the surroundings are to a blackbody at the ambient
temperature.

S7.2 Nonlinear concentrating collector heat loss.
For the receiver geometry of Example 7.3.2 plot the overall heat loss coefficient
as a function of receiver temperature from 100 to 400◦C. Use the computer
program of Problem S7.1 to determine over what temperature range it is
reasonable to express the heat loss coefficient as a quadratic function?
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S7.3 Comparison of beam radiation to total radiation.
Concentrating solar collectors with a moderate to high concentration ration
(C > 6) do not utilize any of the diffuse radiation. Consequently, cloudy/
overcast climates are generally not suitable for concentrating collectors. Write
a computer program to sum up the beam and the total radiation on both a
horizontal north-south and a horizontal east-west single axis tracking system
described in Section 1.7. For Albuquerque, New Mexico, and Sault Sainte
Marie, Michigan, determine the ratio of annual incident beam radiation to total
incident radiation with the two tracking options.

S7.4 A general collector equation.
Concentrating solar collector test data is sometimes expressed in a form that is
also applicable for flat-plate collectors:

Q

Ac

= F ′(τα)n[Kτα(θb)Gb + Kτα(θd)Gd ] − (c1 + c3u)(Tm − Ta)

− c2(Tm − Ta)
2 + c4ELWR − c5

dTm

dt
− c6uG

where F ′ is the collector efficiency factor and the appropriate temperature is
Tm = (Tin + Tout)/2. Kta(θb) and Kta(θd) are the beam and diffuse incidence
modifiers, c1 through c6 are empirical constants, and u is the local wind speed.
ELWR is the net incident infrared radiation on the collector from the ground and
sky and is equal to

ELWR = σT 4
a

(
εsky

1 + cosβ

2
+ εg

1 − cosβ

2
− 1

)

where the sky emittance εsky is the term in the square brackets in Equation 3.9.2.
If the two incident angle modifiers are equal and c2 through c6 are zero, then the
equation reduces to Equation 6.17.5. If c2 is nonzero, then the equation reduces
to Equation 6.17.7. If wind speed is important, as it is in uncovered collectors,
then c3 and c6 are nonzero. Finally, if c5 (an effective thermal capacitance) is
nonzero, then it is possible to track the collector transients.

Estimate the annual energy production of a concentrating collector in
Pueblo, CO, oriented to track on a single east-west axis. The collector has the
following characteristics: Tin = 80◦C, ṁ = 0.77 [kg/s], Aa = 5.38 [m2],L =
4.1 [m], F ′(τα)n = 0.590, Kτα(θd) = 0, b0 = 0.52, c1 = 0.932 [W/m2 K],
c2 = c3 = c4 = 0, c5 = 2460 [J/m2 K], c6 = 0.0125 [s/m]. Also estimate the
annual energy production with c5 equal to zero.

CHAPTER 8

8.1 Rework Example 8.3.1, but with a tank containing 500 kg of water and with
(UA)s of 5.56 W/

◦C. Comment on your results.

8.2 Develop a set of equations analogous to those in Section 8.4 for a two-node
(partially stratified) tank in which water to meet a load is replaced by water at a
constant temperature from the mains.
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8.3 Estimate the pressure drop for Example 8.5.1. Does the pressure drop satisfy the
minimum recommended pressure drop of Table 13.2.1?

8.4 Estimate the equivalent thermal capacity of a phase change energy storage unit
made with paraffin wax (see Table 13.7.1 for properties). The total mass of PCES
material is 1300 kg and the temperature change is 40 to 55◦C.

8.5 For Example 8.10.1 what voltage would be needed to charge the battery in 11 h?
If the load resistance is increased to 2 �, how long will it take before the battery
reaches a state of charge of 0.2? Under the cycle of this problem what is the
battery efficiency?

CHAPTER 8

S8.1 A simple half-day hour-by-hour simulation.
Write a computer program to duplicate the results of Example 8.3.1.

S8.2 A simple annual simulation.
Extend the program in Problem S8.1 to an annual simulation where the load in
Example 8.3.1 is repeated every 12 h. Assume the useful energy gain from the
collectors is 40% of the incident solar radiation on a collector of 8 m2 and of
any slope. If EES is used, prepare a drop-down menu in the Diagram Window
to select the city from the CombiSys weather data and use an input box to
accept the slope.

S8.3 A simple pebble bed storage analysis.
Write a computer program to duplicate the results of Example 8.5.2. If EES is
being used, then use the Parametric Table (not arrays) for the bed temperatures.
If arrays are used, then EES attempts to solve all of the equations at one
time. Although EES will ‘‘discover’’ that only the equations in each time step
need be simultaneously solved, the computational and storage overhead are
significantly increased over using the Parametric Table. Using arrays or the
Parametric Table in this one-day analysis will not make much difference, but
in an annual simulation the use of the Parametric Table is required.

S8.4 A storage battery computer model.
Verify the results of Example 8.10.1 and then determine the battery cycle
efficiency if the charging voltage is reduced to 15.5V and the discharge
resistive load is increased to 2 �. EES provides Function and Procedure
capabilities that are useful in reducing programming time when code needs to
be reused. Add the Function V_cell to the EES SETP library.

CHAPTER 9

9.1 A water heating system serving a commercial building maintained at 21◦C is set
up with a recirculation loop that assures quick availability of hot water at 38◦C
at all parts of the system. The estimated UA of this loop is 38.1 W/

◦C. The UA
of the hot-water tank is 11.0 W/

◦C. Cold water enters the heater from the mains
at 12◦C. Hot-water use in the building averages 610 liters/day Monday through
Friday and 210 liters/day on weekends.
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a Howmuch energy is required per week to heat the water (without considering
losses)?

b Estimate the total weekly energy to be supplied to this hot-water system if
recirculation is continuous.

c If the recirculation system is shut off from 6 PM to 8 AM each night, if the total
mass of pipe and water is equivalent to the water in 122m of 19-mm-diameter
tubing and if there is no hot-water use during the hours when the recirculation
pump is off, estimate the total weekly energy requirements of the system.

9.2 A building has (UA)h = 335 W/
◦C and is to be maintained at 19◦C. The ambient

temperature is −3◦C. Internal generation in the building is equivalent to 1.5 kW.

What is the balance temperature? How much energy must be supplied to the
building from fuel or solar heating to maintain the building at 19◦C, assuming
steady conditions?

9.3 The building of Problem 9.2 is located in Madison, WI. Estimate the annual
energy that must be delivered to the building to keep it at 19◦C under the
following assumptions.
a The (UA)h is 335 W/

◦C.

b The building has additional insulation to reduce (UA)h to 224 W/
◦C.

c The building has additional insulation to reduce (UA)h to 112 W/
◦C.

CHAPTER 9

S9.1 Degree-day base temperature.
Monthly degree-days can be estimated using Equation 9.3.7, which uses a daily
average temperature rather than the 24 hourly temperatures. This approximation
was used before the advent of digital computers. For the 12 months in Madison,
WI, calculate the degree-days using this approximate method and by summing
the hourly values of (Tb − Ta)

+ and dividing by 24. Use base temperatures of
18.3, 15, 12, and 9◦C. Discuss the results. Note that 18.3◦C is 65 ◦F, the usual
base for reporting degree-days in the United States. If a house were maintained
at a known fixed temperature, then the constant gains can be calculated from
Equation 9.3.3.

S9.2 Degree-day heat load versus simulation.
The degree-day method of calculating a building load is simplistic and subject
to significant errors. The method does not consider the impact of building
thermal mass and ignores any time variation of thermal gains. Consider two
buildings each with the same UA of 350W/K. The light-weight building as a
very low thermal mass (i.e., zero) and the other has an thermal mass of 30MJ/K.
Estimate the annual heating load for the zero mass building using Equation
9.3.6 and the base 18.3◦C degree-days listed for Madison, WI, in Appendix D
(the degree-days should be the same as calculated in Problem S9.1). Write
a program to also estimate the annual heating load but include the effect
of thermal mass. That is, treat the building as a single lump and calculate
the hour-by-hour heat gain and loss. Whenever the building temperature falls
below 23.89◦C (75◦F), the furnace is turned on to maintain the house set
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temperature. The house internal gain can be calculated from Equation 9.3.3
(see Problem S9.1)

CHAPTER 10

10.1 A water heating system has a fully mixed tank of capacity 400 liters. The
tank is located in a building having a temperature of 19◦C. The collector
area is 5.0 m2. The tank area–loss coefficient product (UA)s = 0.81 W/

◦C,

FR(τα) = 0.76, and FRUL = 4.80 W/m2 ◦C. In a particular hour when the
ambient temperature is 12◦C, the radiation on the plane of the collector is
18.0 MJ. The load on the system is 5.20 MJ. If the tank temperature is 43◦C
at the beginning of the hour, estimate the temperature at the end of the hour.

10.2 A fully mixed storage tank containing 1500 kg of water has a loss coefficient–
area product of 11.1 W/

◦C. The tank starts a particular 24-h period at a
temperature of 45◦C. Qu is added from a collector and LS is removed to a
load. The loads LS are indicated in the table below. The tank is located inside
a building where the temperature is 20◦C.

Collector data are Ac = 30 m2,FR(τα) = 0.78, and FRUL =
7.62 W/m2 ◦C. For this purpose, assume that (τα) is independent of angle of
incidence. The incident radiation and outdoor ambient temperature are also
given in the table. Times shown are the end of the hour.

Time 1 AM 2 3 4 5 6 7 8 9 10 11 12
Load, MJ 12 12 11 11 13 14 18 21 20 20 18 16
IT , MJ/m2 1.09 1.75 2.69 3.78
Ta,

◦C −4 −4 −5 −3 −1 0 0 1 0 2 4 10

Time 1 PM 2 3 4 5 6 7 8 9 10 11 12
Load MJ 14 14 13 18 22 24 18 20 15 11 10 9
IT , MJ/m2 3.87 3.41 2.77 1.82 1.53
Ta,

◦C 10 8 8 6 4 4 3 5 6 6 7 6

a Estimate the useful gain from the collector for the day.
b Check the 24-h energy balance on the tank.

10.3 Derive Equation 10.2.3.

10.4 Calculate the value of the collector heat exchanger correction factor F ′
R/FR

for the following conditions:

Heat exchanger effectiveness 0.60

Collector fluid flow rate 0.70 kg/s

Collector fluid heat capacity 3350 J/kg ◦C
Tank heat exchanger flow rate 0.70 kg/s

FRUL = 3.75 W/m2 ◦C
Collector area 50 m2
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10.5 A5.2-m2 water heating collector is connected by 20m of 19-mm-diameter pip-
ing on each of the inlet and outlet sides to the storage tank. The pipe is insulated
with 18mm of foam rubber insulation with conductivity 0.050 W/m ◦C. The
heat transfer coefficient on the outside of the insulated pipe is 25 W/m2 ◦C.

FR = 0.92 and (ṁCp)c = 295 W/
◦C. The collector has FR(τα) = 0.72 and

FRUL = 4.65 W/m2 ◦C. If the insulated piping is exposed to ambient tem-
perature, what will be the equation for useful output of the collector?

10.6 An industrial process air heating system is shown in the accompanying sketch.
The air being heated by the combination of solar plus auxiliary enters the
heating section at 35◦C, is partially heated by solar energy from the storage
tank via the load heat exchanger, and then is further heated by the auxiliary
exchanger to 55◦C. The collector has an area of 80 m2. F ′

R(τα) = 0.78 and
can be considered as constant for this problem. F ′

RUL = 4.45 W/m2 ◦C.

The fully mixed tank has a capacity of 5000 kg. It is well insulated, and
(UA)s = 140 kJ/h ◦C. The tank is outdoors. The load heat exchanger has an
effectiveness near unity (i.e., it is very large) so the return temperature to the
tank is always the same as the inlet air temperature. The air to be heated flows
at constant rate for 24 h a day at a rate of 0.83 kg/s and has a heat capacity
of 1013 J/kg ◦C. The flow rate through the load heat exchanger is controlled,
upto a maximum of 0.056 kg/s so that the air leaving the load heat exchanger
never exceeds 55◦C.

The radiation on the collector and ambient temperature data for a 12-h
period are shown in the table. The initial tank temperature is 47◦C. For this
period, how much energy is supplied to the load from the tank? How much
auxiliary energy is needed?

Time Ta,
◦C IT , MJ/m2 Time Ta,

◦C IT , MJ/m2

6–7 7 0 12–1 15 3.87
7–8 8 0 1–2 14 3.41
8–9 9 1.09 2–3 12 2.77
9–10 9 1.75 3–4 12 1.82
10–11 9 2.69 4–5 12 1.53
11–12 12 3.78 5–6 11 0
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10.7 The system of Problem 10.6 has a load heat exchanger effectiveness of 0.58.
Calculate the solar energy supplied and the auxiliary energy required for the
same conditions of operation.

10.8 A liquid heating system with a one-cover selective collector with emittance of
0.2 is set up to preheat water from the mains and supply it at Ts to a boiler, as
shown in the accompanying diagram. The characteristics of the system are as
follows:

FR(τα)n = 0.73

FRUL = 5.10 W/m2 ◦C
Heat exchanger effectiveness 0.60

Capacitance rate on collector side 1020 W/
◦C

Capacitance rate on tank side 1120 W/
◦C

Collector area 20 m2

Tank capacity 1000 liters

Tank UA 6.0 W/
◦C

Supply water temperature 11◦C
Initial tank temperature 35◦C

The meteorological data and load flow rate for a 4-h period are shown in the
following table:

Hour IT ,MJ/m2 Ta,
◦C Load Flow, kg

10–11 0.09 14 150
11–12 1.75 17 150
12–1 3.45 18 0
1–2 2.75 20 150

Make the following assumptions:

The controller turns the pump on whenever energy can be collected.

The (τα) for the hours in question are the same as (τα)n.

All quantities in the table are constant at their averages over each hour.

The tank is fully mixed.

The tank is in a room at a constant temperature of 20◦C.

Calculate:
a The tank temperature at 2 PM.
b The integrated energy balance (over the 4 h) on the tank.
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10.9 For Problem 10.8 any of the following might occur (each independently of
the others). For each, indicate how the 2 PM Ts would be different from that of
Problem 10.8 and explain why.
a The effectiveness of the collector heat exchanger increases to 0.90.
b The absorber surface deteriorates, resulting in an increase in emittance

to 0.5.
c The pump runs at half speed.
d The supply water temperature increases to 14◦C.

10.10 The manufacturer of a solar collector panel supplies the technical data shown
in the accompanying figure. You are designing a solar domestic hot-water
heating system that uses six of these panels. The panels are connected in
three parallel circuits each having two panels in series. Assume the same flow
through each parallel circuit. A 50–50 mixture of propylene glycol and water
is circulated through the panels. The test fluid in water.
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A heat exchanger with an effectiveness of 0.45 separates the collector loop
from the tank loop. The heat exchanger is located near the storage tank. (See
Figure 20.2.3.) The 12-mm-diameter copper piping connecting the collectors
to the tank and exposed to Ta is 12m long on both the inlet and outlet of the
collector. The heat transfer coefficient on the outside of the pipe insulation is
very large. The pipe insulation has an outside diameter of 30mm and a thermal
conductivity of 0.043 W/m ◦C. The collector loop pump delivers 0.040 liter/s
and the tank loop pump delivers 0.050 liter/s.

Calculate the numerical values of the constants a and b and develop an
equation for the function f (θ) in the following equation which gives the
useful gain of the collector system in megajoules for an hour period when IT

is in megajoules per square meter for an hour:

Qu = a[IT f (θ) − b(Ttank − Ta)]
+

10.11 For the north row of the collector array of Example 1.9.3, estimate the output
of the collector row for an hour in which the beam radiation on the plane
of the (unshaded) collectors is 2.95 MJ/m2 and the diffuse radiation on this
plane is 0.88 MJ/m2. (Note: Assumptions must be made about the angular
distribution of the diffuse and the reflected radiation on the collector row.
One approximation would be to assume that the combination of the diffuse
from the sky and reflected radiation from the surroundings is in sum isotropic.
Other assumptions are possible.)

For this collector, FR(τα)n = 0.83, FRUL = 4.07 W/m2 ◦C, and bo =
−0.14. At solar noon, Ti = 40◦C and Ta = 14◦C. The water flow rate is
0.011 kg/m2 s.

10.12 An experimental solar heating system is constructed with collectors facing
south and arranged in two banks, each of area 50 m2, the first of which is at
a slope of 20◦ and the second at a slope of 70◦

. FR(τα)n = 0.83,FRUL =
4.07 W/m2 ◦C, and bo = −0.14. Flow is in series from the first to the second
bank. The water flow rate is 1.10 kg/s. At a latitude of 40◦ at 3:30 PM onMarch
16 the collector inlet temperature is 40◦C, the ambient temperature is 14◦C,

and G = 580 W/m2. What will be the output of the 100-m2 array?

CHAPTER 10

S10.1 Simple simulation.
A 2-m2 flat-plate collector receives water at a constant flow rate of 0.04
liters per second and temperature of 25◦C. Use EES to read a TMY2 weather
data file (see Problems S2.1 and S2.2). The program should use the EES
Diagram Window to accept input such as location, collector slope, azimuth,
FR(τα), FRUL, bo (or the equivalent collector parameters using the average
fluid temperature—see Section 6.19). Use the EES parametric table to display
the solar radiation incident on the collector and collector gain. The integrated
incident solar energy, and collector energy gain values should be plotted as a
function of time. Use angles evaluated at the half hour.
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S10.2 One unstratified tank.
A flat-plate collector receives water from a fully mixed water storage tank
and delivers heated water back to the tank (see Problem S10.1). A controller
turns the collector-tank circulating water pump on whenever useful energy
can be collected. A fixed amount of hot water at a temperature of 60◦C or
higher are required every hour from 0800 to 1800. When hot water is required
mains water enters the storage tank, is mixed with the water in the tank, and
mixed tank water flows to an electric inline domestic hot-water heater that is
of sufficient capacity to always supply the hot-water demand. Use EES to read
a weather data file (see Problem S2.1) and to estimate the hourly radiation
on the inclined collector (see Problem S2.2). The program should use the
EES Diagram Window to accept input such as collector area, slope, azimuth,
collector parameters, main water temperature, hot-water usage, storage tank
size, and storage tank loss coefficient (UA). The EESDiagramWindow should
display the estimated monthly energy gain of the water. The integrated values
of incident solar, collector gain, energy required, tank losses, and auxiliary
energy should be calculated in a parametric table and plotted.

CHAPTER 11

11.1 Calculate the present worth of a cost that is expected to be $5700 in 10 years
if the market discount rate is a 8% per year and b 12% per year.

11.2 What is the annual loan payment on a loan of $20,000 which is borrowed at
8.5% for 15 years if all payments are uniform?

11.3 What is the present-worth factor for a series of payments over 18 years if the
inflation rate is 7.8% per year and the market discount rate is 9.5% per year?

11.4 Calculate the present worth of a 10-period series of costs the first of which is
$1000 payable at the end of the first period. The costs inflate at 5% per period.
The discount rate d is a 3% per period and b 7% per period.

11.5 A collector is to be installed which has plastic glazing. It is expected that the
glazing will have to be replaced every 3 years. The cost of its replacement
now is $15/m2 and is expected to inflate at 7% per year. What is the present
worth of the cost of maintaining the glazing on a 75-m2 collector array over a
period of 20 years if the market discount rate is 10%/year.

11.6 A solar energy system is to be paid for with a loan in the amount of $2700.
The interest rate on the loan is 10.5% per year and the period is 8 years. The
market discount rate is 9.5% per year.
a Calculate the annual payment to the lender.
b Calculate the monthly payment for the same loan (assuming that i =

10.5/12 per month compounded monthly).
c What is the present worth of the interest payments on the loan of part a?

11.7 aa What is the present worth of a cost that is expected to be $4500 seven years
hence if the discount rate is 8% per year?
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b Fuel for an operation now costs $700. If the inflation rate is 5% per year,
what will it cost at the end of 7 years?

c The cost of fuel for an operation will be billed at the end of a year and will
be $700. If the inflation rate is 5% per year, what will be its cost at the end
of 7 years?

d A cost for maintenance of solar equipment will be $175 for the first year,
payable at the end of the year. If the cost is expected to inflate at 5% per
year and the discount rate is 8% per year, what is the present worth of the
maintenance cost in the 10th year?

e What is the present worth of the series of maintenance costs of part d for
the 10 years?

11.8 In Examples 11.6.3 and 11.6.4, a fixed effective income tax rate of 45%
was assumed. What would be the effect on the answer to these examples if
the income tax rate was 45% during the first 10 years and 55% in the last
10 years? (Note: This could be done quantitatively. Indicate from qualitative
considerations what change you expect.)

11.9 The first cost of a solar heating system (after tax credits) is $6000. Of this,
area-dependent costs are $96/m2, and the area-independent cost is $120. The
down payment is one-sixth of the cost. The balance is financed by a 5-year,
10%-per-year mortgage. The load is 124 GJ/yr, of which 64% is met by solar
energy. Fuel is $12/GJ and the fuel inflation rate is 7% per year. The discount
rate is 9% per year. Assume that maintenance and cost of parasitic power are
negligible and there are no property taxes on the solar heating equipment. The
owner’s effective tax bracket is 0.42. Assume that all payments are made at
the end of the year in which they are incurred. Prepare tables of annual costs
(as in Example 11.6.3).
a If resale value is 0 and Ne = 10 years, what is LCS?
b If resale value is 0 and Ne = 5 years, what is LCS?
c If resale value is one-third of the cost and Ne = 5 years, what is LCS?

11.10 Redo Problem 11.9 by the P1, P2 method.

11.11 If in Problem 11.9 or 11.10 the fuel inflation rate is uncertain to ± 3%
(i.e., iF = 7 ± 3%, what is the uncertainty in LCS? If the calculation of the
annual solar fraction is uncertain to ± 2% (i.e., F = 64 ± 2%), what is the
uncertainty in LCS? If both of these uncertainties exist, what is the uncertainty
in LCS?

11.12 For the conditions of Problem 11.9a:
a What is payback time B of Section 11.7 without discounting fuel costs?
b What is payback time B if fuel costs are discounted?

11.13 For the system of Problem 11.9 or 11.10, thermal performance calculations
produce the F -versus-Ac curve shown in the accompanying figure. Esti-
mate the optimum collector area and the life-cycle savings at the optimum
area.
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11.14 A solar process is to deliver 70% of an annual energy requirement of 300 GJ.
The solar process equipment cost (installed) is $18,000. The equipment is to
be paid for by a 20% down payment and 80% loan at 9% per year over 10
years. The market discount rate is 10%/yr. The resale value is expected to be
small. This is not an income-producing facility. Other costs are as follows:
insurance, maintenance, and operating power, $250 in first year, expected to
inflate at 6% per year. The owner’s federal income tax rate is 40% and the
installation is in a state where there is no state income tax. Auxiliary energy
supplied is 90 GJ/yr, its initial cost is $8.80/GJ, and it is expected to rise at
10% per year. What are the life-cycle savings over a 15-year period?

11.15 A life-cycle cost economic analysis is to be made for a solar process. The first
cost is $11,000, and it supplies 110 GJ/yr of solar energy to the process (which
is not an income producer). The equipment is durable, and it is expected that
it can be resold at the end of the period of the analysis for 80% of its installed
first cost. Twenty percent of the first cost is paid as cash, and the balance is
financed by a loan at 9% interest over 10 years. Insurance, maintenance, and
parasitic power are negligible.

Real estate taxes are 2% of investment, expected to inflate at 6% per year.
The effective income tax bracket is 40%. The discount rate is 15% per year.

Fuel cost in the first year (for auxiliary or for fuel-only operation) is $10/GJ
and is expected to inflate at 14% per year.
a What are the life-cycle savings of this system over 15 years compared to a

fuel-only system?
b What are the life-cycle savings of this system over 20 years compared to

a fuel-only system? (Note: The change is in the period of the analysis, not
the period of the mortgage.)

c What is the return on investment?

11.16 A state’s legislation provides tax credits for solar energy systems. The rules
state that the life-cycle fuel savings must exceed the total present worth of the
costs of the system within a 25-year period. A solar water heater installed on
a house cost a total of $1550; it is expected to meet 60% of an annual load of
19 GJ. The back-up energy source is electricity at $0.045/kWh average. The
rules specify that an inflation rate of 12% per year and a discount rate of 7%
per year shall be used. Will this heater meet the criterion?
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11.17 A solar heating and domestic hot-water system has the following area–solar
fraction relationship.

Ac F

0 0
5 9.1
7.5 13.3
15 24.6
30 41.5
45 54.0
60 63.6
75 71.1

There are a number of ‘‘figures of merit’’ that are favored by or used by those
designing and evaluating solar energy applications. The criterion of economic
viability that we recommend is life-cycle solar savings. In this problem you
are to consider LCS and three additional criteria. The four criteria are:
a Life-cycle savings
b Payback time B (Section 11.3) with fuel costs discounted
c Return on investment
d Cash flow, considering principle and interest payments, payments for

taxes and insurance, and fuel purchase savings, all in the first year. This
is sometimes called the PITI (principle, interest, taxes, and insurance)
method.

Economic parameters are as follows (with rates in percent per year):

Mortgage interest rate 5.8%

General inflation rate 2.0%

Period of analysis 20 years

Term of loan 20 years

Property tax rate 3.5%

Effective income tax rate 39%

Down payment 0.2 of investment

Ratio of year 1 miscellaneous costs to investment 0.050

Ratio of assessed valuation to investment 0.90

Ratio of resale value to investment 0.25

C = 0 (non-income-producing system)

First-year fuel cost $11/GJ (what you pay for fuel as it enters the furnace)

Furnace efficiency 0.8

Energy cost inflation rate 5.2%

Discount rate 4.5%

Area-dependent cost $150/m2

Fixed cost $550
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The annual loads are 2.0645 × 107 kJ for the domestic hot water and
1.2475 × 108 kJ for the house heating.

a The object is to find economic optimum collector areas (if optima exist)
using each of the four methods. How do the results using these four criteria
compare? Would you expect them to be different? If so, why?

b Repeat the process, assuming that the collector unit area costs are $240/m2

instead of $150/m2. Are the results very much different?
c If you have an EES program to do this problem, you can easily explore the

effects of other economic parameters. What might be interesting variables
to investigate?

CHAPTER 11

S11.1 An alternative economic analysis.
When making a projection of the economic viability of using solar for a
specific application, the cost of the solar components may not be known.
An alternative to calculating the life-cycle savings is to calculate how much
can be paid for the solar components to break even. For Example 11.6.4 the
optimum area is 39 m2. With this area what is the collector cost per unit area
that results in a zero life-cycle cost?

S11.2 CombiSys economics.
The CombiSys program does not include economics as a part of the input and
output. For the economic parameters of Example 11.6.4 (except for collector
costs), and the default CombiSys parameters, what will a homeowner pay for
collectors per unit area if the owner is to just ‘‘break even.’’

S11.3 Break-even collector cost.
For the CombiSys default parameters except for collector area and the
economic parameters of Example 11.6.4, what is the solar life-cycle savings
optimum?

CHAPTER 12

12.1 What would be the effect on the amount of solar energy delivered by a collector
and tank if the same water heating load were concentrated between the hours of
1700 and 1800, rather than spread out uniformly through the 24 h of the day?

12.2 Consider the water heater and storage tank of Example 10.9.1. Discuss qualita-
tively what will happen to the system performance if the following operation
or design changes are made. Consider each independently. (Note: Whenever
possible, use equations to justify qualitative conclusions.)
a The collector cover glass is removed (e.g., by breakage).
b The area of the collector is doubled.
c The same total load is applied for each day but it is all required between

6 PM and midnight.
d The storage tank design is changed so that water in the tank is thermally

stratified rather than mixed.
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CHAPTER 14

14.1 For a vertical collector-storage wall located in Albuquerque and having dimen-
sions and overhang as described in Problem 2.25, estimate the monthly average
absorbed radiation for the month of April. The wall is double glazed with glass
of KL = 0.0370 per sheet. The αn of the wall is 0.89.

14.2 A direct-gain system has the same geometry as that used to calculate
Figure 14.4.3 but is located in Madison, WI. The ground reflectance is 0.6
in December and January, 0.4 in November and February, and 0.2 for other
months.
a For the month ofMarch, estimate the beam, the diffuse, the ground-reflected,

and the total radiation on the shaded receiver and also the total radiation if
there were no shading.

b Repeat for each month of the year and prepare a plot like Figure 14.4.3.

14.3 Redo Example 14.5.1 with these changes: The location is Minneapolis,
MN(latitude 44.9◦

), the gap is 0.25m, and the month is February (H = 8.67
MJ/m2, Ta = −6◦C). What is the net gain (or loss) from the window?

14.4 What would be the effect of adding night insulation to the collector-storage
wall of Problem 14.3? The resistance of the insulation is 1.6 m2 ◦C/W and it is
to be placed over the windows from 6 PM to 6 AM every day during the heating
season.

CHAPTER 18

18.1 A basin-type solar still is operating under conditions such that the water
temperature is 60◦C, the ambient temperature is 24◦C, and the glass temperature
is 49◦C. Estimate the heat fluxes from basin to cover by convection, by
evaporation-condensation, and by radiation.

CHAPTER 19

19.1 Determine the collector area to supply 75% of the hot-water requirements of a
residence of a family of four in Boulder, CO, based on the meteorological date
for the week of January 8 through 14 as given in Table 2.5.2. Figure 12.1.1(b)
is the system schematic. Each person requires 45 kg of water per day at a
temperature of 60◦C or above. Assume that the load is uniformly distributed
over the day from 7 AM to 9 PM. Whenever the storage temperature is less than
60◦C, the auxiliary energy source supplies sufficient energy to heat the water
coming from the storage tank to 60◦C. Use the following collector and storage
parameters in your analysis:

Storage mass to collector area 60 kg/m2

Collector tilt 40◦ to the south
Collector loss coefficient 4.0 W/m2 ◦C
Cover transmittance-absorptance product (τα)n = 0.77
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Collector efficiency factor F ′ = 0.95

Flow rate through collector 50 kg/m2 h

Temperature of supply water to bottom of tank 15◦C
Loss coefficient of tank 1.05 W/m2 ◦C
Height-to-diameter ratio of cylindrical tank 3

Ambient temperature at tank 21◦C
ρg = 0.2

Single cover

Glass KL = 0.0125

Normal solar absorptance = 0.9

Notes: For a time period as short as a week, the initial tank temperature can
significantly affect system performance. You should find the steady periodic
solution, in which the final tank temperature is the same as the initial tank
temperature.

19.2 Do Problem 19.1 with a system like that of Figure 12.1.1(d), where the
effectiveness of the collector heat exchanger is a 0.78 and b 0.35. Assume that
the capacitance rates on the two sides of the heat exchanger are the same.

19.3 Repeat Problem 19.1 for the first week in July. Use TMY3 Boulder data.

CHAPTER 20

20.1 A well-insulated residence located at Madison (φ = 43◦
) has an area–loss

coefficient product of 145 W/
◦C. It has on it a collector of Ac = 22 m2 facing

south at a slope of 70◦
. The collector–heat exchanger parameters from the

standard collector tests are F ′
R(τα)n = 0.79 and F ′

RUL = 3.80 W/m2 ◦C. The
collector has one cover. The storage tank capacity is 1650 liters. For the
load heat exchanger εLcmin/(UA)h = 2.00. (τα)/(τα)n = 0.96. Radiation on
the collector HT , calculated by the methods of Chapter 2, is 10.7 MJ/m2.

Appendix D provides information on average temperature and degree-days.
The water heating load for the building is 2.06 GJ per month. For the month of
January:
a What are the total loads?
b What are X and Y ?
c What is the fraction carried by solar?
d If storage volume is halved, what is f ?
e If εLCmin/(UA)h is reduced to 0.5 and the storage tank volume is halved,

what is f ?

20.2 A space heating system in Madison, WI, uses liquid heating collectors. The
house and system parameters and weather for a particular month are as follows:

Days in month = 30

Radiation on plane of collector HT = 15 MJ/m2
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Average ambient temperature −2◦C
Degree-days 553◦C-days
House area–loss coefficient product (UA)h = 350 W/

◦C
F ′

R(τα)n = 0.78

F ′
RUL = 7.0 W/m2 ◦C

(τα)/(τα)n = 0.95

Storage volume per unit collector area 180 liters/m2

Load heat exchanger standard size

a For a collector area of 100 m2, calculate the corrected value of X for use in
an f -chart.

b For a collector area of 100 m2, calculate the corrected value of Y.

c For this collector area, what is f ?
d If the collector area is 50 m2, what is f ?

20.3 A residential building in Madison, WI, is to be fitted with a solar heating system
of the standard configuration for air systems shown in Figure 20.2.2. TheUA of
the building is 400 W/

◦C. The storage capacity is the standard storage capacity
in the f -chart correlation. Air flow rate is also the standard value. The collector
faces south with a slope of 60◦

. The collector to be used has FR(τα)n = 0.6
and FRUL = 4.0 W/m2 ◦C; these were measured at the same flow rate as is
to be used in the application. For January, water heating loads are expected to
be 2.15 GJ, and space heating loads correspond to 821 degree-days. Average
ambient temperature is −8.0◦C. On the collector HT = 13.7 MJ/m2 per day,
from Example 2.19.1. Assume (τα)/(τα)n = 0.96.
a What collector area is required to meet 0.5 of the January loads?
b What is the annual solar fraction for the collector area of part a?

20.4 An air system in Madison, WI, has Ac = 40 m2, FR(τα)n = 0.76, FRUL =
4.85 W/m2 ◦C, two covers of high-quality glass, β = 60◦

, γ = 0◦ air flow
rate 12 liters/m2 s, and storage capacity 0.15 m3/m2 of rock. The building
has (UA)h = 300 W/

◦C. Calculate F for this system. (See Problem 2.18
for ρg .)

20.5 A residential building in Madison has an area–loss coefficient product of
300 W/

◦C. A liquid solar heating system is to be used on this building,
with its collector mounted at 60◦ slope and facing due south. A constant
monthly hot-water load of 1.9 GJ is expected. The collector area is to be
50 m2, and the collector-heat exchanger parameters are F ′

R(τα)n = 0.72 and
F ′

RUL = 3.5 W/m2 ◦C. The collector has two covers with KL = 0.0125. The
storage capacity is to be 5000 liters. The load heat exchanger is to be sized so
εLCmin/(UA)h = 2.0. Estimate the annual solar fraction.

20.6 For the heat pump characteristics shown in Figure 20.7.2 and the bin data for
the month of January given in the table below, determine the monthly work
and auxiliary energy requirements for a house withUA = 300 W/

◦C. (The bins
cover 2◦C and are identified by their central temperatures.) Tb = 18.3◦C.
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Bin −26 −24 −22 −20 −18 −16 −14 −12 −10
Hours 5.5 4 11.5 12 33.5 34 40 44 43

Bin −8 −6 −4 −2 0 2 4 6 8
Hours 77 76 92 110 103.5 46.5 8.5 3 0

20.7 If a solar system is added in parallel with the system of Problem 20.6 and
supplies 30% of the heating load in January, what are the month’s heat pump
work and auxiliary energy requirements?

CHAPTER 21

21.1 For the conditions of Problem 20.4, use the generalized φ charts to estimate
the fraction by solar for the month of January. Assume that the collector
receives air at a temperature of 20◦C for the whole month. The following
information may be useful in making the calculations: For January the average
day is 17, δ = −20.9◦

, ωs = 69.12◦
, Ho = 13.37 MJ/m2, H = 6.44 MJ/m2,

Ta = −8◦C, Tday = −3◦C, Hd/H = 0.41, ρg = 0.7, load = 213 GJ.

Hours from Noon rt rd θz θ (τα)/(τα)n

0 0.179 0.167 63.9 3.9 0.96
0.5 0.176 0.165 64.3 8.1 0.96
1.5 0.152 0.147 67.2 21.6 0.95
2.5 0.108 0.113 72.6 35.6 0.94
3.5 0.055 0.065 80.1 63.0 0.92

21.2 Repeat Problem 21.1 using daily utilizability. Assume (τα)/(τα)n = 0.92.

21.3 Using the generalizedφ method, calculate the total energy collection for January
in a location at 40◦ N latitude under the following conditions:

KT = 0.5

FRUL = 4.2 W/m2 ◦C
FR(τα) = 0.75(constant)

Collector tilt 55◦ (facing due south)

T a = 0◦C, Ti = 50◦C
21.4 Repeat Problem 21.3 using the φ method.

21.5 For Miami, estimate the contribution in July (H = 20.01 MJ/m2, Ta = 28◦C)

by solar for an absorption air conditioning system that has a COP of 0.7
when the temperature to the generator is greater than 70◦C. The solar system
characteristics are as given in Example 21.3.1. The collector tilt is 25◦ to the
south. The collector area is 25 m2. The cooling load in July is 5.1 GJ. Neglect
storage losses.

21.6 For Problem 21.5, the tank has an area–loss coefficient product of 7 W/
◦C.

Estimate the reduction in performance due to tank losses if a the tank is outside
the building and b the tank is inside the building.
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CHAPTER 22

22.1 A building at Chattanooga, TN(latitude 35◦
), has 16.1 m2 of south-facing

windows. The area–loss coefficient product for the entire building, including
the window, is 200 W/

◦C. The loss coefficient of the window is 3.45 W/m2 ◦C.

The room thermostat is set at 18.3◦C. The average ground reflectance is
0.40, H = 9.75 MJ/m2, and T a = 6◦C.

a If the building has negligible thermal capacitance, what fraction of the
February solar radiation on the window is useful in heating the building?
Estimate the required auxiliary energy.

b The building has an effective thermal capacitance of 20.2 MJ/K. Estimate
the required auxiliary energy if the allowable temperature swing is 5◦C.

c Estimate the required auxiliary energy for the conditions of part b but with
an allowable temperature swing of 10◦C.

22.2 The building and ACPS solar system in Springfield, IL, described in Example
22.5.1, is of medium-weight construction (see Table 9.5.1) and is estimated to
have a thermal capacitance of 22.9 MJ/K.

a Estimate the auxiliary energy requirements for January if the construction is
heavy as classified in Table 9.5.1.

b Estimate the auxiliary energy requirements for January if the area of the
collector is doubled to 40 m2 and the construction was medium.

c Estimate the auxiliary energy requirements for January if the area of the
collector is doubled to 40 m2 and the construction is heavy.

d Based on the January results for parts a, b, and c, comment on the advisability
of recommending the heavy construction and the additional collector area.

22.3 In Example 14.5.1, the direct-gain window was left uncovered during the night,
which resulted in a significant heat loss and a reduced net energy gain. Estimate
the average net gain for the month of March that could be obtained with a
perfect control system that would cover the window with a perfect insulator
(U = 0) whenever the rate of energy gain is negative.

CHAPTER 23

23.1 A PV module has the following characteristics: IL = 13.6 A, Io = 0.008 A,

a = 23.6 V, Rs = 0.9 �, Rsh = ∞ �. If this module is connected to a resistive
load of 20 �, what is the power?

23.2 A manufacturer gives the following ‘‘nameplate’’ data for a silicon module at
1000 W/m2 and 25◦C : Voc = 186.6 V, Isc = 13.6 A, Imp = 11.26 A, Pmp =
1480 W, Ns = 300, µI,sc = 0.02 A/K, and µV,oc = −0.716 V/K. Estimate
the maximum power at an incident solar radiation of 800 W/m2 and a cell
temperature of 30◦C.

23.3 Eight PV modules are available, each with the I -V characteristics of Example
23.2.1 (which is the same as the 25◦C curve of Figure 23.2.5). At a radiation
level of 1000 W/m2 and a cell temperature of 25◦C, what is the best series/
parallel connection plan to maximize power delivered to a resistive load of
a 6 �, b 7 �, and c 12 �?
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23.4 A PV array has the following characteristics: α = 0.92, τ = 0.94, and UL =
25 W/m2 ◦C.

a If the incident radiation is 1000 W/m2 and the ambient temperature is 35◦C,

estimate the cell temperature.
b What is TNOCT (the nominal operating cell temperature)? What important

assumptions are made in your solutions?

23.5 The following properties describe a solar cell module at reference conditions
(i.e., solar radiation of 1000 W/m2 and cell temperature of 20◦C): Voc =
15 V, Isc = 1.2 A, Imp = 1.0 A, Vmp = 12.5 V, µI,sc = 0.0005 A/K, µV,oc =
−0.05 V/K, Ns = 24, and ε = 1.12 EV. The module operates at a solar
radiation level of 750 W/m2 and a cell temperature of 15◦C. aWhat will be the
power delivered to a resistive load of 13.48 �? bWhat is the maximum power?

23.6 At an incident solar radiation of 1000 W/m2 a PV solar system with an area
of 0.1 m2 has a maximum power output of 12.2W at a cell temperature of
18.6◦C and 10.0 W at 59.2◦C. The system NOCT temperature is 40◦C. The
efficiency of the maximum power point tracking electronics is 0.92. Estimate
the maximum power produced at a radiation level of 800 W/m2 and an ambient
temperature of 30◦C.

23.7 Write a computer program to reproduce the results of Example 23.7.1.

CHAPTER 23

S23.1 PV model parameters from manufacturers data.
Develop a computer program to determine the value of the parameters
in Equation 23.2.1 given at reference conditions: the short-circuit current,
the open-circuit voltage, the maximum power current and voltage, and the
temperature coefficients of both open-circuit voltage and short-circuit current.
The resulting nonlinear equations are difficult to solve for many modules
unless excellent guesses are used. The guess suggestions in Section 23.2 do
not always provide sufficiently accurate values. An alternative is to add an
error term to one of the equations and solve the equations for a wide range
of values for Io. When the error crosses zero, the solution is ‘‘near’’ and the
range of Io can be reduced. The process can be repeated, each time obtaining
better guess values.

S23.2 Annual performance of a PV system.
Assume that a PV system has a maximum power point tracker (i.e., the
array always operates at Imp and Vmp). The array efficiency at reference
conditions (Tcell = 25◦C and IT = 1000 W/m2), the array NOCT, and the
array maximum power temperature coefficient (Equation 23.2.16) are known.
Write a computer program to predict the hourly, monthly, and annual array
output for a nontracking system at a known slope and azimuth. To test the
program, predict the monthly and annual output of a 10-m2 array with ηref =
12%, NOCT = 49◦C and µη,mp = −0.005, slope = 40◦ and azimuth = −20◦

in Madison, WI. Note that the program developed for Problem S2.4 can be
the starting point for this program.
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S23.3 A PV system to charge a battery.
A PV system is to be used to charge batteries in a desert climate. The designers
wish to simplify the design by eliminating the inverter and arranging sufficient
cells in series so that the maximum power voltage is near the battery charging
voltage. Consider the array of Example 23.2.1 with an NOCT of 50◦C and
the battery of Example 8.10.1. Assume the initial battery state of charge is
0.2, the ambient temperature is 50◦C, the wind is not blowing, and the solar
radiation incident on the array is 1000 W/m2. Plot the battery state of charge
as a function of time.

S23.4 An economic optimum PV system.
The U.S. Energy Information Administration provided data for the year 2010
showing that the average U.S. household used about 960 kWh of electricity
each month. The range of statewide retail prices for electricity was from
$0.080 per kWh in Idaho to $0.281 per kWh in Hawaii (with a national
average of $0.115). Using the program and PV characteristics of Problem
S23.2, determine the size of the PV array that is required to meet 100% of the
annual energy use of a typical household in both Boise, ID, and Honolulu, HI.
Assume ‘‘net metering’’ is available. With net metering a PV system’s excess
electricity will ‘‘run the meter backwards,’’ effectively selling electricity at
the homeowner’s retail price. Consequently, it is neither necessary to store
excess PV-generated electricity nor is it necessary to meet 100% of the load at
all times. For the economic parameters of Example 11.6.3 (i.e., P1 = 22.169
and P2 = 1.035), determine the system cost for the homeowner to break even
over 20 years.

CHAPTER 24

24.1 Show that Equation 24.2.11, the Rayleigh distribution, results from setting
k = 2 in the Weibull distribution.

24.2 Determine the Weibull parameters c and k for an average wind speed of 9 m/s
and a standard deviation of 3.5 m/s.

24.3 Some wind atlases assign wind power categories according to the following
table where the wind velocities were calculated using an assumed Rayleigh
probability distribution of wind speed. For wind power class 4 verify that the
average wind speed range is correct.

Power
Class

Wind Power
(W/m2) Speed(m/s)

1 < 200 < 5.6 Poor
2 200–300 5.6–6.4 Marginal
3 300–400 6.4–7.0 Fair
4 400–500 7.0–7.5 Good
5 500–600 7.5–8.0 Excellent
6 600–800 8.0–8.8 Outstanding
7 > 800 > 8.8 Superb
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24.4 In Example 24.4.3 for the range of wind speed from 18 to 22 m/s evaluate
the average power analytically and compare the results with the numerical
evaluation that was used in the example.

24.5 Estimate the annual average power for the turbine of Example 24.4.3 for the
best and worst years in Madison, WI, as shown in Figure 24.2.3.

CHAPTER 24

S24.1 Annual performance of a wind turbine.
Although wind speed data is included in TMY2 data, it is not supplied
with the CombiSys weather data. Since these typical meteorological years
were selected based upon long-term averages of primarily solar radiation
and ambient temperature, they are not suitable for predicting long-term wind
performance. Many countries offer wind data that can be used to predict the
output from a wind turbine. In the U.S., the NREL website (www.NREL.gov)
contains wind data for many hundreds of sites. The data sets are grouped by
state and then identified by longitude and latitude. The data sets are large,
consisting of 100 and 80m wind velocities for every 10min for a number of
years. Choose a site, a year, and the 80m data and generate a wind duration
curve similar to Figure 24.4.1. Divide the data into 20 bins (10 are shown in
Figure 24.4.1) and repeat Example 24.4.1 using this data.

S24.2 An economic wind turbine.
Use the turbine of Example 24.4.3 along with the wind data of problem S24.1
to estimate the annual electrical output of the turbine. Assuming that the
results are typical of the local wind conditions, what can a potential investor
pay for the turbine if electricity sells for $0.12 per kWh. Assume that the
annual insurance and maintenance is 15% of the initial investment, that the
turbine is paid for when installed, and that the investor requires a 10% return
on his investment. Ignore inflation and the time value of money.

SEMESTER PROJECT: INDUSTRIAL AIR HEATER SIMULATION

The following is an example of a system simulation problem given as a semester project.
This requires the integration and application to systems of many of the ideas used in short
problems in this appendix. The project is open ended in the sense that the student must
decide what variables will be treated and how the results will be presented. Appropriate
meteorological data must be available. There are many variations on problems of this type;
this one includes some complications that can be omitted if a shorter project is wanted.

The Application

For an industrial operation, a continuous supply of heated air is required at a rate of
1.40 kg/s at a temperature of at least 65◦C. The air supply is at a constant temperature of
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22◦C. The location is Albuquerque, NM. A liquid solar heating system has been proposed
to supply part of the needed energy. The major system components are collector, collector
heat exchanger, storage tank, load heat exchanger, and auxiliary heat exchanger. They are
arranged as shown in the accompanying diagram.

You are assigned the task of evaluating this system and reporting to your management
on the technical and economic feasibility of the system. To do this, you are to write a
simulation program that will allow you to do year-long simulations of the system and to
explore the effects of several critical variables. The results of the thermal analysis will then
be used as the basis for an economic analysis.

In the proposed process the air enters the heating section at 22◦C, is first heated by
solar energy, and then is heated in the auxiliary heat exchanger. It is to leave the heater
section at a temperature no lower than 65◦C. The auxiliary heat exchanger has the capacity
to provide all of the needed energy if necessary. (Thus its cost is common to all systems
and does not enter into economic comparisons of systems.)

Freeze protection is to be provided by use of an antifreeze solution in the collector
loop. You should consider what, if anything, should be done about boiling.

Equipment

Some of the component design parameters can be fixed, based on past experience and on
equipment that is available. For purposes of these simulations, assume the following:

Collector FR(τα)n = 0.81 and FRUL = 4.45 W/m2 ◦C at ṁ/Ac =
0.015 kg/m2 s, bo = −0.12, γ = 0, β = latitude, and
Ac is variable.

Collector heat exchanger The UA of the exchanger and thus also its effectiveness εc

can be specified at any level.
Storage A wide range of storage tank sizes are available. Based on

past experience it is recommended that the ratio of storage
tank capacity to collector area be kept at 100 liters/m2.

Assume that the tanks are cylindrical with a ratio of height
to diameter of 1. Assume a loss coefficient for the tanks of
5.5 W/m2 ◦C.
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Load heat exchanger Cross-flow water-to-air heat exchangers are available in a
wide range of sizes. It is recommended that the flow rate
on the water side be fixed at 0.30 kg/s. The heat capacity
of air under the conditions of this operation can be taken as
1013 J/kg ◦C. Use the effectiveness of this exchanger εL

to describe its operation.
Other Components The other components, such as piping, ductwork, pumps,

controls, etc., are standard. Any assumptions about them
should be clearly stated.

Thermal Analysis

Some thought about this problem will lead you to the following: There are three design
variables that are or may be important in determining thermal performance and thus eco-
nomic feasibility. They are the collector areaAc, the collector heat exchanger effectiveness
εc, and the load heat exchanger effectiveness εL. You should explore the effects of these
design variables on:

LA, auxiliary energy required

LS, solar energy delivered across load heat exchanger

QL, energy losses from storage tank

It is also of interest to explore process dynamics, that is, the short-term variations
of energy flows and temperatures. It is suggested that for a time period of your choice
(a period which would be important in process design) you consider what happens with
time to the following variables:

T , tank temperature

TAs, temperature of air leaving load heat exchanger

TAo, temperature of air leaving auxiliary heat exchanger

L̇S, rate of solar energy delivery to load

Q̇u, rate of solar energy delivery to tank

IT , radiation incident on collector

L̇A, rate of delivery of auxiliary energy to load

You will have to make assumptions in order to write the simulation program. In
particular, you will have to decide how you wish to model the storage tank. Considering it
to be a fully mixed tank leads to the simplest program and has the advantage of producing
conservative results.

You will need some guidance in selecting collector area ranges to explore. This
can be obtained by use of the design methods described in Chapters 20 and 21. (These
methods provide a first estimate only; they are not a substitute for the simulations.) As
a first suggestion, you should cover a range of at least 100 to 400 m2 (but this may not
be an adequate range). Also note that you can calculate the total minimum amount of
energy required to heat the air from 22 to 65◦C, you can estimate roughly what the annual
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efficiency of the collector might be, and thus you can get a rough first estimate of the solar
contribution of a system.

Economic Analysis

Based on the thermal analysis, an economic analysis is to be prepared. This does not need
to be done in detail but should be sufficient to indicate to your management what the
economic feasibility of this project might be. In order to do this, assume the following
economic parameters:

Cost of collectors $250/m2

Cost of storage $0.50/liter

Fixed costs $20,000

Cost now of delivering auxiliary energy $10/GJ

Cost of heat exchangers $5 per unit of watts per degree Celsius

Your Procedure

Prepare a simulation program in the language of your choice. You will need two
meteorological data files, one a one-day file of hourly data for debugging your program
and a second a TMY (typical meteorological year) file of hourly data which you will use
for the simulations.

Your Report

An executive summary should be included in your report. It should be one or two pages
in length and should contain the essential facts of what you did and what conclusions you
reached. It is intended for managers who are not familiar with the details of solar processes
but who have strong engineering backgrounds

The technical report itself should follow standard technical report format. It should
include such items as the basis of the calculations, assumptions made, tables or charts of
data, analysis of your results, notes of what might be done about practical problems such as
boiling and freezing, and whatever else may be appropriate. It should be the kind of report
you would prepare for your supervisor who has some familiarity with the technology.



B

Nomenclature

B.1 SYMBOLS

Below is a partial listing of symbols. Those that are used infrequently or in limited parts of
the book are defined locally and do not appear on this list. In some cases references to the
section where a symbol is defined or where there might be confusion about its significance
are given in parenthes. A special table of radiation nomenclature is provided in Section B.2.

A Area, auxiliary, altitude
Aa Aperture area
Ac Collector area
Ai Anisotropy index (2.16)
Ar Receiver area
a Photovoltaic model curve-fitting parameter (23.2)
a, b Coefficients in empirical relationships
bo Incidence angle modifier coefficient (6.17)
C Cost, concentration ratio (7.2), capacitance rate (3.17), building thermal capac-

itance (9.5)
CA Cost per unit of collector area (11.1)
CE Cost of equipment (11.1)
CF Cost of energy from fuel (11.1)
C1, C2 Planck’s first and second radiation constants
Cb Bond conductance
Cp Specific heat
D Diameter (defined locally), down-payment fraction
d Dust factor, market discount rate
E Energy, equation of time
Eg Bandgap energy (23.2)
e Emissive power, base of natural logarithm
F Fin efficiency factor (6.5), control function (defined locally)
F ′ Collector efficiency factor (6.5)
F ′′ Collector flow factor (6.7)
FR Collector heat removal factor (6.7)
F ′

R Collector heat exchanger factor (10.2)
Fi-j Diffuse energy leaving surface i that is incident on surface j without reflec-

tion/diffuse energy leaving surface i (view factor)
f Fraction, modulating factor (2.16), monthly solar fraction (10.10)
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fi Fraction shaded (14.4)
F Annual fraction by solar energy (10.10)
G Irradiance (see Section B.2)
Gsc Solar constant, W/m2

g Gravitational constant
H Daily irradiation (see Section B.2)
h Heat transfer coefficient, Planck’s constant, hour
hfi Heat transfer coefficient inside tube or duct
hr Radiation heat transfer coefficient (3.10)
hw Wind heat transfer coefficient (3.15)
I Hourly irradiation (see Section B.2), current (23.2)
ITc Hourly critical radiation on tilted surface
i Inflation rate
K Extinction coefficient
KT Daily clearness index (2.11)
KT Monthly average daily clearness index (2.12)
Kτα Incidence angle modifier (6.17)
k Thermal conductivity, Boltzmann constant
kT Hourly clearness index (2.10)
kT Monthly average hourly clearness index
L Longitude, length, distance, loss, load
L̇ Load rate
L0 Load with zero area solar energy system
LA Load met by auxiliary energy
LS Load met by solar energy
l Length, thickness
m Mass, air mass, mean, mortgage interest rate
ṁ Flow rate
n Day of year (1.6), index of refraction, hours of bright sunshine in a day
N Number of covers, day length, term of mortgage or economic analysis
Np Payback time
P Power
P1 Ratio of life-cycle fuel savings to first-year fuel energy cost (11.8)
P2 Ratio of owning cost to initial cost (11.8)
p Pressure, vapor pressure
PWF Present-worth factor (11.8)
Q Energy, energy per unit time
q Energy per unit time per unit length or area
R Ratio of total radiation on a tilted plane to that on the plane of measurement

(usually horizontal) (2.15), heat transfer resistance
R Monthly average R (2.19)
Rb Ratio of beam radiation on a tilted plane to that on the plane of measurement

(usually horizontal) (1.8)
Rb Monthly average Rb (2.19)



858 Nomenclature

Rd Ratio of diffuse radiation on a tilted plane to that on the plane of measurement
(usually horizontal)

Rn Noon radiation ratio (2.24)
ROI Return on investment (11.7)
r Radius
rd Ratio of diffuse radiation in an hour to diffuse in a day
rr Mirror radius (7.9)
rt Ratio of total radiation in an hour to total in a day
S Absorbed solar radiation per unit area
S Monthly average absorbed solar radiation per unit area (5.10)
s Shade factor
T Temperature
Tdp Dew point temperature
t Time
U Overall heat transfer coefficient
UL Collector overall heat loss coefficient
V Volume, velocity, voltage (23.2)
v Specific volume
W Distance between tubes
X Dimensionless collector loss ratio (20.2)
X′ Modified dimensionless loss ratio (21.4)
Xc Dimensionless critical radiation level (2.22)
Xc Monthly average critical radiation ratio (2.23)
Y Dimensionless absorbed energy ratio (20.2, 21.3)

Greek

α Absorptance, thermal diffusivity
αs Solar altitude angle
αo Object altitude angle
αp Profile angle (1.9)
β Slope
γ Surface azimuth angle, bond thickness, intercept factors
γs Solar azimuth angle (8.5)
γo Object azimuth angle (1.9)
δ Declination, thickness (defined locally), dispersion
δij Delta function: δij = 1 when i = j and δij = 0 when i �= j

ε Emittance, effectiveness (3.17)
η Efficiency (defined locally)
θ Angle (defined locally), angle between surface normal and incident radiation
θc Acceptance half-angle of compound parabolic concentrator (7.6)
θz Zenith angle
λ Wavelength
λc Cutoff wavelength of selective surface
µ Absolute viscosity, cosine of polar angle
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ν Kinematic viscosity, frequency
ρ Reflectance, density
σ Stefan-Boltzmann constant, standard deviation
τ Transmittance
φ Latitude, angle (defined locally), utilizability (2.22)
φr Rim angle (7.9)
ψ Angle (defined locally), ground coverage of collector array
ω Hour angle, solid angle
ωs Sunset (or sunrise) hour angle

Subscripts

A Auxiliary
a Air, ambient, absorbed, aperture, annual
b Blackbody, beam, back, bond, bed
c Collector, critical, cover, corrected, cold
d Diffuse, day
e Effective, equivalent, edge
f Fin, fluid, fuel
g Glass, ground, glazing
h Hot
i Incident, inlet
l Loss
m Moving, mean
n Normal, noon
o Overall, out, extraterrestrial
p Plate
r Radiation, reflected, receiver
s Storage, sunset, specular, scattered
T Tilted
t Top
u Useful
w Wind
z Zenith
λ Wavelength

B.2 RADIATION NOMENCLATURE (SEE SECTION 1.5)

G Irradiance (W/m2)

H Irradiation for a day (J/m2); can also be considered as an average daily rate
(J/day m2)

I Irradiation for an hour (J/m2); can also be considered as an average hourly
rate (J/h m2)
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Subscripts

b Beam
d Diffuse
n Normal
T On tilted plane
o Extraterrestrial

The absence of subscript b or d means total radiation. The absence of subscript n or T

means radiation on a horizontal surface. A ‘‘bar’’ aboveG,H or I means monthly average.

Examples

Go Extraterrestrial irradiance on horizontal plane
Id An hour’s diffuse radiation on a horizontal plane
Hb Monthly average daily beam radiation on a horizontal surface
HT Monthly average daily radiation (beam plus diffuse) on a tilted plane
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International System of Units

BASIC UNITS

Meter, m Length
Kilogram, kg Mass
Second, s Time
Kelvin, K Temperature

DERIVED UNITS

All other units are derived from basic and
supplementary units. Some derived units
have special names.

The following decimal prefixes are
recommended for usewith the International
System of Units (SI):

Tera T 1012 Giga G 109

Mega M 106 Kilo k 103

Milli m 10−3 Micro µ 10−6

Nano n 10−9 Pico p 10−12

Femto f 10−15 Atto a 10−18

The use of the following prefixes should be
limited:

Hecto h 102 Deca da 10
Deci d 10−1 Centi c 10−2

SOME CONVERSIONS OF UNITS

Exact conversion factors are indicated by
an asterisk.

• Length: m,m/s

1 ft = 0.3048 m∗
1 in = 25.4 mm∗

1 mile = 1.609 km
1 ft/min = 0.00508 m/s∗
1 mile/h = 0.4770 m/s
1 km/h = 0.27778 m/s

• Area: m2

1 ft2 = 0.09290304 m2∗
1 in.2 = 0.00064516 m2∗
1 mile2 = 2.590 km2

• Volume: m3,m3/kg,m3/s

(Note: 1 liter = 10−3 m3.)

1 ft3 = 28.32 liters
1 U.K. gal = 4.546 liters
1 U.S. gal = 3.785 liters
1 ft3/lb = 0.006243 m3/kg
1 cfm = 0.4719 liter/s
1 U.K. gpm = 0.07577 liter/s
1 U.S gpm = 0.06301 liter/s
1 cfm/ft2 = 5.080 liters/m2 s

• Mass: kg,kg/m3, kg/s,kg/m2s

1 lb = 0.45359237 kg∗

1 oz = 28.35 g
1 lb/ft3 = 16.02 kg/m3

1 g/cm3 = 103 kg/m3

1 lb/h = 0.0001256 kg/s
1 lb/ft2 h = 0.001356 kg/m2 s

• Force: Newton N=kg m / s2, N/m

• Pascal Pa ≡ N/m2

1 lbf = 4.448 N
1 lbf/ft = 14.59 N/m
1 dyne/cm = 1 (mN)/m
1 mm H2O = 9.80665 Pa∗

1 bar = 105 Pa
1 psi = 6.894 kPa
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1 in. H2O = 249.1 Pa
1 mm Hg = 133.3 Pa
1 in. Hg = 3.378 kPa
1 atm = 101.325 kPa∗

• Energy: Joule J≡Nm=Ws,
J / kg, J/kg ◦C
1 kWh = 3.6 MJ∗

1 Btu = 1.055 kJ
1 therm = 105.5 MJ
1 kcal = 4.1868 kJ∗

1 Btu/lb = 2.326 kJ/kg∗

1 Btu/lb F = 4.1868 kJ/kg ◦C∗

1 Btu/ft2 = 0.01136 MJ/m2

1 cal/cm2 = 1 langley = 0.04187MJ/m2

• Power: Watt W≡ J/s=Nm/s,
W/m2, W/m2 ◦C, W/m ◦C
1 Btu/h = 0.2931 W
1 kcal/h = 1.163 W∗
1 hp = 0.7457 kW
1 ton refr. = 3.517 kW
1 W/ft2 = 10.76 W/m2

1 Btu/h ft2 ◦F = 5.678 W/m2 ◦C
1 Btu/h ft ◦F = 1.731 W/m ◦C
1 Btu/h ft2 ◦F/in. = 0.1443W/m ◦C
1 Btu/ft2 h = 3.155 W/m2

• Viscosity: Pa s=N s/m2 =kg/m s

1 cP (centipoise) = 10−3 Pa s
1 lbf h/ft2 = 0.1724 MPa s



D

Meteorological Data

Previous editions of this book included an extensive meteorological database. These
data were subject to change as additional measurements became available, as further
refinements were made in the processing of existing data, and as the inevitable errors were
uncovered and corrected. For many years obtaining reliable weather data was difficult and
time consuming. In recent years data have been made instantly available on the Internet
by national weather services, research laboratories, and commercial organizations. When
designing a solar system the best data should always be used. Since data in a book are old
when the book is published, it was decided to include only a limited data set.

The meteorological data in this appendix are used in example problems in the text, in
designing typical systems by the methods presented in Part III, and for use in exercises
in Appendix A. The data include H, the monthly average daily radiation on a horizontal
surface, in MJ/m2; KT , the monthly average clearness index; T , the 24-h monthly
average ambient temperature, in ◦C; and DD, the average number of degree-days in the
month to the base temperature 18.3◦C.

The data for the U.S. stations are from the SOLMET program (Cinquenami et al.,
1978); the Canadian data are from the Canadian Climate Normals (1982); the European
radiation data are from the CEC’s European Solar Radiation Atlas (1984); the remaining
world radiation data are from the Solar Radiation and Radiation Balance Data (The World
Network) (1970, 1976, 1982); and the temperature data are from World Weather Records
(1965). All of the degree-days are calculated by the method presented in Section 9.3.

Weather data for the United States were rehabilitated in 1992 by the National
Renewable Energy Laboratory (formerly the Solar Energy Research Institute) as part of
the National Solar Radiation Data Base (2008) effort. These data are available at http://
rredc.nrel.gov/solar/. For worldwide data the METEONORM data set is particularly useful
and is periodically updated.

The table is arranged alphabetically by region: Africa, Asia, Europe, North America,
Pacific, and South America. Within each region stations are grouped by country (and state
or province for the United States and Canada.)
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AFRICA
-Egypt-

Cairo
-South Africa

Pretoria

ASIA
-India-

New Delhi
-Singapore-

Singapore

EUROPE
-Belgium-

Brussels
-Germany-

Stuttgart
-Greece-

Athens
-Russia-

Moscow
-Spain-

Almeria
-Ukraine-

Kiev

NORTH AMERICA
Canada
-Manitoba-

Winnipeg
-Ontario-

Ottawa
Caribbean

San Juan, PR
Mexico

Ciudad University
United States
-Alaska-

Fairbanks
-Arizona-

Phoenix
-California-

Fresno
-Colorado-

Denver
-Georgia-

Atlanta
-Hawaii

Honolulu
-Illinois

Springfield
-Massachusetts-

Boston
-Nevada-

Reno
-New Mexico-

Albuquerque
-New York-

New York (CentralPark)
-Oregon-

Portland
-Texas-

Austin
-Wisconsin-

Madison

PACIFIC
-Australia-

Aspendale

SOUTH AMERICA
-Argentina-

Buenos Aires
-Venezuela-

Caracas
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Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Africa
Egypt

Cairo Latitude 30.0 Longitude 31.2
H 11.84 15.60 19.32 23.15 26.32 27.95 27.10 25.23 21.97 17.86 13.24 11.12
KT .56 .60 .61 .63 .66 .68 .67 .66 .66 .65 .59 .56
T 14 15 17 21 25 27 28 28 26 24 19 15
DD 143 104 69 12 1 0 0 0 0 2 32 116

South Africa
Pretoria Latitude −25.8 Longitude 28.1

H 23.39 22.40 20.24 16.68 15.29 14.17 15.28 17.79 20.41 21.88 23.60 24.53
KT .55 .56 .57 .57 .65 .67 .69 .67 .63 .57 .57 .57
T 21 21 20 17 13 10 10 13 16 20 20 21
DD 11 9 20 64 170 250 259 170 86 20 18 11

Asia
India
New Delhi Latitude 28.6 Longitude 77.1

H 11.34 13.81 16.15 19.88 21.10 18.69 18.03 16.88 18.04 15.60 12.39 10.52
KT .51 .52 .50 .54 .53 .46 .45 .44 .53 .55 .54 .51
T 15 18 23 29 33 35 31 30 30 26 20 16
DD 132 52 5 0 0 0 0 0 0 0 20 87

Singapore
Singapore Latitude 1.0 Longitude 103.6

H 16.71 17.64 17.88 16.69 15.40 15.11 15.59 15.78 16.24 15.63 13.90 14.37
KT .47 .47 .47 .45 .44 .45 .45 .44 .44 .42 .39 .41
T 26 26 27 27 27 28 27 27 27 27 26 26
DD 0 0 0 0 0 0 0 0 0 0 0 0

Europe
Belgium
Brussels Latitude 50.8 Longitude 4.2

H 2.29 4.53 7.93 12.38 16.46 17.72 16.71 14.71 10.87 6.26 3.00 1.77
KT .27 .32 .36 .40 .43 .43 .42 .43 .43 .38 .30 .24
T 4 3 7 9 12 17 16 17 16 11 6 3
DD 455 424 368 285 218 98 115 95 110 242 371 474

Germany
Stuttgart Latitude 485 Longitude 9.1

H 3.47 5.98 9.60 14.59 17.87 19.43 19.55 16.12 13.07 7.99 3.94 2.72
KT .35 .39 .42 .46 .46 .47 .49 .47 .50 .45 .35 .32
T −0 3 8 9 13 17 18 19 16 11 5 3
DD 576 425 324 284 161 66 54 35 95 239 402 471

Greece
Athens Latitude 38.0 Longitude 23.4

H 6.57 9.40 13.59 18.08 22.56 24.72 24.86 22.28 17.59 12.22 8.18 6.09
KT .40 .43 .48 .51 .57 .59 .61 .60 .57 .52 .46 .40
T 10 10 11 15 20 25 28 28 23 19 14 11
DD 260 234 231 114 25 1 0 0 5 37 140 231
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Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Russia
Moscow Latitude 55.5 Longitude 37.4

H 2.23 4.85 8.83 12.87 17.90 20.65 18.21 14.97 9.40 4.35 1.79 1.17
KT .39 .44 .46 .44 .48 .50 .46 .46 .41 .32 .26 .26
T −10 −10 −4 5 12 17 19 17 11 5 −2 −7
DD 874 778 697 409 208 81 46 79 220 429 606 778

Spain
Almeria Latitude 36.8 Longitude −2.3

H 9.80 12.56 15.38 19.67 24.11 25.97 26.76 23.67 18.95 14.41 10.42 9.14
KT .57 .56 .53 .56 .60 .62 .66 .64 .61 .60 .57 .58
T 12 12 14 16 18 22 25 25 23 19 16 13
DD 220 195 157 107 68 23 9 8 14 53 117 191

Ukraine
Kiev Latitude 50.4 Longitude 30.3

H 3.39 5.87 9.37 14.08 19.00 21.97 19.94 17.12 12.66 6.93 2.96 2.08
KT .38 .41 .42 .45 .49 .53 .50 .50 .50 .42 .29 .28
T −6 −5 −1 8 15 19 20 19 14 8 1 −3
DD 756 658 583 323 132 48 27 40 139 337 507 657

North America

Canada
Manitoba

Winnipeg Latitude 49.9 Longitude −97.1
H 5.25 9.05 14.06 17.74 20.90 22.74 22.99 19.00 13.32 8.15 4.64 3.82
KT .57 .62 .62 .56 .54 .55 .57 .55 .52 .48 .44 .49
T −19 −16 −8 3 11 17 20 18 12 6 −5 −14
DD 1165 949 821 448 229 88 45 65 191 381 684 1001

Ontario
Ottawa Latitude 45.5 Longitude −75.4

H 5.74 9.44 13.61 16.75 19.88 21.37 21.28 18.11 13.36 8.58 4.72 4.33
KT .48 .54 .55 .51 .51 .51 .53 .51 .48 .44 .36 .41
T −11 −9 −3 6 13 18 21 19 15 9 2 −7
DD 896 770 651 377 181 58 27 42 132 308 498 793

Caribbean
Puerto Rico

San Juan Latitude 18.4 Longitude −66.0
H 15.05 17.44 20.30 21.47 20.58 20.63 21.27 20.87 19.00 17.20 15.53 14.03
KT .54 .56 .58 .57 .53 .53 .55 .55 .53 .53 .54 .53
T 24 24 25 25 26 27 27 27 27 27 26 25
DD 18 14 15 11 9 6 6 6 6 7 9 14

Mexico
Ciudad University Latitude 19.4 Longitude −99.1
H 16.48 18.28 21.36 21.84 20.05 19.62 18.48 17.70 15.88 16.48 15.69 15.59
KT .60 .59 .61 .58 .51 .50 .47 .46 .44 .51 .56 .60
T 12 14 16 17 17 17 16 16 16 15 13 12
DD 194 130 82 57 53 59 87 87 91 119 154 191
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Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

United States
Alaska
Fairbanks Latitude 64.8 Longitude −147.5

H 0.34 2.51 7.66 13.55 18.21 19.89 17.51 12.69 8.05 3.32 0.84 0.02
KT .28 .45 .55 .54 .51 .48 .46 .43 .45 .42 .40 .05
T −24 −19 −13 −2 9 15 16 13 7 −4 −16 −24
DD 1323 1050 955 602 316 140 126 194 350 685 1035 1299

Arizona
Phoenix Latitude 33.4 Longitude −112.1

H 11.60 15.60 20.59 26.73 30.38 31.10 28.23 26.02 22.88 17.90 13.06 10.57
KT .60 .65 .68 .74 .76 .75 .69 .69 .71 .69 .64 .59
T 11 13 15 20 25 29 33 32 29 22 15 11
DD 251 175 134 52 14 2 0 1 2 28 128 233

California
Fresno Latitude 36.8 Longitude −119.5

H 7.45 11.49 17.78 23.75 28.19 31.02 30.47 27.51 22.54 16.22 10.09 6.52
KT .43 .52 .62 .67 .71 .74 .75 .74 .72 .67 .55 .41
T 7 10 12 16 20 23 27 26 23 18 12 8
DD 347 247 212 122 57 20 6 10 21 85 213 337

Colorado
Denver Latitude 39.8 Longitude

H 9.54 12.79 17.37 21.33 24.24 26.68 25.80 23.21 19.60 14.77 10.03 8.30
KT .62 .62 .63 .62 .61 .64 .63 .63 .65 .65 .61 .60
T −1 0 3 9 14 19 23 22 17 11 4 0
DD 609 505 488 308 182 80 37 45 109 251 433 563

Georgia
Atlanta Latitude 33.7 Longitude −105.0

H 8.14 11.00 14.80 19.14 21.05 21.73 20.57 19.39 16.14 13.62 10.02 7.66
KT .43 .46 .49 .53 .53 .52 .51 .52 .50 .53 .50 .43
T 6 7 11 16 21 24 26 25 22 17 11 6
DD 393 315 252 108 41 12 8 9 23 99 239 375

Hawaii
Honolulu Latitude 21.3 Longitude −157.5

H 13.39 15.85 18.41 20.39 22.13 22.75 22.73 22.32 20.55 17.48 14.37 12.86
KT .51 .53 .54 .54 .56 .57 .58 .58 .58 .56 .53 .51
T 22 22 23 24 25 26 27 27 27 26 25 23
DD 15 12 13 8 5 2 2 1 1 3 5 11

Illinois
Springfield Latitude 39.8 Longitude −89.4

H 6.63 9.77 12.97 17.20 21.17 23.80 23.36 20.50 16.50 12.13 7.68 5.57
KT .43 .47 .47 .50 .53 .57 .57 .56 .55 .54 .46 .40
T −3 −1 4 12 17 23 25 24 20 14 6 −1
DD 657 538 443 212 85 18 10 14 47 167 387 592
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Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Massachusetts
Boston Latitude 42.4 Longitude −71.0

H 5.40 8.05 11.54 15.05 18.40 20.63 19.85 16.88 14.30 10.10 5.71 4.58
KT .39 .42 .44 .44 .47 .49 .49 .47 .49 .48 .38 .37
T −2 −1 3 9 15 20 23 22 18 13 7 1
DD 618 538 464 279 139 40 17 24 67 184 335 549

Nevada
Reno Latitude 39.5 Longitude −119.5

H 9.09 13.05 18.72 24.51 28.65 30.67 30.55 27.31 22.67 16.24 10.36 8.01
KT .59 .63 .68 .71 .72 .73 .75 .74 .75 .71 .62 .57
T −0 3 5 8 13 16 21 19 16 10 4 1
DD 572 436 428 309 196 102 37 54 115 262 417 550

New Mexico
Albuquerque Latitude 35.1 Longitude −106.4

H 11.54 15.23 20.06 25.30 28.82 30.41 28.25 26.00 22.39 17.56 12.87 10.53
KT .63 .66 .68 .71 .72 .73 .69 .70 .70 .70 .66 .63
T 2 4 8 13 19 24 26 25 21 15 7 2
DD 513 391 333 171 63 11 5 8 27 142 346 498

New York
New York Latitude 40.8 Longitude −73.6

H 5.68 8.19 11.77 15.48 18.57 19.41 19.16 16.83 13.78 10.17 6.05 4.59
KT .39 .41 .43 .45 .47 .46 .47 .46 .46 .46 .38 .35
T 0 1 5 11 17 22 25 24 20 15 9 2
DD 568 493 418 236 116 38 20 26 58 158 306 514

Oregon
Portland Latitude 45.6 Longitude −122.4

H 3.52 6.29 10.15 14.85 18.88 20.12 23.13 19.00 13.81 8.21 4.40 2.95
KT .30 .37 .41 .45 .48 .48 .57 .54 .50 .42 .34 .29
T 3 6 8 10 14 17 20 19 17 12 7 5
DD 464 347 337 251 167 94 51 55 93 209 332 422
Texas

Austin Latitude 30.3 Longitude −97.5
H 9.81 12.77 16.22 18.22 20.81 23.52 23.90 21.92 18.23 15.13 11.20 9.37
KT .47 .50 .52 .50 .52 .57 .59 .58 .55 .55 .51 .47
T 10 12 15 20 24 28 29 29 26 21 15 11
DD 280 202 141 51 20 6 3 3 9 43 139 239

Wisconsin
Madison Latitude 43.13 Longitude −89.33

H 6.44 9.89 12.86 16.05 21.36 23.04 22.58 20.33 14.59 10.48 6.37 5.74
KT .47 .52 .48 .47 .54 .55 .55 .56 .49 .48 .42 .47
T −8 −5 1 9 14 19 22 20 15 11 2 −5
DD 821 656 537 280 136 30 1 25 103 232 479 699
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Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Pacific

Australia
Melbourne Latitude −37.5 Longitude 144.6

H 24.74 21.91 17.06 11.31 7.67 6.40 7.12 9.45 13.36 18.07 22.09 24.31
KT .57 .57 .54 .48 .45 .46 .47 .46 .48 .50 .53 .55
T 20 20 18 15 13 10 10 11 12 14 16 18
DD 19 18 39 107 184 244 271 244 181 133 80 39

South America
Argentina
Buenos Aires Latitude −34.6 Longitude −58.3

H 25.20 22.91 18.51 13.44 9.69 7.40 8.18 11.49 15.00 18.93 23.95 24.73
KT .58 .59 .57 .54 .51 .46 .48 .52 .51 .52 .57 .56
T 24 23 21 16 13 11 11 12 14 17 20 22
DD 2 3 12 87 170 222 229 200 137 68 19 7

Venezuela
Caracas Latitude 10.5 Longitude −66.6

H 14.65 16.15 16.94 16.24 15.92 16.05 16.86 17.10 16.82 15.11 14.22 13.50
KT .46 .47 .46 .43 .42 .43 .45 .45 .45 .43 .44 .44
T 19 20 21 22 22 22 21 22 22 22 21 20
DD 24 13 8 3 3 4 6 4 3 4 7 14



E

Average Shading Factors
for Overhangs

The following charts show monthly average fraction of receiver area receiving beam
radiation as a function of relative overhang dimensions for latitudes 35◦, 45◦, and 55◦.
For use in the southern hemisphere, interchange months as shown in Figure 1.8.2. See
Section 14.4 for methods of use of these factors and interpolation routines.

Utzinger, D. M., M.S. Thesis, Mechanical Engineering, University of Wisconsin-Madison
(1979). ‘‘Analysis of Building Components Related to Direct Solar Heating of
Buildings.’’
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Figure E.1 Monthly mean fraction of vertical receiver area receiving beam radiation as function
of relative overhang dimensions for latitude 35◦. For the southern hemisphere interchange months as
shown in Figure 1.8.2.
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Figure E.1 (Continued)
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Figure E.1 (Continued)
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Figure E.1 (Continued)
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Figure E.1 (Continued)
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Figure E.2 Monthly mean fraction of vertical receiver area receiving beam radiation as function
of relative overhang dimensions for latitude 45◦. For the southern hemisphere interchange months as
shown in Figure 1.8.2.
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Figure E.2 (Continued)
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Figure E.2 (Continued)
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Figure E.2 (Continued)
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Figure E.2 (Continued)
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Figure E.3 Monthly mean fraction of vertical receiver area receiving beam radiation as function
of relative overhang dimensions for latitude 55◦. For the southern hemisphere interchange months as
shown in Figure 1.8.2.



882 Average Shading Factors for Overhangs

Figure E.3 (Continued)
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Figure E.3 (Continued)
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Figure E.3 (Continued)
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Figure E.3 (Continued)
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