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Notes:

What are games with incomplete information?

In a game of omplete information, all players know the rules of the

game. Otherwise the game is one of inomplete information.

hmm? Old definition

Notes:

John Charles Harsanyi (Hungarian: Harsányi János Károly) (May 29, 1920 � August 9, 2000),

Hungarian-Australian-Amerian eonomist (wikipedia no-free media

Notes:

• Harsanyi fromalized games with unertainty

• Introdued a new player alled Nature, does not have an utility

funtion (or has a onstant one)

• Nature selets �a state of the world�



What peace of information is missing in games
with incomplete information?

•
Players do not exatly know whih game is being played, but

they know all the possible games

•
All possible games have the same set of players

•
and the same set of ations

•
Games di�er in the payo�s

•
Hypothesis: ommon priori (belief)

Notes:

• What do they believe is possible? We talk about aposteriori beliefs,

they start with a ommon apriori, with an individual private known

information and applying Bayes they have an aposteriori belief.

• There are di�erent de�nitions, whih are mathematially equivalent,

we shall see one

• Typially a ards games where eah players see only their ards an

be modeled as a Bayesian game.

• Note, however, that we will fous on simultaneous games.

Gaining Intuition, Example
Bob (Player 1) is unsure about Alie (player 2), wanting to go out

with him, or avoid it. Alie knows Bob's preferenes.

Notes:

• The example is taken from An Introdution to Game Theory, by

Osborne

• In the example, we an think of there being two states, one in whih

the players' payo�s are given in the left table and one in whih they

are given in the right

• To �nd the equilibrium of this game, we an �rst �nd the expeted

payo� Bob has for eah possible ombination of ations taken by

Alie (one ation at eah game) taking into aount his own ation,

and the probability of having one or other game being played

• Then we an determine Bob's best responses given Alie's

ombination of ations

• We an �nally look for NE suh that all players are best responding

the other one

Definition based on types

Bayesian Game

·G = (N,A,Θ, p, u)
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Notes:

• This examples follows one possible de�nition of Bayesian games:

� This de�nition is based on de�ning a set of games, where the

set of players and ations are the same aross all games

� We also have a ommon joint probability distribution, whih

says the probability of having eah game played

� And we have a set of partitions of games, one for eah player

• There are three equivalent de�nitions, we shall following work with

the one based in types:

• Formally G = (N ,A,Θ, p, u) with Θ = {Θi}i∈N where Θi is the

type spae of player i

• The type aptures any unertainty

• A = {Ai}i∈N where Ai is the set of available ations for player i

• p : Θ → [0, 1] ommon prior over types

• u = {ui}i∈N where ui : A×Θ → R is the utility funtion of player i

• this formulation an be less intuitive than the one based on games,

but is mathematially simpler

Definitions and notations

Pure strategy
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Mixed Strategy
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Notes:

• Pure strategy αi : Θi → Ai

• Mixed strategy si : Θi → Π(Ai )

• We shall also use the notation si (ai |θi ) to refer to the proba. under

mixed strategy si that player i hoses ai given that his type is θi

• We shall onsider �nite sets (players, strategies, types).



Notions of expected utility
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Notes:

• Sine players know di�erent things at di�erent moments, we should

re visit the onept of expeted utility

• Let us denote EUi(s) as the expeted utility of funtion ui under
mixed strategy s, sine we do not inlude the realizations of the

types this is also known as the Exante expeted utility

• Exante EUi(s) =
∑

θ∈Θ

p(θ)
∑

a∈A

ui(a, θ)
∏

j∈N

sj(aj |θj)

• Interim expeted utility

EUi(s|θi ) =
∑

θ−i∈Θ−i

p(θ−i |θi )
∑

a∈A

ui(a, θ−i , θi)
∏

j∈N

sj(aj |θj)

• Ex-post EUi(s, θ) =
∑

a∈A

ui (a, θ)
∏

j∈N

sj(aj |θj)

Solution concept: Bayes-Nash equilibrium (BNE)

Best Response
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Bayes NE
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Notes:

• Equivalently, is a strategy pro�le s suh that si ∈ argmax

EUi(si , s−i |θi ) ∀i ∈ N and all θi ∈ Θi

• Notion introdued by Harsanyi

• Formally, the set best response for player i is
BRi (si) = argmaxsiEUi (si , s−i )

• BNE is then de�ned as a strategy pro�le s suh that ∀ i that
si ∈ BRi (si)

• Note that if all types have positive probability, then we an

equivalently de�ne best response and NE onsidering the interim

expeted utility

Example: Finding BNE

p(θT , θR) = 0.1
p(θT , θL) = 0.3
p(θB , θR) = 0.4
p(θB , θL) = 0.2

Notes:

• As for extensive form games, we an �nd an equivalent Strategi

game for a Bayesian game

• We an �nd the BNE in the strategi way, as we already know how

to do it

• Lets onsider the provided example, originally proposed in

Multiagent Systems Algorithmi, Game-Theoreti, and Logial

Foundations, by Shoham and Leyton-Brown

• We ould also alulate the onditional probabilities using Bayes'

rule

• We will �nd the equivalent normal form game, by listing all possible

pure strategies for eah player and omputing the exante expeted

payo� for eah strategy pro�le

• the strategies will be the ations of the normal form game

Expost NE

Expost NE
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Notes:

• Mathematially, a expost NE is a strategy pro�le s verifying for all θ
and for all i si=argmax EUi(si , s−i , θ)

• This kind of equilibrium is not guaranteed to exist



Quizz Lecture 3

The questions proposed here are taken from: the MOOC Game Theory
on Coursera platform, created by Matthew Jackson, Kevin Leyton-Brown
and Yoav Shoham and from the Book An Introduction to Game Theory, by
Martin J. Osborne.

Exercise 1 (Bayesian Games) In the following two-player Bayesian game,
the payoffs to player 2 depend on whether 2 is a friendly player (with proba-
bility p) or a enemy (with probability 1p). See the following payoff matrices
for details.

With probability p, the payoff matrix is:

Friend Player 2
Left Right

Player 1
Left (3,1) (0,0)
Right (2,1) (1,0)

while with probability 1p, the payoff matrix is:

Enemy Player 2
Left Right

Player 1
Left (3,0) (0,1)
Right (2,0) (1,1)

Player 2 knows if he/she is a friend or a enemy, but player 1 doesn’t
know. If player 2 uses a strategy of Left when a friend and Right when a
enemy, what is true about player 1’s expected utility?

a. It is 3 when 1 chooses Left;

b. It is 3p when 1 chooses Left;;

c. It is 2p when 1 chooses Right;

d. It is 1 when 1 chooses Right;

1



Exercise 2 (Bayesian Games) Consider the conflict game:
With probability p, the payoff matrix is:

Strong Player 2
Fight Not

Player 1
Fight (1,-2) (2,-1)
Not (-1,2) (0,0)

and with probability 1− p, the payoff matrix is:

Weak Player 2
Fight Not

Player 1
Fight (-2,1) (2,-1)
Not (-1,2) (0,0)

Assume that player 1 plays fight when strong and not when weak. Given
this strategy of player 1, there is a certain p∗ such that player 2 will prefer
’fight’ when p < p∗ , and ’not’ when p > p∗.

What is p∗ in this modified game? (Hint: Write down the payoff of 2
when choosing Fight and Not Fight. Equalize these two payoffs to get p∗):

a. 1/3

b. 2/3

c. 1/2

d. 3/4

2


