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Improved Phase Vocoder
Time-Scale Modification of Audio

Jean LarocheMember, IEEE,and Mark DolsonMember, IEEE

Abstract—The phase vocoder is a well-established tool for time percussive signals), and tempo modulation. A full discussion
scaling and pitch shifting speech and audio signals via modifica- of time-domain time-scaling techniques and their shortcomings
tion of their short-time Fourier transforms (STFT’s). In contrast can be found in [7] or [5]

to time-domain time-scaling and pitch-shifting techniques, the | trast f d in-based i i tech
phase vocoder is generally considered to yield high quality results, _'"" €ONntrast, irequency-domain-based ume-scaling tech-

especially for large modification factors and/or polyphonic sig- hiques such as the phase vocoder [1] employ a fixed
nals. However, the phase vocoder is also known for introducing a overlap-add approach; synchronization between overlapping
characteristic perceptual artifact, often described as “phasiness,” frames is obtained by modifying phases in the signal’s short-
‘reverberation,” or *loss of presence.” This paper examines the ime Fourier transform. Phase vocoder time-scaling is not

problem of phasiness in the context of time-scale modification limited t it dification fact ¢ honi
and provides new insights into its causes. Two extensions to''Mt€d 10 near-unity modification factors nor to monophonic

the standard phase vocoder algorithm are introduced, and the Signals, and it is free of many of the typical time-domain
resulting sound quality is shown to be significantly improved. artifacts? This makes it a potentially attractive approach.
Moreover, the modified phase vocoder is shown to provide a However, the computational cost of the phase vocoder is much
factor-of-two decreasein computational cost. higher than that of time-domain techniquesd the algorithm

Index Terms—Phase coherence, phase vocoder, pitch shifting, introduces distinctive artifacts of its own. Ultimately, it is

short time Fourier transform, time scaling. these artifacts that pose the major barrier to more widespread
use of the phase vocoder.
|. INTRODUCTION The two most prominent phase vocoder time-scaling ar-

) o ) tifacts are “transient smearing” and “phasiness.” Transient
I IME-SCALE and pitch-scale modification of signals hagmearing occurs even with modification factors that are close

long been a subject of interest in the audio and speefigne and is heard as a slight loss of percussiveness in the
processing community. In recent years, though, there has begiha|- piano attacks, for example, may be perceived as having
a_dramatl_c increase in commgrmal gp_pllcatlon.of these teGlss “pite.” Phasiness (or reverberation or “loss of presence”)
niques. Time-scaling and/or pitch-shifting algorithms are nows, occurs even with near-unity modification factors, and is
being used in a widening array of devices such as telephqng, q a5 a characteristic coloration of the signal; in particular,
answering systems, musical effect processors, professional ﬁ:rpe—expanded speech often sounds as if the speaker is much

players, hard-disk recorders, PC-based sound editors, an¢gther from the microphone than in the original recording.
on. As the computational resources of these devices increasgy, general, neither time-domain nor frequency-domain time-

S0 t00 do expectations for their audio fidelity. _ scaling artifacts have received much attention in the technical
Most commercial implementations of time scaling (or pitclyeayre, probably because assessments of fidelity have varied
shifting)" use time-domain-based techniques which rely upo.cording to local standards (and over time as well). The
some form of synchronized overlap-add of signal excerpigohlem of transient smearing in subband-based time-scale
These methods are attractive for their relatively low compqqgifications is addressed in [11] and an improved technique
putational cost and because they yield good results in SOReoq on phase-locking at transient times is proposed. The
special cases of interest (e.g., modification factors close ﬁﬂenomenon of phasiness has been noted by several authors
one or monophonic sounds)._However, these techniqu_es teffg] [14], and the root of the problem is known to lie in
to perform poorly when applied to complex, polyphonic, o, mogification of phases in the short-time Fourier transform
nonpitched signals, or when large modification factors m“&%TFT). To date, however, no thorough explanation for this

be used (e.g., factors greater th&@0% t0£30%). In these  hanomenon has yet been given, and proposed solutions have
cases, typical artifacts include warbling (a type of periodic fr(F-

) ] el roven to be either cumbersome or only marginally effective.
quency modulation observed in processed polyphonic signals)ypis paper proposes an explanation for the presence of

transient doubling or skipping (especially troublesome fofj) qiness in time-scaled signals, and offers new phase cal-
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The remainder of this paper is divided into two sections. Istrong consistency conditions because the Fourier transforms
the first part, the emphasis is on understanding the probletorrespond tooverlapping short-time signals. The formula
the standard phase-vocoder technique for time scaling alsove merely yields a signal whose STFT is closE (¢, €2;.)
described, and a detailed investigation of potential phase errora sense that depends on the choice of the synthesis window
is presented. In the second part, the focus is on solutions(n). Further elaboration of this point can be found in [4], [7].
two previously-proposed solutions are briefly reviewed, and
two new phase-modification techniques are introduced apd Time-Scale Modifications

evaluated. In phase-vocoder-based time scaling, the STFT is modified

in two ways: 1) the analysis hop factéi, is different from

the synthesis hop factoR,, and 2) the phase values of the
The essence of time scaling is the modification of a signakynthesis STFTY (t¥,$2;) are calculated explicitly according

temporal evolution while its local spectral characteristics ate a formula given below. These modifications are based on an

kept unchanged. Phase-vocoder-based time-scaling techniquegderlying sinusoidal signal model, but no explicit parametric

accomplish this via an explicit sequence of analysis, modifiinusoidal estimation is performed.

Il. THE BASIC PHASE VOCODER TIME-SCALING ALGORITHM

cation, and resynthesis. According to the underlying model, the input signal is
the sum of a numbed(¢) of sinusoids with time-varying
A. Phase Vocoder Analysis/Synthesis amplitudesA;(¢) and instantaneous frequencies)
During the analysis stage, analysis time-instatjfsfor I(t)
successive values of integerare set along the original signal, x(t) = Z A (1)@ with
possibly uniformly: t¥ = wR, where R, is the so-called i=1 (3)

analysis hop factor. At each of these analysis time-instants, t
a Fourier transform is calculated over a windowed portion ¢i(t) = ¢i(0) +/ w;(7) dr
of the original signal, centered aroumfl. The result is the 0
nonheterodynedTFT representation of the signal, denoteth which ¢;(¢) andw;(¢) are called the instantaneous phase
X (", ): and frequency of théth sinusoid.
o Based on (3), for a constant modification factosuch that
X(t4,) = Z h(n)z (£ 4 n)e I Hn @) B =atg, the ideal synthesis phagg(t?) of the time-scaled
' ' sinusoid: would be

n=—0oo

whereQxWLs_the original signalji(n) is the analysis vv:ndow, ?s (t?) = ¢,(0) +/ wi(7/a) dr

U = =5~ is the center frequency of thieth vocoder “chan- 0

nel,” and N is the size of the discrete Fourier transform. In ty

practice,h(n) has a limited time span (typicallly samples) = ¢5(0) + 04/0 wi(T) dr

and the sum above has a finite number of terfa&?, ;) is _ gy

both a function of time (via variable) and frequency (vi&s). = 6+(0) +a[¢u(t) — #:(0)] ()

~ The resynthesis stage involves setting synthesis timﬁhere¢5(0) is an arbitrary initial synthesis phase.

instants ¢, usually uniformly, so thatty = R,u, where  ppase-vocoder-based time scaling modifies the STFT of
R, is the synthesis hop factor. At each of these synthegig sinusoidal input signal components so as to produce the
time-instants, a short-time signa(») is obtained by inverse- ghoye time-scaled sinusoids. The time-evolution of the sine-
Fourier-transforming the synthesis STRT(tY,Q). Each \5ye amplitudes is modified simply by settifig(t*, Q)| =

short-time signal is then multiplied by an optional synthes S (t, )| wheret* = R,u. However, modification of the
window w(n), and the windowed short-time signals are aljhe-wave phases is more challenging.

summed together, yielding the output signéh): To calculate the phase af (t,€), the standard phase-

o0 vocoder technique requires phase unwrapping, a process
y(n) = Z w(n — )y (n—t*) with whereby the phase increment between two consecutive
u=—00 ) frames is used to estimate the instantaneous frequency of a
p Nt ’ o nearby sinusoid in each channel. The instantaneous frequency
Yu(n) = N Z Y (8, Q) et Hn, & () is estimated by first calculating tieeterodynegphase
k=0 increment
In the absence of modifications (i.eR, = R, and

w o u _ u—1 _
Y (4, Q) = X (% Q)), this output signal is identical to A} = LX (1, Q) = LX) — Roli
the original signalz, under mild conditions on the analysisynen taking its principal determination (betwegn) denoted

and synth_esis windows [4]. In general, _however, a _modifie&pq)% and deriving the instantaneous frequerigyt*) of the
Y (t2,€%) is not the STFT ofany actual signal. In particular, ¢osest sinusoid using

the output signal(n) obtained via the above reconstruction
formula doesnot necessarily havé (¢, ) as its STFT. On(£1) = Qp + LA oL, )
The sequence of STFT frames for a given signal must satisfy ¢ R, "
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This procedure is calleghase unwrappingbecause the actual STFT is not close td’(t%, ). This new signal will likely

(nonwrapped) value of the phase increment is calculated fraxhibit beating in its individual harmonics, and this will be

its principal (wrapped) determination. The heterodyned phalseard as phasiness or reverberation.

incrementA®} is simply the small phase shift resulting from How can we recognize vertical phase coherence in a STFT?

wi(t?) being close but not necessarily equal(g. For a constant-amplitude, constant-frequency sinusoid, there
Once the instantaneous frequency at titjies estimated, is a simple phase relation between adjacent channels located

the phase of the time-scaled STFT at tififeis set according around the sinusoidal frequency. If a sinusoid with a constant

to the following phase-propagatioriormula frequencyw; falls in channelk, and if the analysis window
. i o h(n) is symmetric around zero, it is easy to show that
LY (3, Q) = LY (870, ) + Rown(t3)- (6) the channels around channelwhich are influenced by this

. o sinusoid (channels such th@?, — w;| < w;, wherew, is the
Equation (6) guarantees what can be called "horizontal phasgost frequency of the analysis window) have an analysis
coherence™ for aconstant-frequencysinusoid, successive jp.ca equal to that of channgl In practice, the analysis
short-time signals will overlap coherently. Another way O\Evindow h(n) is more usually nonzero fob < n < L and
saying this is that there is coherenagthin each frequency jg symmetric around its middle point, but this changes things

channel over time (i.e., along the horizontal dimension of &,y gjightly: If the size of the discrete Fourier transform is

standard sonagram). o equal to the analysis window length then adjacent channels
For constant-frequency sinusoids, the phase unwrappigg.pit phase differences afr.

(5) yields a good estimate of the instantaneous frequency,;Or more complicated signals, unfortunately, no compara-

if channel & is i|:1fluenced by only one sinusoid, and if th,;, gimple phase relationship exists. For a sinusoid with a
analysis window’s cutoff frequenay;, is such thatit,wy, < . slowly varying frequency, the phases in channels around the
In practice, for standard analysis windows (such as Hannijgantaneous frequency are still nearly equal, but an analytical

or Hamming windows), this constrains the analysis windowg, 5 s difficult to develop. Consequently, there is no
to overlap by at least 75%. The phase unwrapping equat@pnme way to check for vertical phase coherence.
involves the calculation of a four-quadrant arc tangent, and the, a posterioriway to check the consistency of a STFT

phase propagation equation (6) requires the use of trigonomeir cicts of reconstructing the synthesis signals), and
ric functions in order to calculate the real and imaginary paéhecking that the STFT of/(n) is indeed vefy close to

of Y'(t%, Q). An_ importar_1t point is that (6) does not indicateiygtg’ ) in both amplitude and phase. We propose a measure
how the short-time Fourier phases should be set at the fi L of consistency derived from that proposed in [4]:

synthesis time-instant). As will be shown later, the choice ) ] )
of initial phases can significantly influence the quality of the ) Such  Yase [|Z ()| — Y (22 )]
output signal. _ . SR )

The technique outlined above is the standard frequency-
domain time-scaling method based on the phase vocod#&here Z(t;, ) is obtained by performing a STFT on the
Variants of this approach have also been proposed. Portridfdified signaly(n). U is the total number of short-time
in [9] describes a technique applicable to speech signdi&mes, and the summation excludes Hefirst and P last
where the phases of the underlying sinusoidal componeff4 frames to avoid taking into account errors due to missing
are decomposed into a system phase (resulting from ¢erlapped segments in the resynthesis formula. The smaller
vocal tract f||ter|ng) and a source phase Corresponding %\/], the better the ConSiStency. If total ConSiStency is aChieVEd,
glottal pulses. Interested readers can also refer to [10] for &fts, %) = Y (), %) for all imest and all channels,
alternative phase-updating method that does not involve pha&gl Dy = 0. Vertical and horizontal phase coherence will

unwrapping nor any trigonometric calculation, but instead usBgy an important role in the following sections, and we will
an additional analysis Fourier transform. use the measure above to estimate the degree of consistency

of our algorithms.
2) Output Phase versus Input Phaseln this section, we

) seek to relate the phase of the modified STFT in cha#nel
1) Phase Coherence: Because phase propagation errorg, the phase of the corresponding analysis STFT in the same

are at the heart of many of the sound quality issues in thRannel. Assuming a constant modification factee £=, and
phase vocoder, it is important to undgrstand how sipgso?c&wen an initial synthesis Fourier transform ph&@é()flg), we
phases are altered by vocode_r-based _tlme-scale modificatiqg, ,se the phase propagation equation (6) to express the phase
The phase-vocoder time-scaling algorithm ensures phase cgfe output STFT at any given synthesis time-instghtBy
sistencywithin each frequency channel over time, but it is alsﬁerating (6) for successive values of starting atu _ 0, we
important to have phase consisterayrossthe channels in a jpiqin

given synthesis frame. We call this latter requiremesntical

(7)

C. Phase Problems in Phase-Vocoder Time-Scaling

phase coherence gy(tg@k) = gy(tg,gk) + ZRS@’“ (tZ)
Both horizontaland vertical phase coherence must be pre- )

served upon resynthesis for the STFT to be a “valid” one. u ‘

If phase coherence is not preserved in the synthesis STFT = ¢5(0, k) +ZRs®k (t2)

Y (¥, Q), the synthesis equation (2) will yield a signal whose i=1
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wherew, (ti) is the estimated instantaneous frequency at tinf8), we can express the synthesis phase of the peak channel

ti in channelk. Now, using (5), we get at time ¢t as
ha R, . u _ (U :
LY (£.0) = ¢, (0.1) + 3 [Rsﬁk + A,,q&} Yty ) = ol X (tg, ) + 6 with ©)
i=1 @ 9k = (/)5(0, k) — OéZX(O, Qk)

and using the definition of, ;. we get where the sum of unwrapping factors has been dropped,

being a multiple of2x. This expression differs from the ideal

Y (£, Q) = ¢a(0,k) + Y [£X (t], Q) synthesis phase equation (4) in titat is not necessarily a
i=1 constant, but varies with the channel indexThe fact tha®;
— éX(tf’;l, ) + Qm;‘/ﬂ] may not be constant has two adverse and related consequences:

‘ 1) The synthesis phases in adjacent channels may be very
wherem;, is the unwrapping factor at the analysis time-instant  different, if the values ofé; vary significantly from

ti2min = A,®L — A®i. This yields channel to channel. As mentioned in 1I-B1, this should
. N not be the case.
Y(tS,Qk) = ¢5(0,k) + OC[ZX(tank) 2) When the sinusoid’s instantaneous frequency migrates

from channelk, at time¢® to channelk, + 1 at time
tutl, the synthesis phase undergoes a jump equal to
Ok, +1 — 61, which is also very undesirable.

Equation (8) gives the expression of the phase of the synthe&#& shown by (9) the values of;, for successive channels
STFT at timet* as a function of the synthesis initial phaselepend only on the analysis and the synthesis phases at time
¢5(0, k), the phase of the analysis STFT at tinfe the initial  zero. If for example an area of the spectrum was dominated by
analysis phase, the modification facter and the series of noise at that time, the values &fX (0, §2;,) and consequently
phase-unwrapping integera’,. of 8, for the corresponding channels will be random, and
Several conclusions can be drawn from this equation. are likely to exhibit large variations from channel to channel,
« Equation (8) indicates that the synthesized phase depeH@ess we set the initial synthesis phas€0, k) such that
on the analysis phases only at the current analysis time-
instant and at the origin. This means that if an analysis O = ¢s(0,k) — asX(0,%) =C (10)
phase is estimated incorrectly at any given time-instant,
this error will not generate phase drift isubsequent where ' is a channel-independent constant. If the above
frames, provided that the phase-unwrapping faetdr equation is satisfied, then none of the two problems mentioned
remains correct. above occur, and the synthesis phase becomes identical to the
* On the other hand, the series of phase-unwrapping fact@igal synthesis phase in (4).
m;, do have a cumulative effect: if an erroneous phase- Now, consider the more general case in which the modifica-
unwrapping factor is calculated at a given frame, aflon factor« is not an integer, and again suppose that there is a
subsequent frames will show a phase bias. sinusoidal component in the vicinity of chanre). Equation
* Potential phase-unwrapping errors manifest themselv@y indicates that, even if (10) is satisfied, phase coherence
by multiples of2ar being added to the synthesis phasgs guaranteed only if the sums of the unwrapping factors
If o is an integer, then phase-unwrapping errors are  2mix are equal (modul@r) in nearby channels. There
transparent since they always are multiples2af As s no danger of phase-unwrapping errors in channels near the
a result, integer-factor time-scaling operations can kghusoid’s instantaneous frequency so long as the analysis hop
performedwithout phase unwrappiny use of (8) where factor R, is small enough. The deeper problem, though, is
the factor ;_, 2mjn is dropped. Skipping the phasethat no single sinusoidal component of an audio signal is
unwrapping stage significantly reduces the computatigiRely to persist without interruption across the entire duration
cost of such modifications. of the signal. Thus, there will inevitably be times during
Equation (8) also provides a solid analytical foundation fawhich channek, and its neighbors are influenced by unrelated
understanding the lack of vertical phase coherence in standsirsoids or even noise. It is during these times that phase-
phase vocoder implementations. This issue is examined unwrapping differences will necessarily accumulate, making
detail in the next two sections. the terms>_7" | 2mi= different in adjacent channels; as a
3) Loss of Vertical Phase CoherenceAccording to (8), result, vertical phase coherence will quickly be lost forever.
vertical phase coherence depends upon two factors: 1) initialConsidering the universality of the above scenario, it seems
phase values, and 2) accumulated phase-unwrapping errbrdy amazing that the phase vocoder should work at all!
To see this, suppose at first that the modification faetor For noninteger modification factors, vertical phase coherence
is a constant integer, so phase-unwrapping errors do f®talmost guaranteed to be lacking unless each sinusoidal
influence the modified signal. Now, consider a sinusoid whosemponent remains in the same phase vocoder channel for
instantaneous frequency varies across time so that it vall time. Clearly, this assumption is violated by most signals
migrate from channel to channel. Rearranging the terms af interest, including speech and music.

— ZX(O,Qk)] —i—aZQmiW. (8)

=1
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Fig. 1. Factor-two time-scaling of a constant amplitude chirp. Time-domajy 5 Analysis phase (solid line) and synthesis phase (dotted line) in
amplitude-envelope of the modified signal.

numbers of27, showing phase jumps at frames 22, 38, and 53.

4) Examples: In this section, we present a few time- T . . . . .
scale modification examples that demonstrate the problems
described above. We begin by noting that constant-frequency,os} 1
constant-amplitude sinusoids pose no problem at all to the |
phase vocoder; the results are usually excellent, with consis-
tency measure®),; < —60 dB, provided the initial synthesis %4 1
phases are all set according to (10). Variable-amplitude sinﬂ 02t .
soids pose some problems, but the most dramatic |IIustrat|ogs
are obtained with chirp signals. 5

The first example is a factor-of-tw@x = 2) time-expansion  ©2f
of a sinusoid of constant amplitude whose frequency sweepsg.st _
linearly from the center frequency of channel 3By, = 25)
to the center frequency of channel 40 in 80 analysis STFT
frames. This signal was analyzed with the standard phase=°8r ]
vocoder technique described above. The fast Fourier transform_; _
(FFT) size was set to 1024, the analysis hop size was 128, the , 10 20 20 20 50 p 70
synthesis hop size was 256, and both analysis and synthesis SYNTHESIS FRAME NUMBER
used Hanning windows of size 1024. Instead of conformirfg. 3. Factor-two time-scaling of a constant amplitude chirp, “correct’initial
to (10), however, the initial synthesis phases were set qugqses. Time-domain amplitude-envelope of the modified signal.

to the initial analysis phases:
¢s(0,k) = 2X(0,8%)

result fromé;, not being a constant in (10); it can be easily
verified that they occur when the instantaneous frequency of
This is a standard initialization choice because it makestite chirp jumps from one channel to the next. The consistency

possible to switch from a nonmodified signat = 1) to a measure for this resynthesis wak,; = —10 dB.
modified signal without introducing any phase discontinuity. If the initial synthesis phases. (0, k) are set to
Fig. 1 shows the amplitude envelope of the resulting signal $o(0,F) = /X (0,Q) Yk (11)

in the time-domain (obtained by plotting the maximum and

minimum values of the sinusoid for each period). The clearlyith « = 2, then the time-scaling operation yields the signal
visible amplitude modulation is due to (10) not being satisfiedhown in Fig. 3. The resulting sinusoid shows only marginal
Fig. 2 shows the analysis and synthesis phases for succesaivglitude modulation, and the synthesis phase is free of
short-time Fourier transform frames. The figure was obtain@ggmps. This confirms the fact that settifig = C for integer

by measuring the phases at the maximum of the analysi®dification factorsprovides a significant improvement in
X(t2, ) or synthesisy' (¢4, Q) Fourier transforms in each phase coherence. The consistency in this case was measured
frame, then unwrapping them along successive frames. Tteebe Dy, = —25 dB, far better than the preceding result.
analysis phase shows the characteristic parabolic shape due ¥#When the modification factor is no longer an integer, the
the linearly varying frequency. The synthesis phase roughigsulting signal exhibits phase coherence problems even if the
follows this parabolic shape, but exhibits “discontinuities” ahitial phasesare set according to (11). This can be seen in
frames 38, 53, and (to a lesser extent) 22. These phase jufRfgs 4. The same chirp signal as above is time-scaled by a
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T y T ; T T Algorithms for STFT magnitude-only reconstruction were

1 presented in [4] and [8]. Unfortunately, these algorithms re-
0.81 1 quire numerous iterations of the STFT analysis-synthesis cycle
in order to arrive at an internally consistent STFT. This makes
them far too computationally demanding for contemporary
real-time applications. In addition, while convergence has been

0.6} E

04} -

§ o2t 4 proven for some of these methods, there is no guarantee that
'é ol ] a global minimum will be reached. More recently, various
E authors have noted that the iterative process can be greatly
-o2r 1 accelerated by calculating good sets of initial STFT phase
—0.4} { values [13]. However, this procedure is still considerably more
osh computation-intensive than the phase vocoder.
The other frequency-domain alternative to the phase
-o8r 1 vocoder is so-called sinusoidal modeling. This approach is also
-l { more computationally demanding than the phase vocoder, and
0 5 o 5 20 25 30 3 a0 a5 it introduces its own perceptual artifacts which are beyond
SYNTHESIS FRAME NUMBER the scope of this paper.

Fig. 4. Factor-1.4 time-scaling of a constant amplitude chirp, initial phases
set according to (11). Time-domain amplitude-envelope of the modified signg. Loose Phase Locking

A suboptimal but less computation-intensive solution to the
factor « = 1.4, with the phase initialization of (11). The phase vocoder's phase-unwrapping errors is simply to apply
resulting signal is severely modulated in amplitude, a resytyosteriori constraints to the synthesis phases. An efficient
of phase-unwrapping errors in channels distant from Cha”rﬂﬁgchanism for accomplishing this was introduced by Puck-
30. These errors caused erroneous unwrapping factors togag [10]. Recognizing that a constant-amplitude, constant-
added to the synthesis phase when the sinusoid's instantanggatgency sinusoid in channklshould have identical analysis
frequency reached those channels. The consistency here WRsses in all nearby channels, Puckette proposed a simple way
measured ad)y; = —6.5 dB. _ to loosely constrain synthesis phases to obey the same rule.

Taken together, these very simple test signals demonstraiy each channel in the synthesis STFT, the synthesis phase is
that, for integer modification factors, initial phases should Qgculated by use of the standard phase-propagation formula,

set according to (11) to avoid phase jumps. Moreover (agg). However, the final synthesis phase attributed to channel
regardless of how the synthesis phases are initialized), timejs that of the complex number

scale operations with noninteger modification factors are likely ’ ’ ’
to introduce phase discontinuities, leading to significant phase Y (td, ) + Y (8, 1) + Y (82, Qqa)
incoherence in the synthesis STFT.

Informal listening tests on speech and music signals confi
these findings. For factor-of-two modifications, high-quality, " .
results are obtained when the synthesis phases are initiali e(éS’Q’“—l) and Y (£, {24) are of much lower amplitude.

according to (11), while phasiness occurs for any other ty éf't if channelk is left of the maximum, its phase will be

of initialization. Noninteger modifications always sound phas;ﬁ li%hg th‘?rt] Ofﬁ(tnsr; (Iz’““r) V\rgr;jose mi?:':ﬁd?: IS rliarrgt?rr:h?r:m
no matter what phase initialization is used. (£3,€%): the channels around a pea € Fouriertransto

are “phase locked” to the peak.

In addition, time-scaling operations with integer modifica- This technique is attractive, especially because it requires
tion factors greater than or equal to three exhibit an increasin que /€, esp y d
ly a few additional multiplications per channel. It pro-

level of phasiness even with proper phase initialization. T isible i tin the oh q out
explanation for this seems to lie in the fact that, for such lar §/Ces a Vvisible improvement In the phase vocoder outpu

modification factors, satisfying (10) still does not guarante rF\?Ilmple _test S|gnﬁls and a :cneaSl:r?ble !mprovemerrllt n
consistency for the synthesis STFT as a whole. Equation ( hconzlste_ncy._ ohweyer, intorma |_sten||r:jg tesgs s OWd
ensures vertical phase coherence, but the modified seque the reduction in phasiness is very signal-dependent and,
of STFT magnitudesmay be inconsistent. unfortunately, never dramatic.

hA”‘r? a result, if channelk is the maximum of the Fourier
transform magnitude, its phase is basically unchanged, because

C. Rigid Phase Locking

The fundamental limitation (and also the attraction) of the
_ ) loose phase locking scheme is that it avoids any explicit
A. Magnitude-Only Reconstruction determination of the signal structure: the same calculation is

The phase vocoder is not the only frequency-domain tegherformed in every channel, independently of its content. The
nique that can be applied to the problem of time scaling. Phassult is that synthesis phases in the channels around a given
unwrapping issues can be avoided entirely by 1) reconstructisigusoid only gradually and approximately develop vertical
purely from the STFT magnitude, or 2) fitting the STFT to aphase coherence. If weally want to restore vertical phase
explicit sum-of-sinusoids model. coherence to the synthesis STFT, we need to take a step closer

[lIl. OLD AND NEW STRATEGIES FORREDUCING PHASINESS
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to an actual sum-of-sinusoids model. We now present two ver-
sions of a new phase-locking technique, inspired by the loose T
phase locking above, but based on the explicit identification 08}
of peaks (and thus, presumably, sinusoids) in the spectrum.
The new phase-updating technique begins with a coarse
peak-picking stage where vocoder channels are searched for[
local maxima. In the simplest implementation, a chann% ozr
whose amplitude is larger than its four nearest neighbors is said oﬂ
to be a peak; this criterion is both simple and cost-effectiv&
(although admittedly primitive). The series of peaks subdivides -o2r
the frequency axis into “regions of influence” located around -04
each peak. The basic idea is to update the phasdbhe peak  _g4
channels onlyaccording to the standard phase-propagation (6);
the phases of the remaining channels within each region are™[
then “locked” in some way to the phase of the peak channel. -
In our experiments, the upper limit of the region around peak
{1k, was set to the middle frequency between that peak and the ' _ _ S
next one(0, + 2., )/2. Another reasonable choice would,S, %, FESorLe tmescalng of 8 consan, arpiue oup, ey,
be the channel of lowest amplitude between the two peaks.
1) Identity Phase Locking Rather than imposing a strong
phase-equality constraint (based on the assumption that th&econd, this new technique requires trigonometric calcula-
peak is the trace of a constant-amplitude, constant-frequerions only for peak channeisonce the synthesis phase of the
sinusoid), one can constrain the synthesis phases aroundp®ak channel has been determined, one can calculate the angle
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peak to be related in the same way as the analysis phases#theq
phase differences between successive channels around a peak
are made identical in the synthesis STFT to the corresponding

phase differences in the analysis Fourier transfornf2df is  then
the center frequency of the dominant peak, we set chan

LY (83, 0) = LY (), ) + X (), ) — £X (8, ,)
(12)

uired to rotateX (¢¥, 2, ) into Y (¢¥, 2, ) as follows:

6= /Y (2, ) — LX(t), ) (13)
calculate the phasdf = ¢/¢ and obtain the neighboring
nels by use of simple complex algebra

Y (2, Q) = ZX (82, ) (14)

which can be easily shown to satisfy the phase-locking equa-

for all channels in the peak’s region of influence, as defineg,
above. multi
Note that the idea of preserving the phase-relations betweeq-h

(12): neighboring channels only require one complex

ply!

e identity phase-locking scheme can be summarized in

nearby bins has been independently proposed in [2] in the CORa following steps.

text of integer-factor time-scale modifications, and previously 1)
in [11] as a means to reduce transient smearing. 2)
This phase-locking mechanism significantly improves the
consistency of the resulting series of STFT and greatly reduces
the phasiness of the modified signal. Applying this technique3)
to the chirp signal of our previous example (again with a
time-scale factor of 1.4) produces the signal shown in Fig. 5.

The resulting signal shows no sign of amplitude modulation 4)
gsg g p ,

5)

non phase-locked modification. 6)
Identity phase locking has two major computational advan-

and the consistency distance was measured tb he= —37
dB, a very large improvement over the mer6.5 dB of the
tages. First, since phase unwrapping is performed only on?)

For the new STFT frame, locate prominent peaks.

For each peak, calculate the instantaneous frequency
using horizontal phase unwrapping, and calculate the
updated synthesis phase, according to (6).

Calculate rotation anglé according to (13) and phasor

Z = &'t

Apply rotation to all channels around and including peak

channel, according to (14).

Repeat the above steps for the next peak, until all peaks
have been processed.

Proceed to the next synthesis frame.

Scaled Phase Locking:An improvement over the pre-

peak channels, the instantaneous frequency of the underly§§§ling technique comes from recognizing that if a peak

sinusoid is sure to be near the center frequency of the chanfi#l!C

hes from channek, at frame« — 1 to channelk;

in question. This means that the phase-unwrapping constreﬂﬁtframeu“ the unwragei?g equation (5) should be based
R,wn < « can be relaxed, and larger values Bf can be ©ON £X(t5, Q) — ZX (857, Q) instead of /X (27, O, ) —

used. In practice, an input overlap of 50% is possible withotitX (¢

generating phase-unwrapping errors. Since the usual requﬁ@gu
ment for phase-vocoder-based time-scale modification is a
minimum of 75% overlap (for standard analysis windows, such
as Hanning or Hamming), identity phase locking essentiallyher
cuts the computational cost in half! LY (t

v=1 4, ). Likewise, the phase-propagation equation (6)
Id be
LY (2, ) = LY (8271, Q) + Ralony (£2) (15)

e the phase incremeR,&y, (t%) is accumulated to
u=1l Q) rather than/ Y (t4=1, Q). It is easy to show
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that in that case, the synthesis phase at the peak channel TABLE |
corresponding to sinusoidat timet% is indeedC' + «; (t%), CONSISTENCY MEASURE FOR VARIOUS

. . . . . . SYNCHRONIZATION TECHNIQUES CHIRP SIGNAL
which is not necessarily the case in the preceding technique.

The problem is then to determine what peak in frame 1 ;Y“dlmnizaﬁm type 1DstB
corresponds to the pedk,, in framew. A very simple way of one +1
doing tphis is to pickpthge&;;eak of the regior?to wphich ci/lannel Loose phase locking -13dB

. . Iterative reconstruction, 5 iterations -16 dB
Q, belonged in frame: — 1. Accordingly, to calculate the Tterative reconstruction, 50 iterations | -19 dB
synthesis phase of chanrigl at frameu, one can simply look Identity phase locking -30dB
up the dominant peak in the region chaniglbelonged to Scaled phase locking -30 dB

in frame » — 1, and use its analysis and synthesis phases,
when applying (5) and (6). This being done, the neighboring

. . > TABLE I
channels can be synchronized to the peak, and the identity CoNSISTENCY MEASURE FOR VARIOUS
phase-locking equation can be generalized as SYNCHRONIZATION TECHNIQUES SPEECH SIGNAL
Synchronization type Dy
LY (£, ) None . 0 dB
u u u Loose phase locking -11dB
= LY (82, Q) + B[LX (82, ) — £X (82, %,)]  (16) Tterative reconstruction, 5 iterations | -14 dB
Iterative reconstruction, 50 iterations | -18 dB
. . . . . Identity phase locking -15dB
where/3 is a phase scaling factor. Identity phase Iocklng is Scaled phase locking .14 dB
simply 3 = 1. Exactly how the phases should be modified PSOLA 9dB

upon synthesis to ensure proper vertical phase coherence is
not easy to assess, as explained in Section II-B1. However, it . _ .
appears that identity phase locking can be further improv€d Comparison of Phase-Locking Techniques

by setting3 to a value between one and There is litle 1) Consistency Measure:Although the consistency mea-
theoretical ground to justify such a choice, since the phasgsre of (7) is not a very accurate measure of phasiness, it still
in the modified signal should probably not be related to thogg/es an indication of how well various synchronizing schemes
in the original signal in a linear way. However, when integgferform. Two signals were used to compare the synchronizing
modification factorsy are used in the standard implementatiogechniques: a chirp sinusoid identical to that used in Section II-
of the phase-vocoder, and when the initialization of (11) ig4, and a segment of speech signal. The speech signal was a
used, it is easy to verify that phase-differences are also scajflle speaker uttering the word “before,” sampled at 16 kHz.
by 8 = «. Moreover, informal listening tests have shown Four synchronization techniques were compared, along with
that setting8 = 2/3 + «/3 helps further reduce phasinessthe standard, nonsynchronized phase-vocoder technique. The
Note that the phasesX (7, ) must be unwrapped acrosssynchronization techniques used were Puckette’s loose phase
channelsk around the peak channel before applying (16), ildcking [10], iterative magnitude-only reconstruction [4] (mea-
order to avoid2gm channel jumps in the synthesis phases. sured after five and 50 iterations), identity phase locking, and
In contrast to identity phase locking, scaled phase lockirgaled phase locking wit} = 1.4. The modification factor
does not permit the STFT values in neighboring channels fitas o« = 2.2, and the initial synthesis phases were set to the
be calculated simply via a complex multiplication; thereforgitial analysis phases, (0, k) = £X(0,%;). The FFT size
its implementation requires somewhat more computation. Qs 1024, with an output hop factor of 256.
the other hand, the quality of the time-scaled signals has beelTab|e | presents the consistency measure for the chirp
found to be consistently higher with scaled phase-locking thamynal. The results indicate that some type of synchronization

with identity phase locking. ~isrequired to insure some degree of consistency. As expected,
The scaled-phase-locking scheme can be summarized infdigse phase locking is significantly less effective than either
following steps. identity or scaled phase-locking. Ilterative magnitude-only re-

1) For the new STFT frame, locate prominent peaks. construction, even after 50 iterations, still does not match our
2) For each peak channk), locate corresponding peak insynchronization techniques as the iterative procedure seems
preceding frame, calculate instantaneous frequency tis-be caught in a local minimum. Most of the consistency

ing horizontal phase unwrapping, and calculate updatedprovement is achieved within the first few iterations.

synthesis phase according to (15). Table Il presents the consistency measure for the speech
3) Unwrap analysis phases across all channels in the reggdgnal. Again, our phase-synchronization techniques outper-
of influence. form loose phase locking, but some marginal improvement in

4) For each channel around the peak channel, calculatisistency can be obtained by the iterative procedure, with
analysis phase difference between peak and currentarge number of iterations. Also included is the consistency
channel, and calculate current synthesis phase usmgasure for pitch-synchronous overlap add (PSOLA), a high-

(16). quality time-domain technique based on overlap-adding small
5) Repeat the above steps for the next peak, until all peadegments of waveform [7].
have been processed. 2) Informal Listening Tests Listening tests on speech and

6) Proceed to the next synthesis frame. polyphonic musical signals partially confirm the results of the
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consistency measure. The standard, nonsynchronized phas&se-vocoder technique, it nevertheless remains inferior to the
vocoder technique has the poorest consistency measure, amghdlity attainable via time-domain techniques for monophonic,
always sounds worse than the other techniques. pitched signals such as speech. One reason for this is that,

However, the consistency measure does not always acileally, not only phases but also amplitudes should be modified
rately reflect the perceived phasiness of the modified signahen performing time-scale modification. In the frequency
For example, identity phase locking and scaled phase lockidgmain, a chirp sinusoid has a wider center lobe than a
have similar consistency scores, but the latter consistentignstant-frequency sinusoid. Time-stretching it by a large
sounds better than the former. Conversely, the higher cdaetor should turn it into a near-constant frequency with a
sistency measure obtained by the iterative reconstruction doesrower center lobe. This fact is not taken into account in
not correspond to any perceptible quality improvement. In fache phase-vocoder techniques presented in this paper. Incor-
the modified signal is plagued with an undesirable roughngssrating such refinements could increase the quality of the
that other techniques do not exhibit (an artifact mentioned modification, but the resulting complication might rival that
the original paper [4]). Nevertheless, it appears that low values sinusoidal-modeling methods [6]. Refer to [11] for the
of the consistency measure (abovd dB) always indicate the description of a technique which attempts to modify both
presence of phasiness in the signal. STFT phases and amplitudes.

The influence of the parametgrin scaled phase locking is Another reason might be linked to the lack of phase-
more dramatic when 75% overlap is used. In that case, and $gnchronization between harmonics of the same fundamental,
larger modification factorsa( > 2), identity phase locking can or lack of “shape-invariance” as it has been called in the
still be somewhat phasy. Using = « in (16) significantly literature. Achieving shape-invariance would require synchro-
reduces phasiness. When 50% overlap is used, howgvemizing peak-phases with one another, an issue which is not
must be kept closer to one to avoid undesirable roughnessatidressed by the techniques presented here. Also, note that
the output signal. On speech signals, the modified voice hag concept of shape-invariance is only valid for sounds made
more presence, and nonvoiced segments sound slightly mopeof quasiharmonic signals. Refer to [3], [12], or [14] for
natural with scaled phase locking than with identity phagdhe description of techniques that attempt to achieve shape-
locking. invariance.
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