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Network Traffic Monitoring, Characterization
and Analysis in the Internet of Contents
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The Internet in the Content Age
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= Today’s Internet = Internet-scale (Cloud) Web Apps, Content Delivery Networks (CDNs) and
mobile devices

NETFLIN

= |nternet contents and popular apps (Facebook, YouTube, Netflix, WhatsApp) largely delivered by
major CDNs like Akamai, Google CDN, OpenConnect, SoftLayer, etc.

= Access to content in mobile networks has drastically increased , and Quality has the potential
to become a key differentiator in a fully covered market

= Understanding Internet traffic  and how this reach the end customer is highly valuable for ISPs
(content caching, troubleshooting support, traffic engineering, trend analysis, quality of experience,
etc.)




The Internet in the Content Age
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= Today’s Internet = Internet-scale (Cloud) Web Apps, Content Delivery Networks (CDNs) and
mobile devices

. : . o)
maor] This course presents basic concepts of network traffic |** ™
monitoring and analysis to tackle different problems |
= Acces . ptential
to bec associated to the Internet of todays Y

= Understanding Internet traffic  and how this reach the end customer is highly valuable for ISPs
(content caching, troubleshooting support, traffic engineering, trend analysis, quality of experience,
etc.)




Outline of the Course

Module 1 — Network Traffic Monitoring and Analysis

"= Module 2 — Machine Learning for Network Traffic Analysis

= Module 3 — Network Traffic Classification

* Module 4 — Quality of Experience in Mobile Networks

* Module 5 — Network Traffic Anomaly Detection




Evaluation of the Course

= Short-paper (IEEE 2-columns, 4/6-pages) tackling one or more of
the topics of the course.

= Traffic traces/measurements publicly avaible @Internet, e.g.,

= CAIDA data (http://www.caida.org/data/overview/)

= WIDE backbone network data (http://mawi.wide.ad.jp/mawi/)

= WITS data (http://wand.net.nz/wits/)

= CRAWDAD data (http://crawdad.cs.dartmouth.edu/)

= SPEED.net data (http://www.netindex.com/)

= UMass Trace Repository (http://traces.cs.umass.edu/)

= Simple Web Traces (http://www.simpleweb.org)

= and more...or even your own traffic measurements




Network Traffic Monitoring and Analysis “ftws
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= The Internet is a complex tangle - understand how it
works (services, infrastructure, users, performance, etc.)

= Internet access is mobile, applications are
mobile - understand mobile traffic

@kemal

amazon.com,

peering link

= Applications span multiple players, troubleshooting
requires large number of vantage points, Internet is global

-> large-scale, distributed traffic measurements
@ (ala]o)

= Heterogeneous data from large g Lo tnE=al
number of vantage points (end & 7 0@
devices, access network, core VTS,
network, etc.)> platforms for — DBStream @

big monitoring data analysis e oRACLE Spofl’(\z




Machine Learning for Network Traffic Analysis

= The value of the traffic
measurements is not on
the data itself, but on the
extracted knowledge

= Large amounts of data, difficult to make sense out of it >
machine learning approaches for data exploration,
automation of processes, and knowledge discovery

= Supervised learning

= Unsupervised
learning

= Feature
selection/extraction




Network Traffic Classification “Flw ez
=

Internet
Service
Provider

mm

= How to get visibility on the traffic transported through
my network? - automatic traffic classification

protocol

= many challenges associated - encryption, appllcatlon
obfuscation, OTT providers, proprietary closed
implementations, P2P-based apps, HTTP apps
through darknets — anonymous networks (e.g., Tor
browsing), etc.




Quality of Experience in Mobile Networks

= Where to monitor QoE ?
- QOE measurements
In mobile devices

= How to measure QoE?
- QoE modeling

= How good is performing
my network? - QoE

based monitoring — = Which is the impact of
i | | the network in Web &
%ﬁ%ﬁ%%wm& Cloud services?
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QoS QoE

= User centric KPIs:
= Technical KPIs;

= throughput, delay, packet loss = responsiveness, interactivity,
availability, acceptability, satisfaction

= what really matters to the end-user




Quality of Experience in Mobile Networks
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= Technical KPIs: N R = what really matters to the end-user
= throughput, delay, packet loss = responsiveness, interactivity,
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Quality of Experience in Mobile Networks

= Avoid customer churn for quality dissatisfaction

= Attract new customers with better service provisioning

= Understand what matters the most to customers
product recommendation

for

— —fa

Marketing driver: intensifying competition in telecom markets”
Customer perception and judgement
becoming increasingly relevant




Network Traffic Anomaly Detection “Frw i

-- ACK ----  RST+ACK — SYN
1.0 ! !
%-\ , Connéection iIssues to Apple
= 0.8 A I A pushrnotification servers --- - -forrror oo
5 - - [ N
Q)
Z06F _ _ _ I EEREEEEEERE
2 Detecting and diagnosing network traffic
2 0.4p ) anomalies is paramount for ISPs |
O N Y techniques for anomaly detection and
: ' troubleshooting support y
0.Q C
Q.()Q Q.()Q o~ o~
QM- o 0 o)
\2 \> N\ N\
uphnk/downhnk TCP packets
e i L e b e ) W P L
s H :,.1&;;",. i et R “HMI«-w oy "'-'."4..".-.__”., e R _,;.u,,...._.w _,ﬂ '",H”Tf " ";-'- W "-""'wm-:’ '\;
. x“‘qu \35'@0 \“’@G \\'3'(%3 \'6‘&29 AN “qﬁy .@
Pt -@Ci;:,x-a‘?*'-“ P g™ P P Tﬁ W

1057, 10S<7




Short bio

QOE Assessment in
Multimedia Networks
Performance Evaluation
Traffic Measurements
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Austria > Vienna > FTW ~Few s

= Forschungszentrum Telekommunikation Wien (FTW)

7 Research Topics 3 Application Fields
= Channel Characterization =Telecommunications
= Cross-layer Transceiver =Transport

Design =Energy

= Cooperative Communication
= Network Monitoring

= Quality in Communication
Ecosystems

= Information Exploitation

= Context-Aware Interfaces _
and Systems Technical Employees

=65 Researchers
=10 Engineers

23 Partners
=15 Industrial partners
=8 Academic Partners

= International research team with expertise in the
management of R&D projects

http://www.ftw.at




Projects I'm currently working on “FEw e
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(((\E})A) DARWIN — Data Analysis and Reporting for Wireless Networks

- TELEKOM /
P = Started in 2004 -> traffic monitoring in mobile networks GROUP SN

= Partners: Telekom Austria, A1, Nokia, Technical Univeristy of Vienna
= |Implementation of a monitoring system in the mobile network of A1 (8+ M users) AA m
= Topics: traffic characterization, troubleshooting support, performance analysis, etc.

.* ACE - Advancing the Customer Experience ‘f
vodafone
= Started in 2006 - understanding, measuring and managing quality in comnets >
TELEKOM
= Partners: Vodafone, Telekom Austria, Al égg{lrgn

= Guidelines for dimensioning and operating mobile networks with improved QoE 1
= Topics: QoE modeling, subjetive lab tests and field trials, QoE—based monitoring ZA

D |ane mPlane — an Intelligent Measurement Plane for the Internet

= EU FP7 IP project started in 2012 - Internet scale traffic measurements and analysis
= Partners: Telefonica, Telecom ltalia, Fastweb, NEC, Alcatel, +8 research insitutions — = rELECOM

= |Implementation of an Internet-scale traffic measurement and analysis platform NEC
= Topics: traffic measurements, big data analysis, machine learning e o




Thanks giving to many colleagues “FEW s

Technologies

" The material presented in these and following slides is also
the result of the work of other colleagues in the Traffic
Monitoring and Analysis domain:

Marco Mellia Raimund Schatz Arian Bar Pierdomenico Fiadino Ernst Biersack
Politecnico di Torino FTW FTW FTW EURECOM

Alessandro Finamore
Politecnico di Torino

1‘1" f‘f‘_ \ N > 2
Alessandro D’Alconzo Tobias Hossfeld Mirko Schiavone Philippe Owezarski
FTW Wiirzburg Universoty FTW CNRS




And what about you?




Outline of Module 1

= Why Traffic Measurements = the art of Measurement

* Traffic Monitoring and Analysis: two types of vantage points
to understand and characterize the traffic and the network

= Several Case Studies of Traffic Analysis

* mPlane — a platform for Internet-scale measurements and
traffic analysis

= Big monitoring data = how to process and anlayze it?




The Art of Network Measurement “Ftwis

Why Traffic Measurements?

= As input for a system design:

= whenever you build an artifact such as a caching system, VOD
service, DNS/name look up service, you need to have a workload
model that informs the design

= To evaluate the performance of a system:
= understand performance
= behavior validation by measurements
= find security vulnerabilities

= To identify normal and anomalous behaviors
= To characterize the network and its users

= For filtering unwanted traffic AR

= To understand Internet traffic




The Art of Network Measurement “Ftwie

Why Traffic Measurements?

= As input for a system design:
= whenever y, | |

service, /
model tha //
(

" To evaluat = Traffic matrix estimation
® understay = Topology discovery

aching system, VOD
to have a workload

] Igehawor = Bandwidth estimation
“ find secu = Anomaly detection
= To identify = Trouble shooting

Traffic classification

etc... /

= For filtering unwanted traffic Py i

= To characteriz

= To understand Internet traffic




he Art of Network Measurement

Measuring Is actually pretty hard

Imperfect measurement devices
= Data collected is often not complete (data loss, duplication)

Dealing with a large volumes of data
= Need to capture the data, store it, perform the analysis , etc.

Misconception: equating what we are actually measuring
with what we wish to measure

Problem of vantage point

= The location of exactly where a measurement is performed can
significantly skew the interpretation of the measurement

= Degree to which individual collections of Internet measurements
are often not representative
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Data Reuse/Misuse

= After nearly three decades of Internet measurement, measurement-based
networking research is still a “hot topic” area in science...

= ...but many times , drawn conclusions are WRONG!
= specially when you are a consumer of measurements done by others
- you may suffer from this in the work you’ll do!

= If the original data gathering was not “clean” , the problem is compounded
If the consumers were either unaware of it or did not take it into account

= Even with properly gathered data it is possible for It to be
misused by the consumers
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Data Manipulation
= Manipulating measurements require:
= understand the set-up, placement of measurement device, topology
= must not just collect data but also keep detailed meta data .
= Meta data should encompass all relevant information about the data

= allows subsequent assessment of the data fidelity and usability

= Meta data typically contain:
= what measurement technigues were used,

= conditions of the network  at the time of data gathering, and S

&

= information about the location of the data gathering = xhlil

‘; rersry




Rules for Data Manipulation (1/2)

= Despite the maturity of the field, there is a lack of clearly articulated
standards that reduce the probability of common mistakes involving
measurements, their analysis and modeling.

* A community-wide effort is likely to foster fidelity in datasets obtained
from measurements and reused in subsequent studies.

" Rules for how to “manipulate” data

= check the paper “A Socratic method for validation of measurement-
based networking research”, from Bala Krishnamurthy, Walter Willinger
et al., @Computer Communications 2011.

| —
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Rules for Data Manipulation (2/2)

Data “Producer”: ensure data quality

P-Rules

1. Explain your measurement technique(s).

2. Explain your measurement setup.

3. Provide meta-data that captures your existing
knowledge about the data measurements.

data sets and
meta-data

C-Rules

1. Use diligence when looking for meta-data

information.
2. Use domain knowledge to add to meta-data.

3. Use meta-data to determine stretchability.

data analysis

model
validation

data
analysis

Data “Statistics”: data analysis

S-Rules

1. Explain suitability of analysis technique(s).

2. Discuss sensitivity/robustness of analysis
technique(s).

3. Check results for consistency with existing
knowledge of the field.

modeling efforts

Data “Modeling”: conclusions

M-Rules

1. Explain your model selection criteria.

2. Detail your model validation effort.

3. Provide details of the predictive power of
the chosen model(s).

Data “Consumer”: is data good enough? .
a nutshell.
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Traffic Monitoring and Analysis e

Understand and Characterize the Traffic in
Mobile & Fixed-line Networks
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raffic Monitoring and Analysis (TMA)

One of the biggest challenges for advancing research in TMA is accessing
real traffic from a wide variety of large—scale (representative) vantage
points

Two main projects developped in the past 10 years for monitoring fixed-
line and mobile networks

Private
Network
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raffic Monitoring and Analysis (TMA)

= One of the biggest challenges for advancing research in TMA is accessing
real traffic from a wide variety of large—scale (representative) vantage
points

= Two main projects developped in the past 10 years for monitoring fixed-

line and mobile networks
and (()
()

]
Acces Network (AN) Core Network (CN) Py

Border router q
ninterface
SGSN Internet

nte

DBStream  ms=.

| 'ﬁ?’_ . : DBStream




stat — TCP Statistic and Analysis Tool

= Open source tool for network links passive TMA

= Developped by the TNG group of Politecnico di Torino

= Online traffic classification (DPI, statistical methods)

= Captures and analyzes traffic flows, outputs log-dumps and RRD

= Runs using either common PC hardware or more sophisticated ad-hoc
cards such as DAG cards

= Fixed-line network monitoring (no 3GPPP stack support)

Running in a large number of fixed-line vantage points in Eum
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stat — TCP Statistic and Analysis Tool
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Metawin Probe + DBStream

Tool for network links passive TMA in mobile networks (((‘Em
Developped from scratch by FTW 4

Includes a passive probe and a Data Stream Warehouse (DBStream)
Control-plane and user-plane monitoring

Full 3GPPP stack support (all 2G/3G/4G core-network interfaces + lub)

Captures and analyzes packets, local storage of micro-data for several
days (full packet copy plus meta-information)

Centralized storage of reduced data (tickets) in a DBStream for several
months

Real-time tracking of user/terminal data (IMSI, IMEI, cell location ...) and
correlation with user-plane data and payload (including DPI)

Research probe running in operational mobile network from Al

Core component of a commercial monitoring system installed in Al
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Metawin Probe + DBStream
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METAWIN monitaring system
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3G TMA @FTW — a hit of history (1/2)

= Qriginal concept = pure research perspective

= Research monitoring probe + research database

TicketDB 4O 5
Experimental parallel W
DataBase/DataStream L= .- T "'.

I:l Research Probe

parse and interpret all
protocol stack, all packet

fields at any layer,
< <:(> 51}
Ring buffer VW |

signaling + user plane
researcher

On-line
tracking

Monitoring Probe
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3G TMA @FTW — a bit of history (2/2)

Evolved into an hybrid research/commercial system

TicketDB ¢ 9B
Experimental parallel — L .V
DataBase/DataStream [ ) )
researcher
research domain
Research = i S S S ———
Probe 4 commercial production system
/
- Anonymization | » [ Anonymization
Production >
Probe _ HARbdat.
tion

Probe
fion
Probe

Creating
Communication
Technologies
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Evolution of the TMA process (1/3)

= Shift from trace analysis to DB query processing

= Evolving off-line to on-line analysis (quasi-real time)

= quasi-real time: findings are relevant NOW!
= possibility to drill-down to packet traces for recent data
= allows historical long-term analysis

= easier automation of recurrent analysis processes

Input tickets from .
ring buffer &

: _ Analysis | . [\ o |
TicketDB I Module 1 fo researcher
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Evolution of the TMA process (2/3)

= Processing workflow: from linear to network

e

TicketDB - > hnalysis

[ |

researcher

Input tickets from
ring buffer

i e M 8




Evolution of the

MA process (3/3)

= The evolution of the processing workflow has evidenced the need
for a novel data management platform...

= ..that combines the two traditional paradigms:

= datawarehouse + datastream = DBStream

Input tickets from
ring buffer

DBStream

=

Analysis
Module k

Analysis
Module 2

Analysis
Module 1
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What to do with the Data?

= Nowadays Internet traffic volume is mainly HTTP + P2P

radio access network (RAN) core network (CN) m  National-wide Mobile Network
—— ((C)) ane bl sasn Leal aasn Lot S = Traffic captured at the Gn interface,
Aﬁ\ ; T - using METAWIN
& e s HTTP flows filtered with HTTPTag

system (module 3 on Wednesday)

m  ADSL/FTTH links aggregating 40k+ residential
customers in Italy

= Traffic captured and filtered with Tstat m - " % — A

MAXMIND

Internet
eXchange
Point

SN JCCess g Pee-”mg link
" ISP Network  |Google

92.122.208.73 > Akamai (AS 20940)

m All analysis done in the DBStream system

@kamai

amazoncom

= Measurements complemented with MaxMind
for IP 2> AS mappings, e.g.:
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What to do with the Data?

= Nowadays Internet traffic volume is mainly HTTP + P2P

Breakdown of downstream traffic of residential customers

= 1.2 &
>
1.0 G ace,
| 8.BG
é 0.6 G ag
y)
0.4 G
- 0.2 G
0.0
Thu Fri Sat Sun Mon Tue vied
@ O0thers B P2P B HTTP
u \
a plethora of serces'
= All analysis 35kt iWeHPpPNG @ tG/stem <§> eXetmnoe
= Measurements complemented with MaxMind lnks C‘“‘amaf
for IP > AS mappings, e.g.: | eering link
92.122.208.73 - Akamai (AS 20940) i TS




What to do with the Data? ftW

= Nowadays Internet traffic volume is mainly HTTP + P2P

Breakdown of downstream traffic of residential customers

= 1.2 & L
=
1.06 , . .
. Let’s focuss on the characterization and
s analysis of the HTTP traffic
0.4 6 Let’s unveil the top players in current
. | 026 Internet
0.0
Thu Fri Sat Sun Mon Tue vied
@ O0thers B P2P B HTTP
u 2
a plethora of serces'
= All analysis 35kt iWeHPpPNG @ tG/stem g/\ eXetmnoe
= Measurements complemented with MaxMind ik Gliamai

{ .

amazoncom

for IP 2> AS mappings, e.g.:

peering link

SP Network

access

92.122.208.73 = Akamai (AS 20940)
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Traffic Monitoring and Analysis

The big players in the Internet
A view from mobile and fixed-line networks
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RN (M Tube
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A view from a fixed -line network

= We shall use an off-line dataset collected at 3 vantage
points of an ISP in Italy, using Tstat

= Residential customers, 2 weeks of data
“FTTH (VP1)
= ADSL access (VP2, VP3)
" 20-24 June 2011 and 1-7 April 2012

Name|Volume [GB| Flow [M] # Servers # Clients

]
VPI | 1745 (35%) 16 (63%) | 77,000 (0.14%) 1534 (99%)
VP2 | 10802 (44%) 84 (53%) | 171,000 (0.6%) 11742 (97%)
VP3 | 13761 (35%) 125 (52%) | 215,000 (0.5%) 17168 (98%)
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op players hosting HTTP contents

" 65% of the HTTP volume is hosted by 11 organizations

Volumes Most known services
Organization | %B  %F |%Clients| |Video Content|SW Update| Adv. & Others
Google 22.7 12.7 YouTube - Google services
Alkarmai 19.3 16.7 Vimeo Microsoft, |Facebook static con-
tent. eBay
Megavideo publicbt.com
Megaupload Megavideo File hosting
Lovel3 VouPorn quantserve, tinypic,
photobucket
Limelight Pornhub., bejuclick, wdig, traf-
Veoh ficiunky
PSINet 3.2 0.2 44.6 | |Megavideo Kaspersky |Imageshack
Webzilla 2.9 0.3 13.2 | |Adult Video filesonic. depositfiles
Choopa 1.5 0.01 5.7 - zShare
OVH 1.0 0.7 63.1 | [Auditude Telaxo. m2cai

Facebook

Facebook

Facebook dynamic

content




& ¥ @ wwolapataiapuntadeleste.com £ 8‘ P B % #@

-

LAPATAIA

= | want to eat something sweet = visit http://www.lapataiapuntadeleste.com/

" There is an embedded object pointing to FB page of Lapataia

= So there is a connection to FB = FB knows that | like “dulce de leche”
- privacy???




Privacy Issues?

= EIETY-> HTTPS
Htwitter¥ EIRIE

= Googie -> HTTPS

nnnnnn

YourFavouriteSite -> HTTPS

= This is to protect your privacy...

... but then why the app on I0S uses
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Facebook
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Hil"T_'PS/SS_L O Facebogkwlzl Video stream. Oth:mw\yeb m
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" 90% of Google trafficis YouTube --> the biggest service in todays
Internet

= HTTPS/SSL is not used by all the top organizations
= _.but can represent a large share of the volume




Number of tracked TCP flows per applications - Last: Sat Aug 4 01:04:23 2012
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ISPs are losing more and
more visibility on the traffic

* How the service is delivered?

o

Aug Sep

==urs | = Which are the performance?

Aug Sep 0Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep 0Oct Nov Dec Jan Feb Mar Apr May Jun Jul
[0 SSL/TLS B HTTP
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Data Centers distance

min RTT can be used as metric of distance

Google amazon CRema

R — 1 i e 1 s ' - '

0.8 f— 0.8 ‘ o8 {if |

- oelll 0.6 06 1 vyhat if we Increase

: time granularity?
© 0.4, 0.4 : 0.4 4
02§ Aprl2 — | 021 “oAprl2 — f 02 Aprl2 —
0 Junll -~ o L. Junll - 0 Junll - |
0 50 100 150 200 0 507100 150 200 0 50 100 150 200
RTT [ms] RTT [ms] RTT [ms]

Organizations’ networks evolve
= Different load balancing policies (Google)
= New Data Centers can be added/removed (Amazon)




Load balancing policies (April-12)
on Tue Web
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Time variant policies are a strong component of the services
= Long-term scales are important as well as short-term scales
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A view from a mobile network

= We use now an off-line dataset collected at a mobile network

= 1 week of data in April 2012, more than 1/2 billion of HTTP flows

" The top-10 services account for almost 60% of HTTP traffic volume, and

are accessed by 80% of the customers

= Top services: YouTube, Facebook, Google Services, Apple (iTunes and

Store), Adult Video Services, Windows Update Services, etc.




Who is Hosting the HTTP Content of the Internet?

other (e.g., Amazon) _ ISP content
‘ caching
Google ~660K 8 ~2.5K (99.9)
HTTP
=4 Volume Akamai ~3.5M 22 ~14K (999)
LeaseWeb
Limelight ~110K 8 ~400(99.8)
Limelight ' I Google CDN  LeaseWeb ~480K 3 ~1.8K (100)

Akamai

= A small number of CDNs is dominating the landscape of Interne t content hosting

= Google CDN, Akamai, Limelight, and LeaseWeb  host together more than 40% of
the HTTP content observed at our vantage point

= HTTP transparent caching in ISPs is very spread
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Who Is Hosting the Top HT
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Hosting AS

(a) IPs associated to top services

‘P Services?

Hotmail
Google
Akamai EU

vvvvvvvv

Web Hoster

Facebook

Level 3
YouTube AS1
YouTube AS2
Apple
Microsoft
ISPs

ﬁﬁﬁﬁﬁ

= Different services are hosted by multiple organizations

= Akamai EU hosts a large share of the servers hosting Facebook, Apple Services,
and Windows Services

= Non-cached content from Google Search and YouTube is exclusively hosted by

Google CDN (YouTube ASes included)

= Most of the IPs serving the top HTTP services are hosted by Goo

gle and Akamai.




1200

1000

# unique IPs per hour

200

800

400

How many IPs are used to provision each Service?

B0k i

2 4 6 8 10 12 14 16 18 20 22 24
Time of the day (hours)

(a) Unique IPs per hour.

# unique |Ps (cumulated)

2000 [ Googe

1500

[ Facshook |
I YouTube |
C__Javsz |

500

2 4 6 8 10 12 14 16 18 20 22 24
Time of the day (hours)

(b) Cumulative number of unique IPs.

# flows per hour (log—normalized)

100 | T Facebook
| I Google
I Y ouTube
33.3 F 1 Apple :
| I MS Update
[ ENER
[ avs2

-

2 4 6 8 10 12 14 16 18 20 22 24
Time of the day (hours)

(¢c) Number of flows per hour.

The number of single IPs per hour providing the top HTTP services vary during the
day (e.g., 250 IPs per service at 5 am to up to 1200 in the case of Google Search)

Google Search, Facebook and YouTube dominate the IP space

Thanks to Akamai, Facebook is the most IP-distributed service , using more than

2000 different IPs on a single day

(Akamai hosts the static content)

Some services (e.g., AVS 1) are provisioned by very stable delivery infrastructures




# unique |IPs per hour

Different Subnets Utilization — not only time of the day
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2 4 6 8 10 12 14 16 18 20 22 24 024681012141618202224 024681012141618202224
Time of the day (hours) Time of the day (hours) Time of the day (hours)
Facebook IPs Apple Store and iTunes IPs Windows Update IPs

Different subnets of the CDNs are more dynamic than others

Akamai flows are served from very dynamically changing locations
Provisioning servers “on-demand” is extensibly used by Akamai

Akamai flows are, a-priori, more difficult to track using se rver IPs
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Where are the Caches? ftW

100 100 e .
& @ P
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| 60. : d o 60 ---------------------------------------- | BRI
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s 1 YouTws || & I
q(; 40. """"" oo — Facebook |7 7] 401 amai ( )
20 RN T A — Google 5 ol | |——Google Inc. (15169) |
= I —— Apple N 5 | | — YouTube (36040/43515)
= 20 o ] - - -AVS 1 = 20} | = = = Facebook (32934)
T 4ol AT --=-AVS2 I T I ---leellght(22822)
S J:: : | ---MSUpdate S : 1
0 0 i im
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RTT (ms)
(a) min RTT per services.

min RTT (ms)
(b) mm RTT per hosting organization.

Distribution of min RTT per service and per hosting organization (num flows weighted).

Steps in the CDFs potentially reveal differently located ca ches/data-centers.

A big share of Facebook, Apple, and Windows Update flows come from servers
located in the same city of the vantage point  (min RTT < 5ms)

Dynamic Facebook content (Facebook AS) is located in the US (min RTT > 150ms)

More than 60% of the Akamai HTTP flows come from servers “inside the ISP” . with

min RTT values smaller than 5ms.
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Distribution Policies — Load Balancing

Creating

“ftw

Technologies

Communication
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(a) min RTT of YouTube flows. (b) min RTT of Facebook flows. (¢) min RTT of AVS 2 flows.
= 4 days min RTT evolution for YouTube (mainly Google CDN), Facebook (mainly
Google Akamai), and AVS 2 (mainly Limelight)
= Google CDN and Akamai make use of load balancing policies to serve content from
different caching locations
= YouTube and Facebook : markedly min RTT shifts occur every day at exactly the
same time slots , showing a min RTT periodic pattern
|

No observable temporal patterns for AVS 2, suggesting that Limelight is not applying
load balancing techniques , at least from our vantage point perspective

00




% unique IPs per service
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-10.24

0.16

sEEEnE 0.08

100 150

(b) 10 days

0.00

Temporal stability of IPs—services association
in Akamai, for Facebook

= For example, Facebook collides with Apple Services and Windows Services
CDN — Akamai) , Google Search and Facebook collide (ISP caching ), etc.

= Yet, some regions of the Akamai IP space are very stable

some services (check the Facebook example)

-> different services are provisioned by the same IP address at different
times of the day (same CDN, IP anycast, ISP’s caching, etc.)

(same

and used exclusively for




How does YouTube look like in
Mobile & Fixed-line Networks?




A typical CDN architecture ftW —
Google CDN for Youtube

Technologies

= Google CDN employes a complex server selection strategy for:
» |oad balancing
= optimize client-server latency
» increase QOE in general

0

DNS used for re-direction based on content popularity and location.

CDN Network Local
Ingress DNS
upstream Router
AS path ]

(1) Client requests
...... Front-end (FE)

video to FE
N (3) Client resolves ! .
content server (2) FE replies with
\ . = name content server name
client

downstream

o Content
Egress . Servers
AS path Router —_
—

- (4) Client requests

client content




Youtube load-balancing
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= DNS-driven users redirection

= Goals:
» Load balancing

= Optimize choice of content servers aimed at reduce latency for
clusters of users (cluster: <AS,country>)

= |s it always optimal? Look at the next example...




Load balancing events impacting QoE

Requestes served by @& ..which correspond to
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different /24 subnets different data centers
antage point (European fixed-line 1SP)

6-May 7-May

173.194.18 |fra02s08.c.youtube.com

173.194.19 |fra02s15.c.youtube.com -1 -1 -1

173.194.2  |mil01s12.c.youtube.com | 17054 1333.46| 15470 1276.31

173.194.20 |par08s06.c.youtube.com -1 -1 -1

173.194.208 |par08s06.c.youtube.com -1 -1 -1

173.194.5 Ihr14s08.c.youtube.com 449 1819.57] 283 1658.45

173.194.6  |fra07s13.c.youtube.com -1 -1 -1

173.194.62 |[fra07s19.c.youtube.com -1 -1 -1

173.194.9 par03s06.c.youtube.com -1 -1 -1

208.117.236 |par03x04.c.youtube.com 179 164.18| 4250 540.16

208.117.248 [mia02s11.c.youtube.com -1 -1 77

208.117.250 |ams09x06.c.youtube.com | 41430 679| 49437 656.39

208.117.252 |dfw06x02.c.youtube.com -1 -1 51 285.63

208.117.254 |fra07x03.c.youtube.com 838 667.29] 2130 852.53 -1

74.125.105 |lhr22s16.c.youtube.com 1829 1551.78| 1655 1185.94| 3957

74.125.13  |zrh04s03.c.youtube.com 719 1074.15 499 2264.09 82
»74.125.14 mil02s01.c.youtube.com | 48366 1234.82| 37968 1253.01| 37182

74.125.216 [bru02tl1l.c.youtube.com -1 -1 -1 -1 -1

74.125.218 |fra07t13.c.youtube.com 8697 1355.33| 12579 1338.71f 8560

74.125.4 Ihr22s11.c.youtube.com 1496 1846.25| 2488 1034.78| 4146

74.125.99  |fra07s03.c.youtube.com -1 -1 -1 -1 -1




. ~Few s
Datasets for YouTube Characterization

= YouTube data from two different vantage points (3 days of
YouTube flows in mid 2013, 2 EU countries):

mapping Lk
<ticket,service> HTTPTag I

Passive _
probe DBStream HTTP tickets

generate HTTP
connection summaries
(i.e. tickets)

network traces
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Hosting Infrastructure (1/3)

Autonomous System # IPs | #/24 | #/16

All server IPs fixed-line 3646 97 22
15169 (Google) 22721 (Network) Autonomous System | % bytes | % flows
43515 (YouTube) 1227 (FL) 15169 (Google) 30.8 773
36040 (YouTube) 43 _

(FL) 43515 (YouTube) 19.1 22.5

All server IPs mobile

15169 (Google)

43515 (YouTube) 844 (M) 15169 (Google) 30 32.7
LISP 35 4 3

36040 (Google) 26 5 3

= Almost the double of IPs in fixed-line access , even if the population is much lower.
= Servers are highly distributed among 2 Google ASes (15169 and 43515).

= The Local ISP (LISP) plays a key role in the distribution of YouTube videos in mobile,
serving about 70% of the video flows  (Google Global Cache — CDN inside the ISP
approach, following Akamai).




Hosting Infrastructure (2/3)
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IP address range IP address range

Flows per server IP - fixed-line. Flows per server IP - mobile.

= Flows are mainly served from AS 15169 in fixed line , from 2 /16
prefixes, and complemented from 1 /16 prefix in AS 43515.

= The LISP uses mainly a single /16 prefix  for servers hosting
YouTube, and the same 2 /16 prefixes from AS 15169.




Hosting Infrastructure (3/3)

Up to 700 YouTube server IPs
active per hour at peak times

Load balancing based on time
of the day is much more evident
in fixed-line (abrupt increase in
#IPs from AS 43515)

LISP IPs are constantly used
during the complete period

As a consequence, the
dynamics on the # of served
flows are much easier to predict
in mobile

This results in a potentially
much easier traffic management
at the core of the mobile
network.

Srv IPs per hour

600 7

- ASes
I AS 15169
I AS 43515

................

0
0 61218 0 6 1218 0 6 1218 0 6 1218
Time of day (hours)

0- -
0 6 1218 0 6 1218 0 6 12 18 0O
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© | Al ASes
| I AS 15169
I AS 43515
[

- +, \

Time of day (hours)

(a) IPs per hour hosting YouTube - fixed-line. (b) IPs per hour hosting YouTube - mobile.

Flows per hour (normalized)
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(c) Flow counts per hour - fixed-line.

Flows per hour (normalized)
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(d) Flow counts per hour - mobile.
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% flows

How far are the YouTube servers?

100

——

- 'f"'—allﬂows N
i == =AS 15169 ]
. |—=—AS 43515

30 40 50 60 70
min RTT (ms)

20 80

10

(a) min RTT (passive) in fixed-line.

% flows

100

90+
80
70t

50+

10+

—allflows | 7 7 - : ]
- - -AS 15169 : .
—e—LISP RS — :'
[ i
gol| A
: : 1
. ....................... ' .........
‘ : ‘ i
L R e
: : : 1
7o) ST S i
: 5 : !
200 i B it A
: : i :
S S | O SO L
] : e : :
L‘ i i i | i i i
0 10 20 30 40 50 60 70 80
min RTT (ms)

(b) min RTT (active) in mobile.

WS

% flo

100
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40
min RTT (ms)

20 30

min RTT - daily variation.

min RTT from vantage point as a measure of server location > passive in fixed-line,
active in mobile (avoid acceleration middle-boxes)

AS 15169 servers are very close to fixed-line customers - direct peering to Google
at the IXP. AS 43515 servers at further locations, still in EU

AS 15169 servers in other EU country(ies), LISP servers directly connected to the

core mobile network.

Temporal load-balancing (fixed-line) - servers at further distances from
AS 43515 are selected at peak hours - latency-map based decisions
over-ruled by YouTube balancing policies
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Flow Characteristics

100
90
80

50

% videos

20
10

7o) NRSRES UURUS TR SRS 5 40 BUTNNS NONRR S SR
6oL o A ]

ok
30b oot

?00 200 300 400 500 600 700 800 900 1.0C

video bitrate (kbps)

YouTube video bitrate.

% videos

“ftw

100 ; ; ; ; ; ;
P

360p, 720p

DO 20 40 60 80 100 120 140 160
video format (YouTube itag code)

YouTube video format.

In mobile, only flows bigger than 1MB (for accurate throughput computations)

steps in the CDF correspond to YouTube chunking (1.8MB, 2.5MB, etc.)

LISP flows size varies slightly between 2MB and 4MB

AS 43515 serves larger—size YouTube flows
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Network Performance — flow throughput

100
90
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70

50
40
30
20

% flows

10}

0
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— gl flows
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Average download throughput per flow (Mbps)

YouTube throughput- fixed-line.

% flows
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“ftw

—all flows

= ==AS8 15169 |
—=—AS 43515 ||
—e—| |SP

0 1
Average download throughput per flow (Mbps)

2

3

4

5 6

YouTube throughput - mobile.

= we take flows bigger than 1MB only (for accurate throughput computations).

= more than 15% of the flows achieve a throughput above 2 Mbps in both networks.

= throughput is partially governed by the specific video bitrates and the YouTube flow control
and not exclusively by the specific access technology (mobile or fixed-line).

= flows served by the LISP are the ones achieving the highest performance, with an average
flow downlink throughput of 2.7 Mbps.

= benefits of local caching and low-latency servers for provisioning YouTube flows.

Creating
Communication
Technologies




"D

facebook

How does Facebook look like In
Fixed-line Networks?

)




Why Facebook? “Frwsz

] Most popular and wide-spread Online Social Network (OSN)
] Hosted by (@kamai

J Some numbers:
= 1.28 billion of active users (as of March 2014)
= 137.000 servers in 85 countries / 1200 networks
] From our dataset:
= 70% of users in our dataset | —

= 10% of total traffic volume . faEebook
= ~6000 different IP addresses

|
= in ~250 Autonomous Systems -

= In ~20 countries across the globe

Facebook is the perfect study case to

understand large services’ provisioning systems




num server IPs

Hosting Infrastructure Overview

2500
2000r
1500F
1000+

500}
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[ |Akamai
B Tinet
E NO1

- Facebook

|Akamai

- Facebook
[T Others

% flows

1 2 3 4 5 6 others
AS rank AS rank

Number of IP addresses per A.S. Share of flows per A.S.

[ Top hosting companies: Akamai, two neighbor ISPs, Tinet, Cable&Wireless

O However: Akamai plays key role (50% of traffic, 2600 IP addresses)
O The others: mostly caches and spurious contents




Geographical Diversity [1/2] ft —
Localizing Facebook IPs through MaxMind U U Technalogies

= Austria : 37.2%

= lreland: 12.7%

= Germany 2.1%

= USA: 1.1%

= Europe (uncl.): 46.8%

£

MAXMIND

99% traffic from

within Europe

1 Strong content localization
1 Akamai Datacenters in Europe play biggest role
) ISPs caching: local and neighboring countries




% of flows

Geographical Diversity [2/2]

Estimating servers distance through min RTT

100

90
80 ‘
G e ey v QT e e s
B0 o e [ e v s i 5 v
] B e B b shb by
P N NS NPT W Np—
30/
ol ]

""""""" -

0
0

10 20 30 40 50
min RTT (ms)

% flows hosted by top ASes

100

“ftw

Creating
Communication
Technologies

801
70H
60|
1 | I
40,
301
201

10_ -

0
0

|| w— Akamai
| == Facebook |

........... — | O
: o - E'_NOZ

10

20 30
min RTT (ms)

40

50

minimum RTT for top hosting A.S.

minumum RTT for all server IPs

 Akamai AS: very short RTT (highly distributed and close to final users)

[ Facebook AS: three knees (Ireland + locations in USA through local IXP)




SRV IPs per hour

Addressing Space
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Weighted distrib.

Akamai’s 75% of flows from a single subnet

Facebook AS’ 89% from a single range

Neighbor Operators’ 91% and 82% from a single range
Local Operator only deploys a small range of IPs

Facebook AS IPs are always active (dynamic contents)

Akamai strictly follows daily usage patterns (static
contents)




% hosted volume

Hosting players and roles “FhEw e
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AS rank Flow Size (MB - log scale)

Shares of hosted volume per org/A.S. Distribution of flow sizes

Q

Q

Akamai hosts more than 65% of O Distribution of flow sizes gives hint
traffic volume on the role of each hosting AS
Facebook AS responsible for 20% 0 Akamai serves big flows
of volume (media/static contents)

Local Operator (15%) is responsible L Facebook AS dedicated to dynamic

for caching contents




CDN Inter-play [1/3]
Time Series (4 days)

(drop |
a&tiﬁ

of

1 CDNs have ~constant share of deployed IPs and number of flows
1 Facebook AS and Akamai lead the number of served flows
[i ) Akamai employs largest share of active IPs per time-bin




CDN Inter-play [1/3]
Time Series (4 days)

x 10"
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Fri

00:00

neighbor operator

Telianet

00:00 00:00

time [hh:mm) C & D
0%/Ion Tll.le Wled Trllu
Total
00 e I I 1 Akamai ..........................................
Facebook AS
00 I I T T T 7 L S i T e T |Ocal operator ........................................

00:00

1 CDNs have ~constant share of deployed IPs and number of flows
] Facebook AS and Akamai lead the number of served flows

[i ) Akamai employs largest share of active IPs per time-bin
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CDN Inter-play [2/3] f Ew oo

Time Series (12 hours zoom -in) Technologes

J Zoom on last 12 hours:

4 o]
x 10 flows x 10 volume srv IP
45 2 T 250 :
Akamai . .
4 Facebook AS .
localoperator | S ANy M | agobke SUURUUUDUE S B
35 neighbor operator 200 '
Telianet
3 .
150 k- - oo ] N :
XY A WA 5 S V4 Mor VY RN :
N T b S : oA :
- ] 100 F oo e e e e e . ....................
15F : C :
S\ D~aa
1 ....................................... 50 .........................
O5F -l A
0 . 0 . 0
12:00 18:00 00:00 12:00 18:00 00:00 12:00 18:00 00:00
time [hh:mm] time [hh:mm] time [hh:mm]

O Event C

1. Akamai drops in number of flows, served volume but NOT active IPs
2. TeliaNet increases number of active IPs, served number of flows and volume

3. Deutsche Telekom keeps same number of active IPs, but increase served volume
(takes over Akamai’s larger flows)

O Event D

= Akamai not involved
= Swap between Deutsche Telekom and TeliaNet w.r.t. number of flows




CDN Inter-play [3/3] f b

Potential Impacts on Transit Costs

Technologies

Deutsche

Akamali TeliaNet

Telekom

1 Events A-D reveal chain of agreements in serving contents

1 According to Akamai policies, it is possible that Akamai servers are
installed in D.T. and TeliaNet networks  (Akamai directly manages the
shift)

1 No performance impact from user pers pective (normal RTT,
throughput, number of erroneous HTTP response codes)

] But different commercial agreements for peering

Local _
operator TeliaNet  As

Akamai f Deutsche
Telekom

Topol ogy from http://irl.cs.ucla.edul/topol ogy/




CDN Inter-play [3/3]

Potential Impacts on Transit Costs

Depending on the nature of commercial agreements
It is possible that huge shifts of traffic volumes from one AS to
another imply an economical loss for the ISP

for peering,

Akamai

Local
operator

f Deutsche
Telekom

Topol ogy from http://irl.cs.ucla.edul/topol ogy/

TeliaNet As




Temporal Similarity Plots (TSP) "'ftW

. . Communication
A powerfull tool to visualize temporal patterns

Technologies

1 Discover temporal patterns and (ir)regularities in distribution timeseries

4/Aug 1. Forevery IP: flow counts

2. Counters cumulated over

: different time scale (eg. 1hour)
28/Jul

3. For every time-bin: distribution

of counters across IPs
21/Jul

" 4. Distribution compared with
Kullback-Leibler metric

14/Jul

5. Comparisons plotted on
heatmap (logscale)

uniform settings
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Characterization of Popular Services

The case of Whatsapp




Whatsapp overview

Hard facts:

= 64 billion messages per day
= 700 million photos
= 100 million videos

= 500 million of daily active users

= Company with the quickest growing user base in
history

= Acquired by Facebook for 19 billion $

= Each user is worth 40%
Operators need to investigate it because:

= |tis taking over (or already has...) the SMS/MMS
market

= They need to learn how to track its usage
= They need to understand its impact on their networks
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Broadcast Message New Group

Whitmans Chat
; Jack:
@ I'm having a small party
Q Peter Whitman
! New place spctted =
¥ 3 ¥ Blue Rock Coffee

—

Viadimir Wolodarsky 10
v ELTTAR ]

Belafonte Crew Yester
Cap: d ;
Guys | need you to come. " ﬂ

Suzy Bishop 10/5/12

Can't wait >
= W Edil'y s, set

profil ing




Reverse engineering Whatsapp naming scheme ft croni
Hybrid measurements \W/ Technologies

Testbed:

= Traffic (chat and medie exchange) actively
generated at end devices (Android and iOS)

=  Passively captured at a gateway (Wireshark )

=  Focus on DNS requests

Findings:

=  Whatsapp used custom XMPP protocol

=  Media exchange via HTTPS servers

=  One persistent SSL connection to XMPP
servers while the app is running

=  Dedicated TLS connections to HTTPS servers
for each media transfer

Servers naming scheme:
domain prot. (port) type
Android terminal iOS terminal cX, eX, dX XMPP(5222,443) chat & control

mm XYZ, nms XYZ HTTPS (443) media (photo,audio)
nmv XYZ HTTPS (443) media (video)




Revealing Hosting Infrastructure
Through large-scale passive measurements
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mn_ —— AS 36351 IPs ' |
==Ll _ = 386 IP adresses used by
il _ Whatsapp (chat and media)
o % = Allin AS36351 (Softlayer)
. SO
= 401
30
L — ®
| SOFTLAY=R
N , an IBM Company
® L & & & S
P & & P & & 2
IP address range
Service/AS #IPs # /24 # /16 # /8
WhatsApp 386 l51 30 24
SoftLayer (AS36351) [1364480 |5330 106 A2
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Revealing Hosting Infrastructure ___ft -
Through large-scale passive measurements A

Localization of servers through RTT measurements

= ~400 IP addresses in
Softlayer AS

100

=A= num users

901 —m—pytes down| e ey

80| —>—bytes up S = Two big steps in RTT

2ob St S distribution at 106ms and
) I e ’

P, [ | T .................. .................. - Localized by MaXMind in
T e Houston and Dallas (Texas)
L i e e

10 ' = No GEO-awareness (yet!)

0 | i
100 105 110 115 120
min RTT (ms)
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Revealing Hosting Infrastructure ft -
Through large-scale passive measurements A" Technalogies

Localization of servers through RTT measurements

g

= f‘j.:::’,f % \/
B v e o AT s e oo e reee wrasT
10 .................. ..... R n NO GEO-awareneSS (yet|)
0 | i
100 105 110 115 120

min RTT (ms)




Revealing Hosting Infrastructure
Through large-scale passive measurements

Active IPs

= More than 350 IPs
during peak hours

= At least 200 IPs
always active (chat
servers)

= ~25 IPs always active
(mm servers)

# srv IPs

%O 12 00 12 00 12 00
time (10 min resolution)




Whatsapp traffic characteristics

flow size and throughput

% flows

100
-
8o}
70}
60}
50}
a0}
300 ;
20
1017

0

—all flows
== chat
- = =

10° 10

= Smaller chat/control flows
and heavier mm flows

= 90% of chat flows < 10KB

= 50% of mm flows > 70KB
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Only bigger flows (<1MB)
considered

Up to 1.5Mbps in downlink
Up to 800Kbps in uplink




Whatsapp traffic characteristics f by o
flow duration with OS breakdown herllex
100 == 100 — =
Iy L ' e > —s——
B gt QRS T e S | B R e T
80 o 8o i
70t 70
ﬂ &0 ﬂ &0
2 50 = 50
® 4ok 1 4
a0 —all chat flows|. a0 —all mm flows |.
- = -android = = =android
20 == 08 20 - =05
10 ——black berry || 1ot ——black berry ||
= = =win phone = = =win phone
ﬂ{] 10 20 30 40 ﬂ{] 0.5 1 1.5 2
flow duration (chat flows) [m] flow duration (mm flows) [m]
Timeouts: Timeouts:
= Android: 10/15/25 min = Blackberry: 90 sec

I0S: 3 min
Blackberry: 15 min
Windows Phone: 10 min




The big outage (Feb. 22nd, 2014)
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BUSINESS INSIDER Tech S y Entertainment

TECH

Facebook WhatsApp

WhatsApp Returns To Normal
Outage

STEVEKOVACH = 4% & W 8
0 FEB.22,2014,522PM #9026 =7

i S m

Messaging service WhatsApp went down for several hoi
announced it would acquire the company in a $19 billio

CNBc enter Symoois  [risMl Enter Keywards: e

HOMEU.S. v NEWS MARKETS INVESTING TECH SMALLBUSINESS VIDED SHi WATCHLIVE PRO

TECHNOLOCY

SOCIAL MEDIA ENTERPH

[TECHNOLOGY

WhatsApp says it's back up
extended outage

Saturday, 22 Feb 2014 | 5:50 PM ET

RE/CODE MOBILE |

REUTERS w i

HOME BUSINESS v+ MARKETS ~ WORLD -~ POLITICS + TECH- OPINION - BREAKINGVIEWS - MONEY - LIFE- PICTURES ~ VIDEO

Facebook's big buy, WhatsApp messaging MOSTPOPULAR
app, back up after Outage Rebels declare victory in east Ukraine self-

rule vote . [l ViDEo

WhatsApp has more than 450 million users, but it's likel
big announcement. The app has already skyrocketed to T

FY ROSKRASHY AND C_HRIST]NE S_T_E'EBINS Boko Haram offers to swap kidnapped

The company caught the issue early on and tweeted that T INGTON Sal Feb 22, 2014 6:25; Nigerian girls for prisoners . I VIDEO
AM Tweet || 117 Sharethis (841 23| [ Eman & Print
» TeRmEEs | ol ﬂ Shars| 2 = mait & prn Exclusive: Air traffic system failure caused
Viow Forward by computer memory shoriage
8:02 PM s
' Jack Whitma 5 :
whatsAp status - How Big Com’ lost the ethanol batte to
e o B [ et
wa_status - :

. Whitman fai North Korea denies spy drones, labels

u w South's presidenta prostiute

SOITry we cur ently eX| sosous Tatisounry 38 [ Alos Whitma
Oh you can tap and hold "

message {o get more

08 P . Options! Follow Reuters

m
Tube

Facebook Thwitier RSS YouTube

Oh yeah, | knew that g.s e

Image Source: WhatsApp

Days after Facebook said it would acquire messaging se|

the company experienced a service outage for several ho 5 RECOMMENDED VIDEO

A Whatsapp App log en hehind a Samsung Galaxy S4 phone that is logged on to Faceboak in the central Bosnian 1own of

Helicopter-truck hybrid
takes to the air




The big outage (Feb. 22nd, 2014)

as seen from passive measurements and social feeds
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100
S
§ 50/ drop in volume down
ﬁ“ ——bytes down
100 : :
g =
g 50 drop in volume up
5 —bytes up
100
= | —# total flows |
£ 50 ramp-up on flow counts
0
27 [a B/ C|D
g #whatsappdown ¥
E . | ——error tweets |
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Large Scale
Traffic Monitoring and Analysis

mPlane — Building an Intelligent Measurement Plane
for the Internet

a4 P lane
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The nowadays Internet

Providers
E-commerce
Q.‘;;f:f' % 0 Ug [e (Akamal
amazoncom Expedia E==sTELECOM
Entertainment S _ _— Work

| B Dropbox

Google bacs

"\ Information / Education

Social Web

[ 8o Q}@j ' i,

M ) Microscit
L'"kEdm ) flickr | Academ|c

Search

“The Internet is the first thing that humanity has built
that humanity doesn't understand, the largest
experiment in anarchy that we have ever had.”

Eric Schmidt — President of Google




A complicated technology...
...that no one controls and understands

J is not working?

= Which is the best ISP in my area?

: iy : :
Where is You Tuhe traffic coming from?
How to optimize my lte network for Wo (00!

We need an intelligent system that collects,
analyzes, provides visibility to support better
management: an oracle that provides answers! 3




Understanding the Internet

= How?
= Measuring and classifying network traffic — passive measurements
= Testing network performance — active measurements

= \Where?

= Software/plugins installed by users @end devices
= Network active probes @the edge
= Measurements on network devices (e.g., routers)

= \What for?

= Troubleshooting

= Traffic control

= Anomaly detection

= Performance evaluation
= And more....




Understanding the Internet
What has been done so far?
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Project

Objective

Approach

Name

Network
Mapping

Performance

Troubleshooting

SW plugin

Passive at
network
devices

Active
probe

*ArCnipelago

Merlin

v

v

*Bismark
*Dasu
*M-Lab
*Netalyzr

v

4

*NetViews
*RouteViews
*TopHat
*ASP

perfSONAR

v
<

CCAMP

<
v

DIMES

A

MOMENT

A AR




RIPE Atlas infrastructure ftW .
for geo-distributed active measurements

Technologies

= RIPE NCC: Regional Internet Registry for Europe (equivalent of
LACNIC)

= RIPE Atlas : a large measurement network composed of geographically
distributed active probe used to measure connectability and reachabiltiy

http://atl as.ripe. net

T RIPE
oo

RIPE Atlas probe v3
TP-Link MR3020 router with custom firmware

Terms ofUse

OC’)I‘.I‘ECK.E‘U OD\SCCFFEC[EG Abandoned




Understanding the Internet

EU projects

perfS®NAR Performance focused Service Oriented

GEANT - Network monitoring ARchitecture — 2007-still
running
TN
MUME% Monitoring and Measurement in the Next
| generation Technologies — STREP, 2007-2013
Q o
lecne From global measurements to local management —
7 STREP, 2012 — still running
Project Objective Approach
. Passive at
Name Netwc?rk Performance | Troubleshooting | SW plugin Active network
Mapping probe .
devices
Plane| o | 4 ||




The mPlane project

= mPlane is an FP7 Integrated Project

= 3 years project, started late 2012
= 16 partners (8 industrial, 8 research)

= Goal: design and demonstration of an “intelligent

measurement plane for the Internet”
= mPlane is about large scale network measurements

= and intelligent big-data analysis  for troubleshooting support

= embedding measurement into the Internet as an addit  ional
capability

Bal-lan

(W




Who we are?

General
Coordinator
Consortium Prof. Marco Mellia
Politecnico di Torino - IT

= 3 Constructors

= 3 Operators

= 2 SMEs

= 2 Research Centers

= 6 Research Groups

https://www.ict-mplane.eu
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mPlane in a slide

= Build a distributed, open, standard measurement
Infrastructure for the Internet

* Probes (WP2) — get the data
» Build on existing tools/methodologies

= QOffer a flexible, programmable, open platform to run and collect
passive, active, hybrid measurement

* Repositories (WP3) — store and preprocess the data
» Collect measurements in a standard way
» Pre-process large amounts of data in efficient ways

= Grant access to interested parties (ISP, content providers, end-
users, regulation agencies, etc.) subject to authorization rules

= Intelligent reasoner (WP4 ) — dig into the data
» Mine automatically the data and extract useful information
» Drill down to the root cause of a problem
= Allows structured, iterative, and automated analysis

AP lane
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mPlane in a picture (s @ ftW
K

Supervisor = N Data CO”ECtIOn
& & processing

mongoDB
PostgreSQL

WP3

mPlane
Repository

DBStream 6

. 1 E L Measurement Layer

01:0% Action Al 2 h3
[ N N ]

WPZ - 01:0% Action A2 |
legacyProbe 1 legacyProbe 2 legacyProbe N

01:09 Action 2 Raw data
- MLAB@ % Netalyzr

Interface
01:09 Action 4

01:08 Actian
01:09 Actie

mProbe N

mProbe 1 mProbe 2

2 ® g W B,
Raspberry Pi ‘ R e




Some mPlane Architectural Details
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An Overview on mPlane’s Architecture ftW

capability -
specification -
: result

capability -
specification -
result

capability -
specification -

= Components and interactions in mPlane:
- blue lines are capablilities announcements,
red lines indicate control messages (measurement sepecification)

black lines correspond to data.
Plane




mPlane Workflow: how it works? Ftw S

capabilities {-)‘ specification }» -------------

supervisor

____________ > ‘ specification }“

= Capabilities define the tasks a component can perform.

capabilities result

= Specifications consist of a description of which measurement have
to be performed, how, and when.

= Components announce their capabilities  when registering to the
supervisor




mPlane inter-domain measurements ftw e

= Each domain collects and
owns its measurements

\
\
= Different mPlanes under ‘\‘
the control of different \
players (ISP, CDN, etc.) — Sagm_':
W lner‘
" Multi-domain Jm (| supervisor ) ity
measurements handled
as communications robe

indirect export repository

among supervisors

AP lane




The Reasoner — The Overg

Verified dependency rules

Knowledge Structure

-
- -
-

@ Definition of Events

@ Signatures of Events

9]
‘_"1
are-ere

(g

@ Use Case Dependency Rules,
Spatial and Temporal Model

N J

Reasoner :
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Extracted dependency rules

Extrral::lt;)n of dependencyw
L Know

Dis

Only events with
unknown root causes
associated

-

edge
very

-~
S
-~
-~
-~

|~

Root Causes
2 Case Results

List of Associated Events

nnnnn

Xpert

The “Knowledge”
of the Reasoner

~

A node in the tre
\ might be recursive.

° dominant web serwvi|

Learning

5 novel s r cache
ntivo

Reasoning/Diagnosis| (UN)SU peersed
Process

=)

I
]
)
1
i 1
1
1
l
DBStr eam

Automate

What I Know

Analysis, based
on what I know

WP2

C




Some of the mPlane Use Cases

Cloud Services Troubleshooting

= Mobile Network Performance Troubleshooting
= Web Browsing QoE Troubleshooting

= Traffic Anomaly Detection and Diagnosis

= Multimedia Content Delivery Troubleshooting
= Content Popularity Estimation & Caching

= SLA Verification and Certification

S lane
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Who benefits from mPlane?

= mPlane benefits everyone:

ISPs get a fine-grained picture of the network status, empowering
effective management, operation, and troubleshooting.

Content and Application providers  gain powerful tools for
handling performance issues of their delivery systems and
applications.

Regulators and end-users can verify adherence to SLAS, even
when these involve many parties.

Customers of all kinds can objectively compare network
performance, improving competition in the market.

The Research Community gets a system to accelerate the pace
of research driven by Internet measurements

AP lane




mPlane Case Study

@kamai

Understanding Akamai Cache Selection




Case-study: tracking CDN behaviour

O Internet: large-scale web apps and Content Delivery Networks (CDNs)

J Internet content (YouTube, Facebook, Apple Store) is largely delivered by
major CDNs like Akamai and Google CDN

J CDN’s dynamics pose a challenge for ISPs as they impact traffic engineering
and possibly end-user QoE -2 it’s worth tracking and diagnosing shifts in
the CDN traffic

@kamai

-
== leaseweb

Google

'

i
arglaz,on

wepservices™

1 BiLimelight

NETWORKS




CDN makes complicated things

= Focusing on vantage point of ~20k ADSL customers

= 1 week of HTTP logs (May 2012), captured through Astat
= Content served by Akamai CDN
= The ISP hosts an Akamai “preferred cache” (a specific /25 subnet)

70000 +
60000 -
50000 -
40000 -
30000 -
20000 -
10000 +

Flows

All Akamai traffic —

0 —— _— S — — ‘
06:00 1E00 18:00 00 D6:008 12:00 18P0 OG:00
Mon n Mon ‘ue MTuel Tue T ed

AP lane




Reasoning about the problem

= Q1l: Are the variations due to “faulty” servers?

= Q2:Is this affecting specific services?

= Q3: Was this triggered by CDN performance issues?
= Etc...

How to automate/simplify this reasoning?

Reasoner + DBStream + Tstat:
= Continuous big data analytics = \ sl

DBStream system

] . contia s -...':::::::::::::::::_-“;;é-‘c ............ I
= Flexible processing language | e
=) Al d'“l‘;dl ulel ‘ Retention
= Full SQL processing capabilities Uﬁ | [ =511 T
jobNE VIEW T
. . \ . ANE-;;‘
= Processing in small batches \ //

s Storage for post-mortem analysis

. PostgreSOL

AP lane
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Shift in the Akamai served traffic

= [terative analysis performed by the reasoner

® Following a tree-like structure

(1) (2) 3) (4)

no no

user
perfomance
issue?

yes yes yes
drill-down drill-down drill-down
servers services performance
yes
RCA result RCA result
server issue service issue

no

service
issues”?

server
issues”?

change
detected

mark for
diagnosis

first event
occurence?,

no

()

historical
analysis

A~ lane
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Shift in the Akamai served traffic

= [terative analysis performed by the reasoner

® Following a tree-like structure

(1) (2) 3) (4)

no

user
perfomance
issue?

yes yes yes
drill-down drill-down drill-down
servers services performance
yes
RCA result RCA result
server issue service issue

no

service
issues”?

server
issues?

change
detected

mark for
diagnosis

first event
occurence?,

()

historical
analysis

no

A~ lane




Q1: Are the variations due to  “faulty” servers

= Compute the traffic volume per IP address
= Check which are the active IPs during the disruption

= Repeat each 5 min
= 40 servers always active handle 62% of traffic

2o { 't

3

80 -

60 o

20 A

Akamai preferred IPs (/25 subnet)

06:00 12:00 18:00 00:00 06:00 12:00 18:00 00:00
Mon Mon Mon Tue Tue Tue Tue Wead

0.8

0.6

04

0.2

AP lane
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Shift in the Akamai served traffic

= [terative analysis performed by the reasoner

® Following a tree-like structure

(1) (2) (3) (4)

no no

user
perfomance
issue?

yes yes yes
drill-down drill-down drill-down
servers services performance
yes
RCA result RCA result
server issue service issue

no

service
issues?

server
issues”?

change
detected

mark for
diagnosis

first event
occurence?,

()

historical
analysis

no

A~ lane
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Q2: Is this affecting a specific service ?

= Select the top 500 Fully Qualified Domain Names (FQDN) served by
Akamai

= Check if they are served by the preferred cache

= Repeat every 5 min _
The anomaly is not related to

s . Akamai
individual services Others
Ly v (Y .« | ] 1 r—
500 A B '
Services not
served by the =< 400 - B 0.8
preferred cache
> 300 i 0.6
ga)
Services hosted ELy 200 0.4
by the preferred
cache, except =<
during the 100 0.2
anomaly o
~ 0 —_— _— 0

06:00 12:00 18:00 00:00 06:00 12:00 18:00 00:00 Hkamal
Mon Mon Mon Tue Tue Tue Tue Wed

AP lane
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Shift in the Akamai served traffic

= [terative analysis performed by the reasoner

® Following a tree-like structure

(1) (2) 3) (4)

no no

use \
perfomance
issue?

yes yes yes
drill-down drill-down drill-down
servers services performance
yes
RCA result RCA result
server issue service issue

\NO

service
issues”?

server
issues”?

change
detected

mark for
diagnosis

first event
occurence?,

no

()

historical
analysis

A~ lane




Q3: Was this triggered by CDN  performance issues ? "'ftW

= Compute the distribution of server elaboration time

= |t is the time between the TCP ACK of the HTTP GET and the
reception of the first byte of the reply

= Focus on traffic of the /25 preferred subnet
= Compare the quartiles every 5 min

Performance
100 7 decreases

1 right before the
1 anomaly
| @6pm

Elaboration time

10 B A SN

75th ——— N50th *—f— 25th e

06:00 12:00 00:00 06:00 12:00 15.00 00:00
Mon Mon Mon Tue Tue Tue Tue Wed

Communication
Technologies
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Q3: Was this triggered by CDN  performance issues ? "'ftW

= Compute the distribution of server elaboration time
= |t is the time between the TCP ACK of the HTTP GET and the
reception of the first byte of the reply

= Focus on traffic of passive

client server
probe
= Compare the quar SYN
— —>
CK
Performance SYN+A
100 + decreases ACK
g 1 right before the —>
= | anomaly . GET
S | @6pm ACK
kS ] query processing
o time
5 0 ik R A
| 75th DATA
06:00
Mon

AP lane




Reasoning about the problem

= Q1: Are the variations due to “faulty” servers? m
= Q2:Is this affecting only specific services? m
= Q3: Was this triggered by CDN performance issues? m
= What else?

= Other vantage points report the same changes? YES!

= What about extending the time period?

= The anomaly is present along the whole period we
considered

= Extension of the analysis on more recent data sets (possibly
exposing also other effects/anomalies)

= Routing? Not in this example = Integrating Route Views

= DNS mapping? =2 Integrating Ripe Atlas + ISP active probing
infrastructure

A~ lane
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Shift in the Akamai served traffic

= [terative analysis performed by the reasoner

® Following a tree-like structure

(1) (2) 3) (4)

no no

user
perfomance
issue?

yes yes yes
drill-down drill-down drill-down
servers services performance
yes
RCA result RCA result
server issue service issue

no

service
issues”?

server
issues”?

change
detected

mark for
diagnosis

first event

occurence? 5)

historical
analysis

no

A~ lane




Impact on performance: historical analyis

= Analysis a week before/after
the maintenance reveals:

= Shift of 50th percentile on all the days
before the maintenance

= No shift in the days following the
maintenance intervention

= Preferred cache shifts are still present
- difficult to engineer for the ISP

Hourly Average RTT (ms)

Creating
Communication
Technologies

“ftw

20 w | |
—8—Thu Before maintenance
= = = After maintenance
17.5 | ' .
15 ; 7
125 R,
10 b
7.5 | .
5 ! i i ! !
0.4 06 0.8 1 1.2 1.4 1.6
Number of Flows per Hour x 10°
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Big Monitoring Data

How to process and anlayze it?
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Big data in Network Traffic Monitornig

" Network traffic monitoring generates LOT’S of data!

= e.g., at the local mobile operator
= DBStream running online since more than one year

= 160 queries online, 40 input streams
= 2.57TB per day, 77 TB disk space, 38 TB used at the moment

"= The 4 Vs of Big data (or 5 Vs, considering the potential Value)

= All of them are highly relevant for TMA

= Some applications require results NOW!

= Some others need to go through large amo
extract useful knowhow

* Which kind of system should | use?

Veracity




Big data in Network Traffic Monitornig
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DBStream
an Online Aggregation, Filtering and
Processing System for Big Network Traffic

Monitoring

el
DBStream
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DBStream Middleware Overview

i DBStream system R
< — |y~ scheauter 0)
DBStream
config file
v ¢ View Generation | :
I Import || .~ moduleN ew Retention
i table1 {j|| modulel °Fy
5 b1 B 4 'FY ew C@
Raw Data tableN| § 13 :Ev_ﬂ
) ) : view "5 || J
RIS
. _ ‘ )

@ PostgreSQL




General Database Approach

ﬁ Import

Database

I e

Queries

-~

Analysis




Our Approach: DBStream

Short-time scale batch processing

> Import
Module

T
]

DBStream

Queries

Analysis

ion




DBStream — View Generation

Source AMin 0

Source B Min 0

\4
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Source AMin 0

Source B Min 0
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Query

Source AMin 0

Source B Min 0
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SQL SQL SQL

Query Query Query
Source AMIn 0 Source AMin 1 Source A Min 2
Source B Min 0 Source B Min 1 Source B Min 2
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SQL SQL SQL SQL

Query Query Query Query
Source AMIn 0 Source AMin 1 Source A Min 2 Source A Min 3
Source B Min 0 Source B Min 1 Source B Min 2 Source B Min 3




DBStream Query Language (1/5) “Flww s

— Continuous query processing
- Flexible
- SQL based

<job inputs="A (window 15min primary)"
output="B (window 15min)"
schema="serial time int4,
device _class int4,
count int4"
query="select serial_time, device_class,

count (*) from A
group by serial_time, device_class"/>




DBStream Query Language (2/5) “Flww sz

—>Multiple inputs
- Window definition per input
- Multiple inputs possible

<joblinputs="A (window 15min primary)"

output="B (window 15min)"
schema="serial time int4,

device _class int4,

count int4"
query="select serial_time, device_class,

count (*) from A
group by serial_time, device_class"/>




DBStream Query Language (3/5) “Flww sz

—Single output
- Table name for storing results
- Window defines partition size

<job inputs="A (window 15min -rimary}"
output="B (window 15min)"

schema="serial time int4,
device _class int4,
count int4"
query="select serial_time, device_class,

count (*) from A
group by serial_time, device_class"/>




DBStream Query Language (4/5) W e
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— Data format definition

- First column is time
- Other columns can be any PostgreSQL type

<job inputs="A (window 15min primary)"

schema="serial time int4,

device _class intéd
count int4"
query="select serial_time, device_class,
count (*) from A
group by serial_time, device_class"/>




DBStream Query Language (5/5) “Flww s

—>Processing query
- Defines how data is aggregated
- Example: number of packets per device class

<job inputs="A (window 15min primary)"
output="B (window 15min)"
schema="serial time int4,
device _class int4,

count int4"
query="select serial_time, device_class,

count(*) from A

group by serial_time, device_class"




Complex Incremental Query “FEw e

Technologies

—Rolling Set Query

- IPs active in the last hour, updated every minute
- Past output is used as input for the next batch

<jobjinputs="E (window lmin primary),
F (window 1lmin delay 1lmin)"

output="F"
schema="serial_time 1nt4, ast 1nt4, 1p 1net">
<query~>
select _STARTTS, max(last), ip
from (

select _STARTTS as last, ip
from E group by 1,2 union all
select last, ip
from F where last <= _STARTTS-60 group by 1,2
) £t group by 1,3
</query></job>




Incremental Query Processing ftW

Window 1 Window 1 Win_gi_o_w 1
delay 1 delay 1 ,~ "delay I
4 \
— | v i [ V
Stream F Stream F Stream F Stream F
1min Imin Imin Imin
Window 1 Window 1 Window 1 Window 1
Stream E Stream E Stream E Stream E
Imin 1min Imin 1min
l l l l >

-4 -3 -2 -1 now




Experimental Benchmarking — Setup “ftw

= Hardware
= 10 nodes cluster
= 6 core XEON E5 2640
= 32 GB of RAM
= 5 HD of 3TB each

= Dataset
" Flow based Tstat data with about 100 fields
= Collected at 4 Vantage Points (VP), 1 Gbit/s each
= Each 162 GB, approx. 650 GB in total




Query Workload — Analysis Jobs “FEW s

= J1: RTT stats per Orgname

= J2: Akamai stats

= J3: Top 10 Orgnhame

= J4:Top 10 /24 subnets

= J5: Up/download per source IP

= J6:IPs active in the last hour
= Updated every minute

= J7: Avg. up/download last hour
= Updated every minute




Performance comparison with Spark W e
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600

B Spark, 10 nodes, J1-J7
sool | =2 Spark, 10 nodes, Import + J1-J7
Bl DBStream, 1 node, I J1-J7

400

Execution Time [minutes]

Spor‘l’g

Lightning-Fast Cluster Computing




Spark Performance Detalls
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Execution Time [minutes]
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B Spark, 10 node, 1 VP
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Performance Summary “Fbw e
= Performance

= 1 node DBStream up to 2.6 faster than 10 node Spark for specific
analysis jobs

= Result Projections
= 446 minutes for 4 VP = 12 VP in one day

= Each VPis 5 days
= - DBStream can process a equivalent of 60 VP or 1 VP with 60 GBit/s

= HW can be updated, more disks, SSDs?
=  Running on top of parallel databases (e.g., Greenplum)

= QOperational DBStream @mobile operator - -
dispatch l_l l_l

= Running online since more than one year

. . . ' —_—_————
= 160 queries online, 40 input streams e

w0 ] ) o ) 0
= 2.5TB perday, 77 TB disk space, 38 TB used l&;\ l{ 41 //y

ata stor
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Thanks You for Your
Attention!

Pedro Casas, casas@ftw.at
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