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Abstract

The growth in radio communications and wireless technology hasopednthe
development of electromagnetic techniques for modelling radiowaypagation. By
modelling the transmitted fields with ray optics theory, we hallable to understand
how radiowaves propagate in indoor environments and predict the powisrudiistr,
as might be important factors in the development of indoor wireless LANS.

This report provides an overview of our project, which is to implensrmd
investigate a computational electromagnetic technique — the Unildreory of
Diffraction (UTD) — with ray optics theory to model the radie®gropagation in an
indoor environment. The performance of UTD is analysed by comparinglimgde
results with experimental measurements.

This report starts by introducing the background of electromagnaties theory and
describing reasons for why we use UTD as the technique to mmadeiwave
propagation for indoor environments. Research undertaken on electroicagnet
theory is essential for modelling electromagnetic wave projmegaf half-plane
example illustrates the use of diffraction coefficients ofDUdnd the behaviour of
field components between the incident and reflection shadow boundaries. A cubi
space problem demonstrates the modelling of radiowave propagatam smple
indoor environment.

The actual indoor environment we attempted to model for electronmadiedt
propagation was simplified for efficiency and divided into differaanes for
different types of fields. The modelling results are in comparisith experimental
measurements, differences between results will be analysed eddaugudge the
performance of UTD.
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1. Introduction

The development of wireless technology represents a new exl@@drimunications,
especially the services which are provided by radio communicatiods radar
technology have been used for over a century. Scientists and esdiase been
trying to improve the electromagnetic techniques for modelliagliowave
propagation. By modelling the transmitted electromagnetic figidshe indoor
environments, we will be able to understand how radiowaves propagataght be
important factors in the development of indoor wireless LANSs.

Factors such as the physical environment and the frequency wbelagnetic wave
are usually taken into consideration to increase the accuracy oélimgd but
implementation and efficiency are also important if the technigugoing to be
applied in the practical situation.

The aim of this project is to research, implement and investigatgerformance of a
computational electromagnetic technique — Weiform Theory of Diffractia
(UTD) — with ray optics theory to model the radiowave propagatiomiindoor
environment. Then the modelling results from this project were caudpaith the
experimental measurements and the performance of UTD was analysed.

The purpose of the report is to present our achievement of usingagtddMATLAB

to model the radiowave propagation and the power distribution in an indoor
environment. The chosen environment is tfefi®or of School of Engineering,
which is a cubic space with a concrete core in the middle. The ingdele have
achieved was using UTD andMATLAB to simulate the propagation of
electromagnetic fields around the corridor and calculating the mpdsg&ibution,
especially at corners when fields are reflected and diffracted.

Section 2 starts by introducing the background of optics and wave thEoey
reasons for why different methods have been developed to explain rqgleoy
electromagnetic field phenomena and important factors of eachythdbralso be
introduced in this section. Readers should be able to understand whysWhbDsen
as the technique we used to model the radiowave propagation.

Section 3 presents the methods we used to calculate different types of elgottitna
fields — direct, reflected and diffracted fields. Factors involwvedalculating field
propagation and the main technique we used to model this project, BFED,
introduced in this section.

In section 4, a half-plane diffraction example illustrates the afs&JTD, the
diffraction coefficient and the calculation for field components. Example will
present the amplitude of each field component varies with diffareglies and it also
proves that UTD can be used as a tool to model propagation of diffrietd on
shadow boundaries..



Section 5 presents usifdATLAB to model the propagation of direct and reflected
fields in a cubic space. The graph shows the distribution of pathafmng the
sampling area. Readers will see the amplitude of path gain ehadge to
interference of direct and reflected fields.

Section 6 contains how we modelled the propagation of different fieltthe indoor
environment, which is the"8floor of School of Engineering. Distributions of path
gain of different fields were plotted along the sampling area.

Section 7 describes the experiment we did on thééd®r of School of Engineering.

We measured several mean path gains along the corridor and compared our modelling
results with measurements and analysed the performance of bTDodelling
radiowave propagation in indoor environments

Section 8 contains conclusions of this project and report. Main findiogsdections
of this report and our modelling results will be concluded, the furthezlalements
for this project will also be recommended.



2. The Background of Optics and Electromagnetic Wave
Theory

Fermat’s principle postulated in 1654 saying that no matter whawokireflection or
refraction to which a ray is subjected, the ray takes mininiue to travel from one
point to another, theclassical geometrical opticvas established when Fermat's
principle was completed in mathematical theory. This is the fuadtah theory
describing the phenomenon of ray [1, p3]. However, classical georheipites is
limited on solving high-frequency electromagnetics problems bet¢hesmncepts of
phase, wavelength, polarization and diffraction are not included.

Physicists introduced the electromagnetic wave theory witlhenadtical equations
can explain what classical geometrical can not, but it hasigaiadisadvantages and
the concepts of geometrical optics were lost [1, p4]. Some titee laineberg and
Kline extended the classical geometrical opticewtmlern geometrical optid§&O) by
establishing connection between Maxwell's electromagnetid feduations and
geometrical concepts [1, p4]. However, GO is incapable of pregdittie field in the
shadow regions [1, pp19]. For example, at shadow boundaries, the fieldtyntensi
changes rapidly and GO cannot describe this behaviour correctly [2, p121].
Electromagnetic fields have to be continuous everywhere, the disgitie8 across
the shadow boundaries does not exist in nature, and that is anotherwbgsGiO

fails to describe the total electromagnetic field [1, p160].

“Diffraction is the process whereby light propagation differs fitv predictions of
geometrical optics.” [3] Joseph B. Keller explained the phenomenon fadatiibn

with this description. He introduced diffracted rays that behavahi&erdinary rays
of GO once they leave the edge and this laid the basis for whabdtasne
geometrical theory of diffractio(GTD) [4, p130] [1, p4].

Figure 1 and 2 are used to illustrate the v
effect of diffracted field. The region in space

illuminated by a given field is referred to as"I

the lit region and the region not illuminated——

is shadow region. These two regions are—’. ——————————— »-- IZB
separated by incident shadow boundary—»
(ISB). The incident wavéE' in the region x

> 0 can be expressed as [1, p163] whadow Eeglon

E'(x,y) = E,e” ™, in the regiony > 0
Fig 1. Diffraction from a perfe

E'(x,y)=0 ,in the regiony <0 conducting halplane illuminated &
a plane wave at normal incidencg, [
pl63]



Figure 2 shows a plot of total
field E'(x,y) with x = 100 m
and a frequency of 10 GHz. It is
clear to see that a field does exist
in the shadow region (x >0, y <

1.0 A r

0.8 1

Q’ Et=g¢ Et=E' +E9 0). However, there is no incident

S 0.6 - m field in the shadow region, so

ot that must be the diffracted field
94 1 \ E’. We can conclude that the
o AN total field in the region x > 0 can
L -

be expressed as [1, p164]

%5 -4 -2 0o 2 4 &6 E'(xy)=E+E°

${maters) in the regiony > 0
Total field t — d
— - — Incident field E (x,y) — E
—— —- Diffracted field in the regiony >0

Fig 2. Diffraction from a halfplane
iluminated by a plane wave at norn
incidence; the field is evaluated at x = 100 |
a frequency of 10 GHz [1, p165]

In the lit region (y > 0) there is a ripple in the totalldighat is caused by the
interference of the diffracted field with the incident fieldheTripple decreases when
the field is moving away from ISB because the strength ofadtééd field is

decreasing and the amplitude of the total field approaches the incident plane wa

Keller extended the GO to GTD by adding diffracted fields andsuexeeded in
correcting the deficiency in the GO that predicts zero fieldheé shadow regions.
However, the original form of the GTD suffers many problems.ribst serious one
is at shadow boundaries, where the GO fields fall abruptly toaetdhe predicted
diffracted fields become infinity [1, p4]. The reasons for thisigghly described in
reference 1, page 5.

Keller's original GTD is not a uniform solution. It can prediw wiffracted fields in
regions away from the shadow boundaries, but become singular in thigéamans
regions surrounding such boundaries.

The uniform theory of diffractiofUTD) developed by Kouyoumjian was divergent
from Keller's GTD theory but overcomes GTD’s defects th@iDGs inapplicable in
the vicinity of shadow boundaries [1, p175]. UTD performs an asymptotlgseéa
and by incorporating a transition function into the diffraction coffit, the
diffracted fields remain bounded across the shadow boundaries [5, 1 p175].

In this project we have applied UTD with ray optics theoryirteestigate the
radiowave propagation (direct, reflected and diffracted fields)pameer distribution
in indoor environments. Methods will be described in the following paragraphs.
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3. Ray Theory and Geometrical Optics Field

This section contains techniques we used to calculate electretitadgields

propagation using ray methods. In this project we only consideredicgh&ave,

which is electromagnetic energy being radiated equallyl ghraiction. Terms usually
appear for describing electromagnetic fields will be exgdi here for better
understanding.

3.1 Foundations for Geometrical Optics

Electromagnetic fields at high frequencies can be expresseldumeberg-Kline
expansions [1, p17]

E(r) ~_ Eo(r)e™® (1)

—

H(r) ~ Ho(re *® @

wherer is the spatial coordinate, is the radian frequency¥ = w,/ & ,

@¢(r) is a phase function [5, p3]. Equations (1) and (2) can be substituted into
Maxwell's equations and the vector Helmholtz equation to find solufmns4]. For

the details reader can refer to [1, pp15-18]. The general fornOdigR] along a ray
trajectory can be written as [1, p26]

E(s) = EQ)|/|o0, /(p, + 9)(p, + 9)|e 3
where (2E (0) = E, (0)e™ ¥ ihe field at the reference (4)
point s =0.

(b) sis the distance along the ray path from the reference point
s=0.

- jks
(c)€ . is the phase shift relative to the reference point s =0

(d)A(s) = \/|,01,02 I(p, +9s)(p, +9)| is the divergence or spreading  (5)

factor which governs the amplitude variation of theld
along the ray path.

(e) p, and p, are the principle radii of curvature of the wawoefrat
the surface point s = 0. The sign convensahat a positive
(negative) radius of the curvature impliegedging (converging)
rays in the corresponding principle plang, p34]



Fig 3. General diverging astigmatic ray tube, for whitdthpl andp2 are positive
[1, p28]

3.2 Direct Rays

For a spherical wave tube, = p, = p. The divergence factor becomes
A(s) =P (6)
p*s
The expression for the spherical wave is [1, p36]

e—jks
E(s) = A < 7)

3.3 Reflected Rays

3.3.1 Location of the Reflection Poist p7]

According to Fermat's principal, regardless of wkiad of reflection, the ray takes
the minimum distance from one point to anothepf],

B’ B B”

Fig. 4 Fermat's principle of reflection. Path ABC is thenimum path of reflection
[1, p2]



Origin_

Fig. 5The field reflected by a planar surface [5, p7]

Fig. 5is used to illustrate the method we used to fimel rieflection poinR on a
planar surfac® when a ray travels from a source pdtb a field pointF viaR [5,
p7]. For the full method we used to calculate tbeation of the reflection point
please refer tédppendix A

The main concept to calculate the reflection p&ndn planeP is first by working
out the image of the source point in the plane,elg®”, then the intersection of the
planeP and the vector from S” to F is the location of talection pointR.

First of all, the plane is defined @& = A + B + tC, and we calculated the
perpendicular projection point & on the plane, namel®’, and the relationship
between S and S’ is

=S+ Uay (8)

where u’ is a number of quantity amad is unit vector normal to the plane
expressed as
BxC
a, BxC 9)

and the full calculation for u’ is iAppendix A.
When u’ is solved, substitute into (10) to calcailtite position vectds'.

The image of the source point in the plane canxpeessed as

$5+2(S' -9 10j
The position oR can be expressed as
=" +u"(F-S") (11)
and R=A+sB+t'C (12)

7



The calculations for s”, t” and u” are showrAppendix A.
Then substitute u” into (13) to find the reflectipaint R.

3.3.2 Calculating the Reflected Fig#d p8]

The reflection processes can be described as

Ej(F)|_5 Ei(R)
{EE(F)} R{EE(RJAR(”e 49

The parallel and perpendicular components of reftédield is equal to the parallel
and perpendicular components of incident field srtiee divergence factor, which is
1, times the phase shift in terms of path lengtig, multiplied by a reflection matrix
which is used to calculate the parallel and perpertal components of the incident
field separately.

which the field quantitie?.lil(R and EiD(R) are the parallel and perpendicular
components of the incident field at the point dle&tion.

The full calculation ofléliI (R and EiD(R) is shown inAppendix B

The total reflected field &, E' (F), is
E'=E (F)a +Ei(Fla, (14)

The divergence factoA, (r) for the spherical wave incidence is same as (8).

The GO reflection matrixR is given by [5, p8] and [1, p77]

s 2 5

The reflection matrix indicates the parallel and perpendicwdanponents of the
incident field are reflected independently of each othep3b

3.4 Diffracted Rays

Diffraction is a phenomenon that electromagnetic energy sbanound edges and
surfaces [5, p9]. In this project we only considereftatifion on straight edges. The
first step to approach diffracted fields is to determinerdélyetrajectory and the point
of diffraction on the edge=ig. 6 illustrates the point of diffraction and the diffracted
ray path. The full method for calculating the location of thératifion point and
diffracted field is shown il\ppendix CandAppendix Drespectively.



3.4.1 Location of the Diffraction Poi[#, p9]

Fig. 6 The field
diffracted by astraighr
edge [5, p10]

The position of any poirf® on the edge can be defined as

=P + UE (16)
Assume a diffracted ray travels from a source p@rb a field pointF via a
diffraction pointP = Q on the edge. The wedge is configured by veciyrg; a
reference plane vectorg @nd the internal wedge angle

To calculateQ it is first necessary to calculate the perpendicular projectbrise
source and field points upon the edge, S’ and F’ reispéci5, p9] Appendix C

When S’ and F’ are found, two similar trianglaSQSand AFQF' shown inFig. 7
can be used to determine the locatioQof

F F
B
Fig. 7 Diffraction Point
Q Calculation [5, p11]
p2
S S



If g represents the function of the total distance f&no F' of Q, that
qF'-S| _@-g)F'-S|

Is-s|  |F-F] an
- |S_ S.| (18)
—a° [S—S|+[F - F]
Then the diffraction poin® is found as
€6’ +q(F -3 (19)

3.4.2 Calculating the Diffracted Fielsl p11]

The diffraction process can be described as [5] p11
E5(F) | _ _51Er [p v ot
esry|” Ole, [0e @

7 ¢

E,ig' (Q) and E;,; (Q) are the soft and hard polarised components ofi¢te: at the

point of diffraction. The full calculation of compents in Fig.6 is shown ikppendix
D.

For spherical wave incidence, the divergence faétor’,r) [5, p12] is

Ap(r',r) =

I

r
r(r+r’)

(21)

The diffraction coefficient matriD for the ray-fixed coordination system is given

by [5, p12]
_ [D, ©
D=1 D, (22)

This matrix is diagonal so the parallel and perparidr components of the incident
field are diffracted independently of each other.

The total diffracted field &, is
EY(F)=E;(F)a, +E,(F)a, (23)

A number of reachers have attempted the derivatiatiffraction coefficients for the
perfectly conducting wedge. In the next sectional-plane diffraction problem is
used to illustrate that by combining a transitiandtion withthe Uniform Theory of
Diffraction (UTD) into the diffraction coefficient, the diffreed fields remain
bounded across the shadow boundaries.

10



4. Half-plane Diffraction Problem

The following example illustrates the use of th#rdction coefficients of UTD and
the calculations for field components [5, ppl2 -].1Matlab was used for
programming and calculating the answer.

Scenario: A point source radiating an 850 MHz vertically-posed E-field
component is located at an incident angle 75 and distance'=10001
from a horizontal edge. The total field (comprisidigect, reflected and
diffracted rays) is measured over the range of ratffon
anglep=0 - 360 at a distancer =31 from the edge of a perfect
conducting plane. The picture is showrFig. 8

Fied
Point

r=3 Fig. 8 Half-plane

diffraction
Problem [5, p14]

Transmitting
Antenna

First, we define the shadow boundaries for the-plalfie diffraction problem.
Shadow boundaries divide the space into differemtegz with different fields, and
they shown irFig. 9.
Incident Shadow

Boundary

v

Reflected Shadow A
Boundary

Zone |
Direct .
Diffracted L

Zone |
Direct
Reflected
Diffracted

Zone Il
Diffracted

Fig. 9: Shadow boundaries for the half-plane diffractiooljem [5, pp 15]
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Incident shadow boundary is at 180 degrees plusthigent angle f + ¢') from the

reference plane and the reflection shadow bountamlt 180 degrees minus the
incident angle f1 — ¢') from the reference plane.

B =¢-¢ and B =@p+@'are defined for the uniform diffraction coefficient

representing the angle of diffracted field plus amdus the incident angle of source
field separately.

The uniform diffraction coefficients are defined[&sp13]

0., (Lo9B)= S A" (BIF (k' (B )+ 0 (B)F (ka (5 )7

(d*(B)F(ka" (B7)) +d (B7)F (ka (B

(24)

Explanations for each component are described below
We started by working on four different combinagsaf functionsa(.) with 53 .

The functiora(.) is defined as [5, p13]
a*(B) =1+cos(B-2nN*mr ) 125

N~ is the integer which most closely satisfied theatipns
N =(B-m)i2nT (26)

N*=(B+ml2nrT (27)
andn=2-2 [5, p12] , wherev is the interior wedge angle.
T

The parametek = kL, wherek =271/ A [5, p13].
B

] H 2 1
: . . r'rsin .
L is known as the displacement parameter glven_layslf for a spherical
r'+r

wave.r'andr are the distance from source field to the difiacpoint on edge and
the distance from the diffraction point to the digloint.

The product ofk and functiora(.) are then substituted int(.) function

The reason why diffracted fields with coefficienfsUTD remain bounded across the
shadow boundaries is the followirg-function will tends to zero to cancel the
singularity diverged fromd-function in the transition regions surrounding fsuc
boundaries

F(Q)= W2 (5 -CE) - iG-S (28)

12



whereC(.) andS(.) are the Fresnel cosine and sine integrals respéctj6,

pp
297 -309]. The Fresnel integral f(x) defined by Bmea [7] is

et

The functiond(.) can be written as [5, p13]

T
4

dt = C(x) - jS(X) (29)

e Tt p
cot 30
2n/ 27Kk 2n (30)

d*(B) =-

It changes with variablds nand cotangent of variablgs andn. Variables are
B =@+ ahd B =p-¢. (31)

After working out the UTD coefficient, it is substied in to the diffraction process
described in Section 3.4.2 and the total diffradield fellows (23)

The total field is yielded by adding the differdiid components in the correct sense,
which can be determined by examining the field congmt directions at the incident
and reflected shadow boundari€sg( 10) [5, ppl4]. The total field can be expressed
as

Etot = Edir + Eref - Edir (32)

\lndicnl-::u component
direction

[Mrect component

Diffracted component

Reflected
component

Diffracted component /

(a) Incident shadow (b} Rellection Shadow
boundary boundary

Fig. 10 Field component directions for the half-planerdi¢tion problem [5,p15]
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Direct Field Magnitude with angle Reflection Field Magnitude with angle

1

1
0.8 1 087
— 06 =06}
— [ai]
] o
204 W4t
02 . 02r¢
0 : L : 1] : . :
1] 100 200 300 1] 100 200 300
Angle (degreg) Angle (degreg)
Diffraction Field Magnitude with angle Total Field Magnitude with angle
1 1
0.8 . 0.8 l
= 086 = 0B
] =
W g Y04
D 1 1 D Il Il 1
1] 100 200 300 1] 100 200 300
Angle (degree) Angle (degree)

Fig. 11Plot of the magnitude of the field components wgjl@ from the reference
plane

Fig. 11 contains four plots showing the magnitude of eawHdfcomponent
normalised with respect to the values of totaldfiiaNe can see the direct field is
constant and does not exist in the region afteridemt shadow boundary

(180 +75 =255). The reflected field is constant and does nottarishe region

after reflection shadow bounda@¥80 —75 =105 . The diffracted field is bounded
across shadow boundaries.

The total field plotshowsfor ¢ > 255 the total field is just the diffraction field and
for <105 the total field oscillates mainly due to the stagdwave produced by

the incident and reflected wave. Ffi5 < ¢< 255, the total field oscillates due to
the interference between the incident field anddiffeaction field

14



5. Field Propagation in a Cubic Space

This section presents the modelling of wave propagan a cubic space, similar to
an empty room, and we want to observe the waveagatmpn and power distribution
on a sampling area at a certain height from grotihdre are only direct and reflected
fields propagating in this space and we assumesfiate totally reflected when they
hit the walls around this cubic space.

The physical dimensions of this cubic space argvahn Fig 12 below.

The cubic space has a 10>n0 mx 10 m volume, the left bottom corner is set to
be origin and the transmitting antenna is 2 m lglgited at 2 m away from x and y-

axis referred to origin. The transmitting antenadiates spherical waves and fields
on the surface 2 m high from the ground is sampléd sampling area is at same
height with the transmitting antenna as illustrateBig 12

z-axis
y-axis
x-axis

Transmitting
Antenna

|
————b ==
10m

Vi 10m
om I !

Modeling Areg

Fig. TPhe physical dimension of the cubic space
Equation (7) was used for calculating direct field.

For calculating the reflected field, we used theéhnd mentioned in section 3.3. This
time we calculated the reflection points on 6 ptaaerd reflected fields via 6 planes.

We are interested in observing how much power weeive at the field point
compare with the power at source point thereforenegd to convert our modelling
results from field to power. In order to know tlaio between the receiving end and
the transmitting end of antennas, we need to calethe path gain.

The path gain in dB between 2 antennas is defised a
Path Gdb = 10Ioglo(%) (33)

where P, is the received power (W)
P is the transmitted power (W)

15



The field at the receiving antenna is [5, p20]
= _ Ui
E = a 34
r |E[0'[| 27T 4 ( )

where Er is the field at the field point.
[E| is the magnitude of total field at the field poin

The received open-circuit voltage is defined ap[)]
Voe =hIE, (35)

whereh is the complex effective length of the receivimjemna defined as

:—EJEaZ (5, p20] (36)
<\ 7

where R is the antenna radiation resistance and we assisnied

o

The rms power at the receiving antenna is

P = Mool [5, p20] (37)
" 8R
where we assumeR is 1.

Finally we got the result path gain in dB expresasd

P _ AY 2

10"3910?t =10log,, - [E| (dB) (38)

The full derivation of above steps is showrAppendix E
The modelling results of the path gain distribut@nthe sampling area are shown in
Fig. 13and14. We can clearly see that a circular area arouaddhirce point has no
ripple and the rest area is full of ripples.
The area with no ripple indicates the direct fisldhe dominant part of the total field
and the path gain decreases rapidly from the centitee circular area (source point)
outwards indicates the magnitude transmitted pal@ereases with path length.
The area with ripples indicates the interferencetsveen direct and reflected fields.

The ripple goes up when fields are in phase andep@iveach field adds up, when
ripple goes down when fields are out phase so powields cancel out.

16



Path Gain vs Distance

Path Gain (dE)

Distance (m) il 2

Distance (m)

Fig. 13Distribution of path gain resulted by direct anfleeted fields.

Path Gain vs Distance

Path Gain (dB)

Distance (m)

Distance (m)

Fig. 14 Magnitude of path gain resulted by direct and ctéld fields.

17



6. Floor Modelling of Radio Wave Propagation

This is the main investigation in the project and mterest is modelling the wave
propagation in an indoor environment with the cotapanal electromagnetic
techniques we have learned and predicting the pdigarbution in the environment.
The other topic we investigated is for the fieldsumd the edge, does the diffracted
field from the edge directly contribute more poveerthe field diffracted form the
edge first then reflected from the wall has moratdbution. We also modelled the
double-reflected fields around the corner to see huch they contribute to the total
power. An experiment was done by measuring the rpa#ingain within some areas
then we compared the modelling results with oureexpental measurements.

6.1 Introduction to the Indoor Environment

First of all, we need to know what kind of indoarveonments we are going to
model. The chosen environment is tHe for of School of Engineering and its
rough floor plan is shown iRig. 15 Appendix F

The rough floor plan was simplified and labelled fioore convenient and efficient
modelling as shown ifrig. 16 The floor has a volume around 10 m lond0 m
wide x 2.5 m high and there is a concrete core arounddhmx 7 m widex 2.5 m
high right in the middle on the floor. We assuniela planes on this floor are made
of concrete.

1.5m Tm 15m

158m

Plane 14

Conctete Core

BCoaue| 4
-~
El

P1

/ Plane 2a lﬁ'
R 15m

Corridor

|Transmittin o Artenns |

Fig. 18 he simplified and labelled floor plane for modail
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6.2 Direct Field Propagation Modelling

For modelling the direct field propagation in tHeof, first we need to know the
areas that direct field can reach and thereforenaexrl to find the incident shadow
boundaries for direct fields transmitted from tberge antenna on the floor.

Concrete Core

\\\§

.

|Transm|tt|ng Antenna|

\\\\

///////////%

Fig. 17 Incident Shadow boundaries for the direct fietshirsource
antenna.

In Fig. 17 the incident shadow boundaries (ISBs) indicatedtea that only direct
fields can propagate. We assumed that fields trateshfrom the source antenna can
not penetrate concrete therefore the ISBs are fines transmitting antenna to points
P2 and P3 to plane 4 and plane 2 respectively.X6)

Fig. 18 and 19 display the distribution and magnitude of path gairthe area of
direct field propagation. We can see from the gsaphat path gain drops
significantly when the field point moves away frahe source point. According to
the equation (7) we used to model the direct fidhd amplitude of the spherical
wave varies inversely with the distance, that iegplthe power measured by the
receiving antenna varies inversely with the distesguared.
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Path Gain vs Distance

Path Gain (dB)

Distance (rm) E

Distance (rm)

Fig. 18 Distribution of path gain resulted by direct figltbpagation.

10 Path Gain vs Distance

Path Gain (d5)

Distance (m) g

Distance (m)

Fig. 19Magnitude of path gain resulted by direct field gagation
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6.3 Reflected Field Propagation Modelling

It is more complicated to deal with reflected fidglthn direct field in an indoor
environment due to the complexity of consideratiams modelling. In an indoor
environment, fields can be reflected several tilnesveen planes and therefore the
difficulty to calculate the reflection paths incsea. Reflection shadow boundaries
will become more difficult to be determined; theeotation of each reflected field
changes; the material (reflection coefficient) @icle plane may be different; the
magnitude of a reflected field changes when iexf each time.

Compare this simplified ®8floor of School of Engineering with the previousbic
space problem, there is an additional square ctencoee in the middle from ceiling
to ground and we assume all the planes, includaiing and ground, are made of
concrete and fields can not penetrate through.

6.3.1 Single Reflected Field

In this section we will only consider single retied fields and observe the path gain
around corridor.

The first thing is to determine reflection shadowubdaries constrained by the
concrete core for single reflected fieléfsg. 20 shows reflection shadow boundaries
on each plane and this can help us divide the dmrrinto sections and in each
section we can know the limit that single reflectitds can reach from each plane.
For example, the top-left diagram kig. 20 shows the region that single reflected
fields can reach via plane 1.

The relation between the transmitted power andebeived power can be expressed
as Two-Ray Mode[8] as illustrated irFig. 21. The received signdPr for isotropic
antennas, obtained by summing the contribution feach ray, can be expressed as:

A V1 1 ’
P = Pt(—] —exp(jkr,) +T'(a) —exp(-jkr,) (39)
4rr) |r, r,

where Ris the transmitted power (W).
P: is the received power (W).
r1is the direct distance from transmitter to receivey.
r, is the distance through reflection on plane (m)
I'(a) is the reflection coefficient depending on thelaraf incidence

a and polarization.
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Fig. 2T'wo-Ray Model of reflected field
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The reflection coefficient is given by
cosd —ay/&, —sin® @
reo) = (40)
cosd +a,/&, —sin’ 6
whered =90-a

a= % or 1 for vertical or horizontal polarization, resgpively

&, = relative dielectric constant of the plan, whick uses, = 6 for
concrete.

Compare the Two-Ray Model equation (39) with thin ggin equation (38) we have
derived in the cubic space example, we can seeethgon between received power

2
and the transmitted power is equal to a con{t;fmj multiplied by the magnitude
T

of field at receiving point.

6.3.2 Double Reflected Field

In this section we will observe how much power thheubled reflected field
contribute to the path gain in the model. If theeeff on path gain is significant, we
will continue to model the triple reflected field.

The first thing for modelling double reflected fislis to know their reflection paths
and shadow boundaries, therefore, we need to défeneeflection points on planes.
The concepts are similar to what we have done fodetling single reflections and
this time we will apply these concepts on two ptane

According to Fermat’s principle, we need to fine tshortest double reflection path
between two points, and this is illustratedrig. 22

The image points of point A and point B in planarid plane 2 are labelled with A’
and B’. A line is drawn from A’ and B’ and the imsections with plane 1 and plane 2
are the reflection points for double reflectionmeal R1 and R2, and the path that
links A, R1, R2 and B is the path of double refieat

Fig. 23 shows two kinds of reflection shadow boundariedafble reflection. In this
model we considered the areas (shaded with liteg)anly double reflected fields
can reach because direct and single reflectedsfegld dominant fields in the regions
overlapped with the regions within double refleclietts.
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Fig. 22lllustration of reflection points and the path @iudble reflection.

Concrete Core

=

‘ Transmitting Antenna‘

Fig. 23Two kinds of double reflection shadow boundaries

Fig. 24andFig. 25show the distributions and magnitudes of path gegsalted from
single and double reflected fields. Fig. 25 we can see the path gains resulted from
single reflected fields are in the range betweeQ &8 to —60 dB gradually
decreasing with distance. The areas only contaibléareflected fields are relatively
small with path gains around —67 dB. We concluded tlouble reflected fields do
not contribute significant power in the areas aésncident shadow boundary.
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Path Gain vs Distance

Path Loss (dB)

Distance (m)

Fig. 24 Distribution of path gain resulted by single andible reflected field
propagation.
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Fig. 25 Magnitude of path gain resulted by single and teuteflected field
propagation.
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6.4 Diffracted Field Propagation Modelling

Points on the sampling area all have fields thétadited from the edges of the
concrete core.Fig. 26 below shows field points have diffracted fields comingnfr

different edges of the concrete core.

Path2 | Concrete Core
Path 3 /
L'

| Transmitting Antenna |

Fig. 26 Diffracted fields from the edge of the concreteecor

Distribution of path gain resulted by diffracte@lfis are shown oRig. 27 and the
magnitude can be seen more easilyan 28

We can see from the graphs that areas around thersoof the concrete core have
higher path gain resulted by diffracted fields th@ath gain along corridor, that is
because the diffracted fields are diffracted ondtiges of the corners. Path gain of

diffracted field around the corner P1 can go tauacb—50 dB; around the corners P2
and P3 drops to —60 dB; and around the farthestecdrom the source point is

around —110 dB.

26



Path Gain vs Distance
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Fig. 27 Distribution of path gain resulted by diffracteeld propagation.

Path Gain ws Distance

-0

Ly e
e

AN
L

i

10

-a0

-B0

[} o
= o o

=
(ap) ues yieg

-100

-110

-120

Distance (m

Distance (m)

Fig. 28 Magnitude of path gain resulted by diffracted fipldpagation.
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6.5 Diffracted Plus Reflected Fields Propagation Mdelling

As illustrated inFig. 29 another condition would be a field point hasdgetiffracted
from the edge and also fields reflected via a plgiom the edge. Compared these
two components, we found that the diffracted fidldsn the edge directly to the field
point are dominant.

— | Diffraction only |

| Diffraction + Reflection |

Concrete Core

P2

}

| Incident Field |

Fig. 29A field point has fields diffracted from an edgedaiso reflected via a plane.

6.6 Total Field Propagation Modelling

For modelling the distribution of path gain of tiotield along the corridor, we added
up power distributed by each component field (djreingle and double reflected,
diffracted, diffracted and reflected) then converte path gain. The distribution of
total path gain is shown dfig. 30 and magnitudes can be seen more easillign
3L

Generally we can see that the area close to theespoint has larger path gain, then
it decreases with the distance away from the soywomt. Path gain drops
significantly when direct and single reflected diglcan not reach, and diffracted field
become dominant.
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Path Gain by Total Fields vs Distance from Source Point

Path Gain (dB)
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Fig. 30 Distribution of path gain resulted by total figidbpagation.
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Fig. 31 Magnitude of path gain resulted by total fieldgmgation.
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7. Experimental Measurements and Analysis

Our modelling results were compared with experirakergsults to analyse is UTD a

suitable technique for modelling radiowave propigein indoor environments. The

experiment was set up with a signal generator adedeto a source antenna, a
receiving antenna and a computer for collectinga.dhat the modelling there is no

obstacle on corridor so the time we did the expenitwas when not many people
were walking around corridor in order to have mamilar conditions.

As illustrated inFig. 32, the source antenna was placed at the middleeotomer of
corridor. The receiving antenna was first placethatmiddle of corridor 0.7 m away
from the source antenna and rotating 360 degreesder to collect 360 path gain
samples then the computer calculated the meangaathof that 360 samples, then
the receiving antenna was placed another 0.7 rhfugway and another mean path
gain was calculated from another 360 samples. §aoeesses were repeated along
the corridor until 41 mean path gains were collgcte

Mean path gains at the same positions in the nmindelNere picked and compared
with the data from experiment. Factors such asna#tgon and cable loss were
eliminated and the comparisons are showfigr33 andFig. 34

1.5m 7m 1.5m
-
e o e o e o e o e o . @ }1.5“1
L
—_—

m

Concrete Core

] RRRERY ]

| Transmitting Antenna | [ Receiving Antenna__|

Fig. 3¥ean path gains were measured around the corridor.

Comparison shows in the region that direct field oeach, path gains obtained from
our modelling and experiment have no much diffeesndut in the region around
corner, path gain in our model is around 10 dB @igihan experiment, after some
distances, path gain in our experiment becomesndr@0 dB less than experiment,
than is about 100 times difference in terms of powe
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Comparison between the model and
the experimental results
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Fig.33 Path gain of model and experimental measuremésmg aorridor from
source point to left-top corner.

Comparison between the model and
the experimental results
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Fig.34 Path gain of model and experimental measuremémng aorridor from left-
top corner to the right-top corner.
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Differences between the results of our modellind experiment may due to various
factors in the actual physical environments and etimd) techniques we used. In the
half-plane diffraction problem, UTD was applied caiculating the diffracted fields

on the edge of a perfect conducting material, buhe physical environment, fields
were diffracted on a dielectric material (concrieteur experiment). In the modelling,
we only considered diffracted fields on the edggzoaitions with same height as the
source point and receiving antenna, but in reafiglds can be diffracted at every
point along the edges.

In the regions that direct fields can reach, oudebling results are quite close to the
experimental measurement. However, in the regibasdirect fields can not reach,
we only considered single, double reflected fieddd diffracted fields. In the actual
environment, there must more refected and diffchfitdd.

8. Conclusions

Fermat’'s principle established the foundation aissical geometrical optics and
described the behaviour of ray, but it is limiten describing the phenomenon of
high-frequency electromagnetic field. Modern gearnat optics (GO) fails to
describe the behaviour of total electromagnetildfie space due to the concept of
field in the shadow region is not included. Kelesttended the GO to geometrical
theory of diffraction (GTD) by adding diffractedefds, but the predicted fields at
shadow boundaries become infinite which is impdesib nature, therefore GTD is
not a uniform solution for solving all high-frequsnelectromagnetic field problems.
Kouyoumjian extended GTD to uniform theory of difftion (UTD) by adding a
transition function into the diffraction coefficiemnd the diffracted fields remain
bounded across the shadow boundaries, thereforhese UTD as the technique for
modelling radiowave propagation in indoor enviromtse

Three types of fields were investigated in thisjget direct, reflected and diffracted
fields and we assumed all these fields are spHeniases radiated from a source
antenna. The calculations of these three typesetdsf were based on using ray-
methods. For direct field, the amplitude variesrsely proportional with distance.

For reflected field, the first thing is to find thecation of the reflection point on
plane, then the reflection process can be desasb#he parallel and perpendicular
components of the incident field at the point oflestion, multiplied by the
divergence factor of spherical wave, and the plsagein terms with reflection path
length, and the reflection matrix which is usedindicate that the parallel and
perpendicular components of the incident field @ected independently of each
other.

For diffracted field, the first thing is to findéHocation of the diffraction point on the
edge, then the diffraction process can be desasbine components of the incident
field at the point of diffraction, multiplied by éhdivergence factor of spherical wave,
and the phase shift in terms with diffraction p&hgth, and the diffraction matrix
which is used to indicate that the parallel andpeedicular components of the
incident field are diffracted independently of eather.
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The half-plane example was used to illustrate witt the implementation of UTD,

diffracted fields remain bounded across shadow Baues. In the region behind the
incident shadow boundary, there are only diffradiettls. In the region before the
reflection shadow boundary, direct, reflected aifttadted fields exist, direct and

reflected fields are dominant and causing interfegs. In the region between two
boundaries, there are direct and reflected fietdsdirect fields are dominant.

A simple model was built to demonstrate radiowanappgation in a cubic space. We
assume there is no obstacle in the cubic spacdieldd are totally reflected when
they hit the walls, so there are only direct aniteoted fields. The modelling result
shows the sampling surface is smooth due to theirdorhdirect field in the area
close to the source point, then the sampling serfaontains ripples due to
interferences between direct and reflected fields.

Then the cubic space was extended to a more caatgadiecndoor environment. In our
modelling, the 8 floor of School of Engineering is simplified tacabic space with a
concrete core in the middle of the floor. All wallere assumed to be concrete and
plat lanes and we modelled the field propagati@umd the corridor. The aim of this
modelling is to understand power distribution iniatioor environment by modelling
the wave propagation. Modelling was processed ligndiing the environment into
different zones with different field propagation.

The modelling results were compared with experimenmteasurements we took on
8" floor of School of Engineering. We found that e tregions that direct fields can
reach, our modelling results are quite close tonleasurements, but in the regions
that direct fields can not reach, experimental mesaments of power distribution can
go up to 20 dB higher than what we predicted in eho@he differences may be due
to factors such as in the modelling of UTD, fiel® diffracted on the edge of a
perfect conducting material, but in our measuremeentronment fields are diffracted
at the edge made by concrete. Diffracted fieldsun modelling we only considered
those at positions on the edges same height asadilwee and receiving antenna,
double and diffracted fields in the regions tha¢glaot include direct field. In reality,
fields are diffracted at everywhere along the edgekthere must be more fields than
single and double reflected fields in the regidret tirect fields can not reach. From
the modelling and experiment, we concluded that US Bot a suitable technique for
modelling radiowave propagation in indoor envirombse

Recommendations for further development of thisigmtocan be including more
types of fields rather than just double reflectiettt in order to increase accuracy, or
searching other techniques for modelling radiowgmepagation in indoor
environments. Modelling and experiment can be @eee with obstacles between
source and receiving antennas in order to be miondas to the situation when
wireless LANs are usually used during day timeeality.
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Appendix A: Location of the Reflection Poift, p7]

A point on the plane is defined Bs= A + B + tC and the perpendicular projection
of source point on the plane$s. The unit vector, normal to the plane is
_ BxC

a, = Al
= Txq] (A1)
Other position vectors can be expressed as
S=S +Uua, (A2)
S =A+sB+tC (A3)
Substitute (A3) into (A2), we g&=A +sB +t'C +Uu’a, (A4)
S-A=sB+tC+ua, (A5)

Rearrange Equation (A5) in matrix form:

S' BX C:X anx SX - A(
t|= By Cy a, Sy - A\/ (A6)
u] |B, C a ||[S-A

When (A6) is solved fou’, substitute into (A2) to calculate the positiortteg S'.

The image of the source point in the plane canxpeessed as
85+ 28 -9 A7)

The position oR can be expressed as

=" +u"(F-S") (A8)
and R=A+sB+tC (A9)
Rearrange (A8) and (A9) we get
S’ B+t'C+u’(S"-F)=S"-A (A10)

Equation (A10) expressed in matrix form is

s'] |B. Co S-F||S A
t"(=|B, C, S,-F, [|S,—A (A1)
u] |[B, C, S,-F|[S-A

Then substitute u” into (A8) to find the reflectipointR
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Appendix B: Reflected Field Calculatiofs, p8]

The reflection processes can be described as

Ié”'(F) — R I§|i|(R) — jkr
{EE(F)} R{EE(RJAR(”e ®Y

where the field quantitieélil(R and E‘D(R) are the parallel and perpendicular
components of the incident field at the point dfe@ion. They can be expressed as

E|i| (R) = & [E' (R) (B2)
EL(R) =a, [E'(R) (B3)
a . anda; are the unit vectors can affect the polarisatibrag, they can
be calculated from the cross products that existden a,.and a, shown inFig. 5

—_ a‘r' X an
aIZI'_‘a xa‘ (B4)
T’ n
8 = a. xay (B5)
The total reflected field &, E' (F), is
E" =E/(F)a +E/(F)a, (B6)
—_— aT Xan
wheredy =——— (B7)
2 xa|
8 =a, xa; (B8)

The divergence factoA; (r fQr the spherical wave incidence is same as (6)

The GO reflection matrixR is given by [5, p8] and [1, p77]

—~ |R O 1 0
R= = (B9)
0 R, 0 -
The reflection matrix indicates the parallel andpeadicular components of the
incident field are reflected independently of eatier [5, p8]
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Appendix C: Locating the Diffraction Poinb, p9]

The position of any poirf in Fig. 6on the edge can be defined as
=P + uE (C1)

Assume a diffracted ray travels from a source p&@nib a field pointF via a
diffraction pointP = Q on the edge. The wedge is configured by veciyrg; a
reference plane vectors and the internal wedge angle

To calculateQ it is first necessary to calculate the perpendrcplajections of the
source and field points upon the edge, S’ and $peetively [5, p9]

Unit vectors@,,_, &, and &;_ can be calculated as

A, = H = (C2)
_a,x(0-9

2 ‘ans <(D— S)‘ (C3)

abS = acS X anS (C4

The projection oD —Son &_is &, [(D —9) qC

where SI_S = (abS IJD - S))abS
S =S+(a, D -9))a, (C6)
The similar way to find®’ [5, p9] and we can get
F'=F +(a, D -F))a, (C7)

Two similar trianglesASQSand AFQF' shown inFig. 7 can be used to determine
the location o).

A F

S g

Fig.ODiffraction Point Calculation [5, p11]
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If g represents the function of the total distance f&rno F' of Q, that

qF'-S]| _ (1-q)|F'-S|

S-S IF—F
S-S

S—S|+|F - Fi

=q=

Then the diffraction poin® is found as

€' +q(F -9)
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Appendix D: Diffracted Field Calculatiols, p11]

The unit vectorsa¢, aﬁ' , 4, and a/; in Fig.6 can be determined when we

know Qg (= ans = 3'-.1f ) is the unit vector in the direction of the edtpen

_ ag ><<'ilT
‘ a. xa. ‘ aCs (D1)
A =& X3y (D2)
_ & Xag _
a,=
‘aT X a ‘ (D3)
A =& X3, (D4)
The diffraction angles3, ', ¢ and¢' can be calculated as
B=p = arccoE—(F“;?)QTiE ] (D5)
- a, Xa
¢ = atan2 %, Ha, xa) (D6)
-a, (&,
-a, a,xa)
Q= atan S (D7)
-a, &,
where atan?2 is the four-quadrant arctangent [5] p11
The diffraction process can be described as [5] pl1
Ed(F E'
) =-D [ potrne™
Ed(F) (08)

=i =i
E,B' (Q) and E¢ (Q) are the soft and hard polarised components ofi¢feb at
the point of diffraction, which

E;(Q) =a, [E'(Q (09)
E,(Q) =a, (E'(Q) (010)
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For spherical wave incidence, the divergence fagtor',r) [5, p12] is

I

A1) = |— D1(1)

r(r+r')

The diffraction coefficient matriD for the ray-fixed coordination system is given

by [5, p12]
_ [D, ©
D = 0 D, D12)

This matrix is diagonal so the parallel and perparidr components of the incident
field are diffracted independently of each other.

The total diffracted field &, is

E‘(F) = E5(F)a, +ES(F)a, (D13)
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Appendix E: Derivation of Path Gain

The field at the receiving antenna is
s _ Ui
E = —a El
- =[Eah e, ED

The received open-circuit voltage is

N

V.. =h(E (E2)

where h is the complex effective length of the receivimgesna

=-= |—a, (E3)

U
<

_ 2/ ne 2 PR 1 e
C__E %az I:I:Etot| Z_Z;az__E|Etot| t_2Rr__E|ET°t| 2P‘R’ (E4)

k:2_n
A
SO
2
[V |2 (2/177) |Etot|2 IIF)th
=P = = and assume RamRd= 1 (E5)
8R 8R
P AV 2
= =] — E6
()l )
_ P AN e
SO Path Ganft@[l]oglo(F“):1OEI]og10 = [Ey| dB (E7)
T
t
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Appendix F: TheRough Floor Plane of thé"®f School of Engineering
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Fig. 15The floor plane of the"8floor of School of Engineering.
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