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ABSTRACT Context: Software team formation is an important project management activity. However,
forming appropriate teams is a challenge for most of the companies.Objective: To analyze and synthesize the
state of the art on the software team formation research. Additionally, we aim to organize the identified body
of knowledge in software team formation as a taxonomy. Method: Using a Snowballing-based systematic
mapping study, 51 primary studies, out of 2516, were identified and analyzed. We classified the studies
considering the research methods used, their overall quality, and the characteristics of the formed teams and
the proposed solutions. Results: The majority of the studies use search and optimization techniques in their
approaches. Also, technical attributes are the most frequent type considered to build individuals’ profiles
during the team formation process. Furthermore, we proposed a taxonomy on software team formation.
Conclusion: There is a predominant use of search-based approaches that combine search and optimization
techniques with technical attributes. However, the adoption of non-technical attributes as complementary
information is a tendency. Regarding the research gaps, we highlight the level of subjectivity in software
team formation and the lack of scalability of the proposed solutions.

INDEX TERMS Team formation, software development, software engineering, software project planning,
systematic mapping study.

I. INTRODUCTION
Software Project Management (SPM) includes a set of activ-
ities to deliver a software product and related artifacts (e.g.,
source code, models, test case, and documentation) to accom-
plish specific goals while satisfying a set of constraints [1].
A widely used model of SPM constraints, suggested in
the Project Management Body of Knowledge (PMBOK),
is known as the triple constraint that include cost, time, and
scope. In the software industry, it is common to classify
projects that satisfy the triple constraint as successful [2].

Delivering software projects adherent to the constraints is
still a significant struggle for software companies [3]. In this
context, human resource allocation plays a critical role [4]
since people are directly involved in all software development
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activities. Therefore, forming an appropriate project team is
an essential activity for SPM. For this study, we define an
appropriate team as the most suitable configuration of the
software development team (i) to properly perform activities
of software development and (ii) to be compliant to the
project’s triple constraint.

Forming appropriate software teams is a challenge for most
of the companies. Traditionally, the teams are formed based
on the experience, subjective perception, and instinct of the
managers, resulting in a non-automated, human dependent,
and error-prone process, due to the problem’s complexity [5].
The problem’s complexity is associated with the number
of considered criteria during the decision making process.
Studies have presented relevant attributes to form a software
development team. da Silva et al. [6] performed qualita-
tive research and identified several attributes that managers
consider to select team members such as technical abilities,
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availability, project importance, individual cost, productivity,
behavior, and personality [6]. Gilal et al. [7] investigated the
use of members’ personality types and genders to form soft-
ware development teams. Tsai et al. [8] proposed a method
for human resource selection based on the individual’s pro-
ductivity and salary. André et al. [4] presented a formal model
for assigning human resources to software project teams
using attributes such as programming language proficiency,
graphic design abilities, product knowledge, teamwork, nego-
tiation skills, proactivity, personality types, independence,
and capacity to control. Chiang and Lin [9] proposed a frame-
work for assisting a software company for making decisions
regarding team formation based on project duration with
labor skill and budget constraint.

Given the high diversity of attributes to be consid-
ered, the complexity of building appropriate teams rises
fast with the increasing number of available candidates.
Lappas et al. [10] showed that this problem is NP-hard. As it
is widely known, solving NP-hard problem by evaluating
all possibilities becomes fastly prohibitive. Hence, building
appropriate teams without the support of proper tools can be a
time-consuming, error-prone, repetitive, and exhaustive task.

Several solutions (e.g., methods, techniques, guidelines,
and processes) have been proposed in the Software Engi-
neering community and by industrial practitioners, aiming to
address the software team formation problem. The solutions
are based on technical and non-technical attributes (or both).
For instance, Di Penta et al. [11] investigated the use of
search-based techniques to support software project manage-
ment, showing how they can be used to address problems of
(i) allocating staff to teams, (ii) staffing level adjustment, (iii)
reduction of project fragmentation, (iv) team formation based
on the expertise of the candidates and (v) the required knowl-
edge to deliver the given work package. Costa et al. [12]
proposed a Genetic Algorithm combined with tag-based pro-
files to represent the developers’ technical skills to form
multiple software project teams. Finally, Majumder et al. [13]
presented an approach to find socially close teams and a
division of the task among team members, aiming to cope
with allocation overload problems.

According to Petersen et al. [14], as a research area
matures, the number of reports and results made available
also increases, and it becomes important to summarize and
provide an overview. Therefore, given the relevance of the
software team formation problem and the diversity of avail-
able solutions, it raises the need to structure the field system-
atically. To the best of our knowledge, we did not find any
exploratory studies directly related to software team forma-
tion in the literature.

Aiming to address this research gap, we performed a
Systematic Mapping Study (SMS) [14] with the purpose
to characterize the state of the art on software team for-
mation. For doing so, we conducted the SMS following
the guidelines given by Wohlin [15] for the Snowballing
procedure. As a result, we analyzed 2510 papers, resulting
in 51 relevant, which we further classified into 40 studies.

Moreover, we used the data collected in this study to propose
a taxonomy to organize the knowledge on the research topic.

The results discussed in this SMS can benefit:
• researchers who are interested in comprehending the
state of the art on the software team formation. The
systematic classification of the existing research pro-
vides a body of knowledge for deriving hypotheses and
identifying new areas for future research;

• practitioners whomay be interested in understanding the
reported solutions in terms of methods and techniques to
support the software team formation.

The remainder of this article is structured as follows.
Section II presents the methodology used to conduct this
SMS. Section III discusses the results of the SMS. Section IV
details the proposed taxonomy. Section V shows the threats
to validity. Section VI presents the final remarks as well as
the main future works opportunities.

II. METHODOLOGY
We executed a Snowballing-based SMS [14], following
the guidelines presented by Wohlin [15]. In what follows,
we detail the study’s protocol.

A. RESEARCH QUESTIONS
The objective of this SMS is to provide an overview of the
state of the art on software team formation research. There-
fore, we formulated the Research Questions (RQs) shown
in Table 1.

B. SEARCH METHOD
The Snowballing procedure focuses on the analysis of a
seed set of papers, regarding the papers’ reference (back-
ward snowballing) and citation (forward snowballing) lists.
Therefore, an essential task to apply the Snowballing is to
determine the seed set. For this purpose, we established a
search string, discussed in Section II-B1, and used Google
Scholar as the reference search engine. Wohlin [15] recom-
mends Google Scholar to avoid bias in favor of any specific
publisher. Afterward, we used the selection criteria shown
in Section II-C to analyze the papers identified through the
search. As a result, we defined the seed set and started the
snowballing iterations. Figure 1 shows an overview of the
executed procedure.

1) SEARCH TERMS
To define the search terms, we selected a set of previ-
ously known papers related to the research topic. Then,
we extracted the relevant terms from these papers’ titles,
abstracts, and keywords. A very common term in the context
of software development is team formation, however, other
terms are also frequently used in the related literature such
as team allocation, team selection, team composition, and
team configuration. Additionally, the term human resource
allocation is also related to papers on the scope of this study.
Thus, we combined it with the previous ones to complement
the search. In what follows, we present the search string:

145688 VOLUME 8, 2020



A. Costa et al.: Team Formation in Software Engineering: A Systematic Mapping Study

TABLE 1. Research questions of the study.

FIGURE 1. Snowballing procedure presented by Wohlin [15].

(‘‘team formation’’ OR ‘‘team allocation’’ OR
‘‘team selection’’ OR ‘‘team configuration’’ OR
‘‘team composition’’ OR ‘‘human resource for-
mation’’ OR ‘‘human allocation resource’’ OR
‘‘human resource selection’’ OR ‘‘human resource
configuration’’)

Following the guidelines presented in [15], we set the
search parameters to return papers based on the title match,
with at least one of the terms, and only for 2016, the year
before the beginning of this SMS. The year constraint does
not negatively impact the study since previous papers are
supposed to be found during the backward process. In the
same way, papers from later years should appear during the
forward process.

C. SELECTION CRITERIA
The selection criteria (i.e., inclusion and exclusion
criteria) considered in this study were divided into three
phases: general exclusion, basic criteria, and advanced
criteria.

1) GENERAL EXCLUSION
In this phase, we aimed to eliminate irrelevant studies for our
SMS. We considered irrelevant the studies that met at least
one of the criteria listed following:

1) Papers published before the 21st century (i.e., before
2001).

2) Papers not written in English.
3) Duplicate or already analyzed papers.
4) Secondary studies.
5) Short papers or expanded abstracts.
6) Technical reports, dissertations, thesis, or books.
7) Papers not published in journals, magazines, confer-

ences, or workshops.
8) Primary studies that do not present a method, proce-

dure, model, methodology, (semi-)automated support,
guidelines, or any criteria that explicitly provide means
to form software development teams.

2) BASIC CRITERIA
In this phase, we randomly chose peer reviewers to analyze
the remaining papers’ titles, abstracts, and keywords from
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the general exclusion phase. Therefore, we classified them
according to the procedure defined in [16] as:
• Relevant: papers related to software team formation.
• Irrelevant: papers not related to software team forma-
tion.

• Uncertain: papers in which the information available
in the titles, abstracts, and keywords are insufficient or
inconclusive to classify the papers as relevant or irrele-
vant.

Ali et al. [16] suggest six levels of agreement between
reviewers, presented in Figure 2. The A and B levels mean
that at least one reviewer classified the paper as relevant, and
consequently, it will pass to the next phase. B indicates that a
reviewer classified as uncertain, but the paper will be included
so we can minimize the risk of discarding any relevant study.
This decision has no negative impact on the final set of papers
because if it is not relevant, it will be discarded in the next
phase. TheC level means none of the reviewers are sure about
their classifications, and an additional assessment is required.
In this case, both reviewers do a careful reading, in which they
start from the introduction of the paper and, if not sufficient,
they go to the conclusion section. D and E indicate that
reviewers disagreed, and they must discuss the reasons that
led them to that classification. If there is no consensus, a third
reviewer is called in to make a final decision. Finally, F level
means the reviewers agree that the paper is not relevant, and
it must not be included.

FIGURE 2. Levels of agreement between reviewers. Image extracted
from [16].

3) ADVANCED CRITERIA
In this phase, we fully evaluated the papers by performing as
complete as possible reading. For this purpose, once more,
we randomly chose two reviewers (data extractor and data
checker) to evaluate the remaining papers from the previous
phase. The data extractor was responsible for evaluating the
quality of the papers (Section II-D) and for extracting data
from them (Section II-E).Then, the data checker reviewed
all the extracted data to confirm their correctness, follow-
ing the guidelines suggested by Brereton et al. [17] and
Staples and Niazi [18].

D. QUALITY ASSESSMENT
To determine the quality of the papers, we considered 11 cri-
teria proposed in [19]. After a complete reading, the data
extractor evaluated each criterion using a Boolean scale

(i.e., 0 or 1). Next, the data checker reviewed the answers
and, in the case of divergence, the reviewers discussed with
each other and tried to reach a consensus; otherwise, a third
reviewer would be requested. The 11 criteria can be observed
as follow:

1) Does the paper represent scientific research?
2) Are the research objectives clearly defined?
3) Is there an adequate description of the context in which

the research was carried out?
4) The research design was appropriate to address the

aims of the research?
5) Was the recruitment strategy adequate to the research

objectives?
6) Was there a control group to compare the treatments?
7) Was the data properly collected to address the research

problem?
8) Was the data analysis sufficiently rigorous?
9) Was the relationship between the researcher and partic-

ipants considered to an adequate degree?
10) Is there a clear definition of the findings with credible

results and justified conclusions?
11) Does the study provide value for researchers or practi-

tioners?

E. DATA EXTRACTION
To acquire quantitative and qualitative data to answer our
research questions accurately, we extracted the following
data:

1) Document title.
2) Authors.
3) Publication year.
4) Publication channel.
5) Research question type (Table 2).
6) Research result type (Table 3).
7) Research validation type (Table 4).
8) For which software development methodology the

study aims to form teams.
9) The geographical distribution of the teams.

10) The role composition of the teams.
11) The type of attribute considered to form teams
12) The type of attribute assignment.
13) The technique used to form teams.
14) The objective of the proposed solution.
15) The output of the proposed solution.
16) The type of assessment used to validate the proposed

solution.

The items research question type, research result type
and research validation type were provided from the clas-
sification presented by Shaw [20] and can be seen in the
Tables 2, 3 and 4, respectively.

III. RESULTS
This section outlines the results of the SMS regarding the
research questions. Section III-A presents the results of the
search process and of classifying the selected studies given
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TABLE 2. Research questions types. Classification extracted from [20].

TABLE 3. Research result types. Classification extracted from [20].

the publication channel. The subsequent sections present
proper answers to the study’s research questions. We released
a link with supplementary material of the research.1

A. GENERAL RESULTS
During the Snowballing procedure, a total of 2516 papers
were evaluated with the selection criteria defined in
Section II-C. We analyzed 112 papers to build the start set
and chose seven relevant ones. Next, we performed five
Snowballing iterations and evaluated 2404 additional papers.

1https://bit.ly/2lB44LA

TABLE 4. Research validation types. Classification extracted from [20].

As a result, we selected an additional 44 relevant papers.
At the end of the search process, we identified 51 relevant
papers, published between 2001 and 2018. Table 5 shows the
distribution of the papers’ evaluation throughout the itera-
tions. In each iteration, we performed the backward and for-
ward Snowballing procedures. Table 8 (Appendix) presents
basic information of each included paper, which consists of
paper/study identification, paper title, Snowballing phase in
which the paper was found, and the paper reference.

Figure 3 shows the distribution of papers according to the
publication channel from 2001 to 2018. Out of 51 papers,
51.00% are published in journals, 35.30% in conferences,
7.80% in workshops, 3.90% in Symposium, and 2.00% in
magazines. Observing Figure 3, we notice an increasing
number of publications over the years but in a non-linear
way. In 2001, 2002, and 2007, we did not find any pub-
lished papers. Before 2008, the number of papers is smaller
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FIGURE 3. Distribution of the papers according to the publication channel from 2001 to 2018.

TABLE 5. Statistics of the Snowballing iterations.

compared to the last decade (2008-2018). We believe there
is a recent growing interest in the research area, with an
evident peak in 2016. The reduced number of papers iden-
tified in 2018 is due to the search process, in which the
last Snowballing iteration was executed in February 2018.
Therefore, the reader should not interpret the reduced number
of identified papers in 2018 as a lack of published papers.

Since multiple papers might be published as results of
a research study, to avoid bias in answering our research
questions, we classified the included papers into studies. The
classification was based on analyzing the papers’ authors.
The paper chose to represent the study on our analysis was
based on the most recently published research (by year) and,
in the case of a tie, the one which obtained the highest score
in the quality assessment. For instance, the papers P04 and
P05 were considered the same study (S04). The authors first
published the research in a conference and then submitted an
extended version, which was published in a journal. Although
both papers were published in the same year, we chose P04 to

represent the study S04, because it achieved a higher quality
score.

B. RQ-1.1: WHAT RESEARCH METHODS HAVE BEEN USED
IN SOFTWARE TEAM FORMATION STUDIES?
According to Figure 4, most studies seek to answer questions
about Method or means of development (85.00%), followed
by Method for analysis or evaluation (12.50%) and Design,

FIGURE 4. Classification of the studies according to the research question
type.
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evaluation, or analysis of a particular instance (2.50%).
We believe Method or means of development outstands the
other categories due to the nature of the identified studies:
solve a software engineering problem, namely, the team for-
mation problem in the context of software development.

Figure 5 shows the classification of the studies regarding
the research result types. 65.00% presented a Procedure or
technique, 17.50% a Tool or notation, 10.00% an Empirical
model, 2.50% a Qualitative or descriptive model, 2.50% a
Report, and 2.50% a Specific solution, prototype, answer,
or judgment. The higher percentage of Procedure or tech-
nique is justified because most studies present solutions to
automatize the team formation process, which endorse the
findings of the previous research question (R-1.1).

FIGURE 5. Classification of the studies according to the research result
type.

Figure 6 presents the distribution of the studies according
to the research validation types. Most of them used Anal-
ysis (47.50%), followed by Evaluation (32.50%), Example
(15.00%) and Blatant assertion (2.50%). In studies that use
Analysis as the validation type, the authors usually choose
specific metrics to check the quality of the achieved results.

On the other hand, studies that use Evaluation count on
the presence of specialists, usually managers who are familiar
with the software projects. These managers manually choose
their teams and then compare them to those provided by the
proposed solution or, in other cases, they qualitatively eval-
uate the teams provided by the solution. Table 9 (Appendix)
presents the classification of each included papers, regarding
research data.

C. RQ-1.2: WHAT ARE THE CHARACTERISTICS OF THE
RECOMMENDED SOFTWARE TEAMS?
To answer this question, we focused on four points we believe
represent the main characteristics of the recommended teams:
(i) to identify for which software development methodology

FIGURE 6. Classification of the studies according to the research
validation type.

the researches aims to form teams; (ii) to determine how the
formed teams are geographically distributed; (iii) identify the
role composition of the formed teams; (iv) identify the types
of attributes used to form teams and how their values are
assigned.

Software development methodologies are usually classi-
fied into plan-driven or agile [21]. In the former, all activities
are planned in detail, and progress is evaluated in comparison
with the initial planning. In the latter, planning is gradual, and
it is easier to change the process to reflect customers’ chang-
ing needs. Depending on the target development methodol-
ogy, the desired characteristics of the teams may vary. For
instance, plan-driven teams usually are document-oriented
and composed of specialists such as software architects and
system analysts.

Conversely, agile teams prioritize communication over
documentation; thus, they can be more collaborative. 15.00%
of the identified studies claim to form agile teams. However,
the majority (85.00%) does not specify the target method-
ology. Scrum and Extreme Programming are the only agile
methods specified, but just in two studies. Most of the pro-
posed solutions to form agile teams use data from agile
projects as input. However, they do not specify which ele-
ments their solutions incorporate to guarantee that the teams
will be truly agile.

Global software development has become an important
model for developing and delivering software products. Soft-
ware companies continue to expand and disperse geographi-
cally in search of high-skilled human resources, lower project
cycle times, and to reduce costs [22]. Conversely, physical
separation may difficult team members’ ability to properly
communicate and coordinate their work and stay aware of
other members’ activities [23]. 10% of the identified studies
proposed solutions to form global teams, i.e., teams in which
members are geographically distributed. These approaches

VOLUME 8, 2020 145693



A. Costa et al.: Team Formation in Software Engineering: A Systematic Mapping Study

typically use data from open-source development platforms
such as GitHub or Sourceforge to validate the results. These
platforms make possible professionals, from different places
around the world, work together as a team in several projects.

Software teams can be composed of multiple roles, such
as developers, architects, analysts, testers, designers, and
others. Figure 7 presents the roles identified during this
research. In 15.00% of the studies, the teams are composed
of Developers only, which is common in agile develop-
ment. For instance, in Scrum, the teams are cross-functional,
i.e., all members must have all the competencies needed to
achieve their goals with external dependence [24]. 15.00%
of the studies explicitly divide the team into Team leader
and team members. Some researchers [25]–[27] argue that
the leader role is directly related to the success or failure
of the team. Appropriate teams demand good leadership to
manage and facilitate team interaction and for assisting the
members during conflicts. 22.50% of the studies recommend
teams composed of Multiple roles such as quality manager,
requirement engineer, support specialist, configuration man-
ager, system analyst, and others. Generally, plan-driven teams
have specialists to focus their work on specific phases of the
development cycle. Themajority of the studies (47.50%) does
not specify any role in their solutions.

FIGURE 7. Team role compositions.

An important step of the team formation process is defining
the attributes that will be used to find the most appropriate
team. Normally, more than one type of attribute is used in the
process. Figure 8 shows five types considered in the primary
studies. Most of the studies consider Technical attributes such
as experience in programming, network techniques, soft-
ware design, quality control, database techniques, and others.
The second most frequent type of attribute is the Individual
cost (35.00%). The project over budget is one of the main
reasons for project failure [28] and remains a great concern in

FIGURE 8. Types of attributes used during the team formation process.

software companies. Therefore, a significant amount of solu-
tions seek to achieve teams that minimize the financial cost.
Usually, Individual cost is calculated using the salary per hour
of each candidate member. Personality traits are present in
27.50%of the studies. This type of attribute is originated from
Psychometric instruments such as Belbin’s Team Roles [29]
and Myers-Briggs Type Indicator [30]. 25.00% of the studies
use Interpersonal attributes such as communication, positive
criticism, creativity, emotional intelligence, leadership, and
others. Generally, in these studies, Interpersonal attributes
are used together with other types. 17.50% of the studies
use Social attributes that represent metrics that can establish
links between members. For instance, the number of projects
and the amount of time they worked together, their level
of friendship, the number of coworker friends they have in
common, and others. It is important to notice that the sum of
percentages exceeds 100% in Figure 8 because one study can
consider more than one type of attribute.

Another important step of the team formation process is
to define how the attribute values are assigned, which can
increase or reduce the process subjectivity. Figure 9 presents
the types of assignments identified in this SMS. 30.00%
of the studies use Historical data to define the attributes’
values. These studies retrieve data from private or public
software development repositories. In the first case, the data
is usually retrieved from the company’s repository, which
stores data of projects that were (or still are) executed in
the company. In the second case, the data is retrieved from
online repositories such as GitHub or Sourceforge. Expert
judgment is the second most frequent at 22.50%. In this
type of assignment, a set of experts is responsible for quan-
tifying the attributes. Generally, project managers are cho-
sen because they are familiar with the candidate members.
17.50% of the studies use Psychometric instruments, which
are questionnaire-based tools to measure candidate members’
personality traits. Self-assessment is used in 17.50% of the
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FIGURE 9. Types of assignments of the attributes used during the team
formation process.

studies and consists of candidate members assigning values
for their attributes. For instance, a questionnaire contain-
ing lists of predefined attributes is created, and the candi-
date members are invited to answer based on how they see
themselves. 5.00% of the studies use Teammate assessment,
which is similar to Self-assessment, but instead of evaluating
themselves, the candidate members are asked to assess their
colleagues. Expert judgment, Self-assessment, and Teammate
assessment are commonly used in 360◦ feedback, which is
a model for employee assessment and performance improve-
ment. 7.50% of the studies use the Curriculum data to assign
the attributes’ values. In this case, the data is extracted
and formatted to be used as input to the proposed solution.
15.00% of the studies do not specify how the values were
assigned. Analogous to the types of attributes, studies can use
more than one type of assignment.

D. RQ-1.3: WHAT ARE THE CHARACTERISTICS OF THE
PROPOSED SOLUTIONS?
To answer this question we defined four points to represent
aspects related to the proposed solutions: (i) identify the
objectives to be achieved using the proposed solution; (ii)
identify the category of the technique used in the proposed
solution; (iii) identify the outputs of the proposed solution;
(iv) identify how the proposed solution’s results are assessed.

According to Figure 10, most of the proposed solutions
(67.50%) aim to Maximize project’s requirements. This
objective consists of finding a team in which its member’s
skills match the target project requirements. Traditionally,
during the team formation process, dozens or even hundreds
of candidate members with several different skills are evalu-
ated. Thus, without automated support, it is difficult to find
the most appropriate team. 27.50% of the studies aims to
Improve work relationships, which means they try to find
a team where its members could easily interact with each
other to create a harmonic work environment. This objective

FIGURE 10. Objectives of the studies.

is particularly frequent in psychometric instrument-based
solutions. In 7.5% of the studies, the main purpose is to
find a team that can Minimize project’s cost by selecting
members based on their individual cost. Similarly, 7.50% of
the solutions seek to form a team that canMinimize project’s
delivery time, i.e., they focus on delivering the final product
as fast as possible to release the team members to work in
other projects.

We identify almost 30 different techniques used in the
proposed solutions, which were classified into five cate-
gories (Figure 11). The most popular is Search and optimiza-
tion (62.50%), which includes Genetic Algorithms (GAs),
Dynamic Programming, and Backtracking (i.e., Branch and
Bound) algorithms. In particular, GAs represent the most
commonly used technique, present in 20.00% of all studies.

FIGURE 11. Categories of the techniques used in the proposed solutions.
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Mathematics and statics appear in second place (30.00%),
and it is composed of regression models, distance measures,
statistical methods, and others. Probabilistic reasoning is the
thirdmost frequent category, present in 27.50% of the studies.
Within this category, Fuzzy Logic and Bayesian networks are
the frequently used techniques, and they are applied to handle
the uncertainty related to the generation of individuals’ pro-
files by managers. Within the fourth most frequent category,
Decision making (12.50%), we identified Gray decision the-
ory, Analytic Hierarchy Process, and Ontology techniques.
In general, studies using these techniques do not attempt to
automate tasks associated with forming development teams
but rather guide the decision-maker in selecting team mem-
bers. Tied with decision making, we identified Data min-
ing, which consists of techniques based on clustering and
association rules.

The most frequent output of the proposed solutions
(45.00%) is Multiple teams (Figure 12). Although this type
of output can vary from study to study. For instance, in some
studies, the output can be multiple teams, one for each target
project, and no member can be part of two different teams.
In other studies, the output can be multiple teams for the same
project, but with different members in each team. In this case,
the project manager can choose the best one. Additionally,
some studies output multiple teams for multiple projects,
and members can be part of more than one team. 22.50%
of the solutions outputs a Ranked list from which project
managers can choose candidate members to composed their
teams. This type of output allows the managers to choose
the top-k candidates or even those that are not necessarily on
the top of the list. 15.00% of the solutions output a Single
team and the project manager just decide to accept it or not.
In 10.00% of the solutions, the output is a Set of rules which
are automatically generated from data mining techniques
such as the Apriori algorithm. 5.00% of the studies output
a Set of criteria that consists of guidelines based on expert

FIGURE 12. Outputs of the proposed solutions.

experience or empirical research results. 2.50% of the studies
do not specify what the output of their solutions is.

Figure 13 shows the types of assessments used to validate
the proposed solution’s results. 42.50% of the studies use
Predefined metrics, which consists of verifying if the results
match expected thresholds such as cost, project duration,
and others. In 40.00% of the studies, the proposed solution’s
results were assessed by Expert judgment. The experts usu-
ally are project managers and the assessment can occur in two
ways: (i) the experts use their experiences and knowledge to
analyze the solution’s results and then they provide feedback;
or (ii) the experts define an optimal team formation which is
compared to the recommendation of the proposed solution
using accuracy metrics such as Precision and Recall. 10.00%
of the studies used Synthetic data to create examples to
demonstrate how useful the solution results are. 7.50% of the
studies did not assess the proposed solution’s results.

FIGURE 13. Types of assessments used to validate the proposed solution
results.

E. RQ-1.4: WHAT IS THE QUALITY OF THE SOFTWARE
TEAM FORMATION RESEARCH?
Figure 14 presents the overall score concerning the quality
assessment described in Section II-D. Two criteria have low
frequency: Control Group and Reflexivity. Studies that used
Control Group, conducted experiments in which teams were
formed using different methods such as the company’s and
the authors’ proposed solution. In these cases, the main
objective was to verify which teams were more appropriate
over time. This practice is not frequently used by the studies,
because companies usually have low interest in adopting
innovative and not validated solutions in such a high-risk
activity such as forming a team. Regarding Reflexivity,
we notice that most studies do not critically analyze their
results. For instance, they do not identify threats to the
validity of the research.

Concerning the remaining criteria, 75.00% of the stud-
ies scored, which can be considered a positive indicator.
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FIGURE 14. Quality score achieved by the studies per criteria.

Table 11 (Appendix) shows the full quality score of each
included paper.

F. RQ-2: WHAT ARE THE TRENDS AND GAPS IN
SOFTWARE TEAM FORMATION RESEARCH?
As a trend, we highlight the growing number of search-based
approaches to mitigate the team formation problem in the
context of software development. Figure 15 presents the
distribution of the studies’ technique categories from 2001 to
2018. We notice a high number of solutions based on Search
and optimization techniques in the last decade. This tendency

is justified because the team formation problem is trivially
treated as a search and optimization one, and there are
known approximation algorithms (e.g., Greedy and Dynamic
Programming) and meta-heuristic algorithms (e.g., GAs and
Simulated Annealing) that are useful to handle the NP-hard
problems, which is the case for the team formation problem.
If used properly, they provide solutions with acceptable
running time complexity and good enough results to assist
in the decision-making process [31].

Figure 16 presents the distribution regarding the types of
attributes over the past years. The use of technical attributes
has been overcoming the other ones through the last decade,
which matches the adoption of Search and Optimization in
a similar period. This behavior can be confirmed by the
high number of studies using technical attributes and Search
and Optimization techniques (see Figure 17). We believe the
reason for this phenomenon is that this type of attribute is
easier to identify, measure, and collect since technical charac-
teristics are more common in technological-based fields such
as Software Engineering.

On the other hand, there is also an increasing number
of studies using non-technical attributes, also known as
soft skills (e.g., personality traits, social, and interpersonal
attributes). Some researchers argue that only the techni-
cal ones are not sufficient to form appropriate teams. For
instance, Ahmed et al. [32] conducted a survey in the industry
about the importance of soft skills in various roles of software
development activities. The results indicate that this type of
attribute is critical in the software industry, having communi-
cation skills as the top required. Themain drawback of adding
soft skills to the team formation process is the cost to build the
individuals’ profiles, since soft skills are more challenging to
identify, measure, and quantify. Moreover, we did not find
any research accurately comparing the costs and benefits of
adding soft skills.

Feldt et al. [33] presented ten levels of automation (Table 6)
for Artificial Intelligence (AI) techniques applied to SE. This
classification conveys how different human operators and
systems/solutions should cooperate by sharing the control of
determining and selecting options to perform tasks. Thus,
we decided to use this classification to provide an overview of
the level of automation of the proposed solutions. Although
not all studies use AI techniques, we performed the classifi-
cation considering the computational technique used during
the team formation process. Figure 18 shows the distribution
of the studies according to the level of automation. Level one
(10.00%) correspond to studies that did not use any computa-
tional technique. Instead, the authors proposed guidelines or a
set of criteria based on surveys or expert experiences. Studies
in level two (2.50%) propose a solution that generates rules
to form teams, based on analyzed data. Studies in level three
(20.00%), do not provide a team, but a ranked developer list
based on specific criteria, that assist managers in selecting the
members to their teams. Level four (67.50%) is composed of
studies that present a computational technique that suggests
an optimal team configuration, and the manager must accept
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FIGURE 15. Distribution of the technique categories over the years.

FIGURE 16. Distribution of the attribute types over the years.

or not. We did not identify any study with a level higher
than four of automation. We believe this occurs because of
the high risks associated with excessive automation for the
task of forming software teams. As mentioned before, human
resource allocation is a critical factor in a project’s success or
failure. Given the challenges associated with characterizing
the individuals’ profiles, projects’ requirements, and model-
ing the relationship between candidatemembers to predict the
team efficiency, the software team formation is a process that
highly depends on human knowledge and reasoning. Given
our experience and the data collected in this study, we believe

that this paradigm will not change, but tools can help humans
to make better decisions.

Regarding the research gaps, we identified several points
in the proposed solutions, which are summarized in Table 7.
As mention before, the team formation problem is NP-hard.
However, most of the solutions are validated with toy exam-
ples or in simplistic scenarios. In real-world environments,
these solutions might not be scalable, i.e., they will probably
fail to provide proper support in complex scenarios. For
instance, Figure 12 points out that 15% of the solution outputs
a Single team. A single team selection tool will probably not
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FIGURE 17. Frequency of combination between the technique categories and types of attributes.

TABLE 6. Levels of automation of decision and action. Classification
extracted from [33].

be useful for a large company with dozens of projects and
hundreds of employees. Similarly, small companies may not
need an automated tool to form a single team.

We also identified a gap related to the construction of
the individuals’ profiles. Most of the studies define a set of

FIGURE 18. Levels of automation identified in the included studies.

TABLE 7. Summary of the identified gaps.

attributes to represent the individuals’ knowledge and skills
to form teams that match projects’ requirements. However,
these attributes are usually specified with a high level of
abstraction. For instance, when quantifying programming
language experience, the considered attribute does not specify
the languages, it only has a score representing the attribute
magnitude. Therefore, it is not possible to know exactly how
extensive the individual’s experience is.
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Moreover, the attributes’ scores are usually defined by the
project managers, by the individual himself or by his cowork-
ers. This practice results in subjective and error-prone profiles
since the data created may not reflect reality. We believe this
gap occurs because most solutions focus on the allocation
step and do not provide a systematic way to record the indi-
viduals’ knowledge and skills.

Another gap regards the assessment of the proposed solu-
tions’ results. Figure 13 indicates that 7.50% do not provide
any assessment and 40% provide expert judgment. A proper
assessment is essential to know the extent to which the
proposed solution can support the software team formation.
Furthermore, human judgment is predisposed to cognitive
biases; consequently, it is possible to pose a potential threat
in the validity of this type of assessment.

Finally, we identified a gap concerning the lack of solutions
and data made available to the community. The identified
studies do not provide the necessary means to enable other
researchers to use their solutions or replicate their stud-
ies, which hinders their evaluation in different contexts.
Consequently, there is a lack of studies comparing their
results with similar ones available in the literature.
Kitchenham et al. [34] suggest that whenever a new solution
is proposed, it is crucial to compare its results in contrast to
existing ones. In particular, these two gaps indicate the area
has still not reached an adequate level of maturity.

IV. ORGANIZING THE KNOWLEDGE ON SOFTWARE
TEAM FORMATION
A taxonomy is a valuable tool to organize knowledge in an
area. It allows the description of terms and their relationships,
which is beneficial for both practitioners and researchers [35].
Based on the achieved results, we concluded that the soft-
ware team formation area is maturing; however, it did not
reach an adequate level yet. For instance, during this study,
we analyze titles, abstracts, and keywords of the primary
studies. As a result, we identified 16 different terms that
refer to the research topic, presented in Figure 19. Team
formation is the most popular term, present in 27, 50% of the

FIGURE 19. Research field’s common terms.

studies; however, there is no consensus in the area. This lack
of a common terminology makes it difficult for researchers
and practitioners to share knowledge, identify gaps in the
area, understand the interrelationships between the factors
associated with the area, and make decisions [36].

To the best of our knowledge, there is no taxonomy for
software team formation. Therefore, we decided to propose a
taxonomy to organize and communicate the knowledge in this
area for the research community and industrial practitioners.
Usman et al. [35] proposed a method for taxonomy develop-
ment, which has 4 phases with 13 activities. The development
process and the proposed taxonomy are presented next.

A. PHASES AND ACTIVITIES
1) PLANNING
This phase is composed of six activities. First, we defined
the Software Engineering knowledge area for the taxonomy.
For this purpose, we used the classification of SWEBOK [37]
and selected Software Engineering Management. Afterward,
we determined the objective of our taxonomy, which is to
propose a classification scheme that can be used to charac-
terize software team formation. The third activity consists of
specifying the subject matter of the classification, which is
Software Team Formation research. As we mentioned before,
team formation is the most used term in the research topic.
We then chose a facet-based classification structure because
it can provide more than one perspective to view and classify
the research area. Facet-based structures are also used in [35],
[36], [38]. Additionally, each facet is independent and can
have its own classes, which allow the taxonomy to be easily
evolved. Next, we selected qualitative type as classification
procedure type, since our classification is based on nominal
scales. The last activity of this phase is to identify information
sources to extract the relevant data. In this study, the source
consists of peer-reviewed empirical studies on software team
formation published between 2001 and 2018.

2) IDENTIFICATION AND EXTRACTION
This phase has activities for extracting and controlling the
terms related to the subject matter. First, we extracted relevant
terms from the data collected in this study. The second activ-
ity is the terminology control, which consists of removing
remove inconsistencies in the extracted data.

3) DESIGN AND CONSTRUCTION
This phase comprises four activities to assist the definition
of dimensions, categories and relationships of the taxonomy.
First, we defined the top-level dimensions as Team char-
acteristics, Solution, and Criteria. Then, we specified the
categories for each of the dimensions. The Team character-
istics dimension is composed of development methodology,
geographical distribution, team roles, and team size. The
Solution dimension incorporates objective, technique cate-
gory, output, and level of automation. TheCriteria dimension
has attribute type and attribute assignment as categories.
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4) VALIDATION
This is the last phase of the taxonomy development method
proposed by Usman et al. [35]. The purpose of this phase
is to demonstrate the working or usefulness of the designed
taxonomy. Existing validation approaches for a taxonomy
include demonstrating the orthogonality of its categories,
benchmarks against existing taxonomies, and by demonstrat-
ing its utility to classify existing knowledge [39], [40]. Since
there is no existing taxonomy on software team formation,
benchmark the proposed taxonomy against existing ones is
not possible. Our taxonomy’s orthogonal demonstration is
ensured by design. The three dimensions (Figure 20) are dis-
tinguishable from each other and their categories aremutually
exclusive. Concerning the utility demonstration, the taxon-
omy was created based on the identified studies in this SMS.
Theoretically, by performing this SMS, we already found all
the relevant studies. Consequently, we cannot demonstrate
the taxonomy’s utility since it would not be appropriate to
apply the same set used to build it. Therefore, we intend to
demonstrate taxonomy’s utility in future work.

FIGURE 20. Taxonomy dimensions.

B. OVERVIEW OF THE PROPOSED TAXONOMY
We organized the identified knowledge of software team
formation as a taxonomy. Figure 20 shows the facet-based
classification structure and its dimensions: Team character-
istics, Solution, and Criteria.

Figure 21 presents the Criteria dimension which repre-
sents attribute related characteristics (see Section III-C). This
dimension is composed of two facets and seven facet values.
To preserve the taxonomy’s orthogonality, we merged the
attribute types (Figure 8) and attribute assignments (Figure 9).
The Attribute type facet is composed of Technical, Non-
technical (i.e., personality traits, interpersonal skills, social
skills, and others), and Both (when the solution considers
technical and non-technical attributes). The Attribute assign-
ment facet comprises Data-driven (when the values derived
from historical data or similar sources), Expert judgment
(when specialists are responsible for assigning the values),
Collaborative assessment (when the individual himself or his
coworkers assigned the values), andOther (when the previous
three facet values do not apply).

The Solution dimension (Figure 22) has four facets and
16 facet values. It represents characteristics related to the
solutions identified in the literature (see Section III-D).
Regarding the Objective facet, we merged the objectives

FIGURE 21. Taxonomy dimension: criteria.

(Figure 10) Maximize project’s requirements, Minimize
project’s cost and Minimize project’s delivery into Satisfy
project’s constraint to the preserve the taxonomy’s orthog-
onality. Similarly, some identified studies use more than one
technique in their solutions (Figure 11); thus the Technique
category facet must represent the main technique of the solu-
tion, i.e., the technique applied to optimize the team forma-
tion process. The Output facet was extracted from the results
presented in Figure 12. Finally, the Level of automation facet
was based on the classification presented by Feldt et al. [33].

The Team characteristics dimension (Figure 23) includes
four facets and 13 facet values. This dimension incorporates
the main characteristics to be considered during the team
formation process (see Section III-C). The novelty is the Team
size facet which can be Small (3 to 9 members), Medium
(10 to 30 members), and Large (31 or more members).
We used the team size classification presented in [41]. The
remaining categories were derived from the data collected
during this SMS.

V. THREATS TO VALIDITY
As well as other empirical studies, this SMS also has
limitations that must be considered for analyzing the poten-
tial impact of the validity threats related to its findings.
We pointed out the following three main types of validity
threats associated with the activities of this SMS.

A. REGARDING PRIMARY STUDIES IDENTIFICATION
In the literature search strategy, we aimed to retrieve as
many relevant studies as possible to avoid any potential
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FIGURE 22. Taxonomy dimension: solution.

FIGURE 23. Taxonomy dimension: team characteristic.

literature selection bias. We faced a challenge in determin-
ing our research scope as the notion of ‘‘team formation’’
means different things to different research communities,

including software engineering, artificial intelligence, agile
development, and many others. Therefore, to cover them all
and avoid bias, we searched the literature based on relevant
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TABLE 8. Basic information of the included papers.
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TABLE 8. (Continued.) Basic information of the included papers.
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TABLE 9. Research data of the included papers.
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TABLE 10. Publication data of the included papers.
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TABLE 10. (Continued.) Publication data of the included papers.

terms and combined them in our search string. While this
search strategy and search string composition significantly
increase the search work [15], however, it enabled us to find
a comprehensive set of relevant studies.

B. REGARDING THE QUALITY OF STUDIES AND DATA
EXTRACTION CONSISTENCY
The results and quality of this empirical study are based on
the quality of the reviewed studies. In case the quality of the
primary studies is low, the claims and supporting evidence
can be weak and lack confidence. Therefore, it is vital to
(i) minimize the threats regarding the quality of selected
studies and (ii) ensure a consistent representation of data
extracted from these studies. The ideal scenarios may strictly
adhere to the guidelines in [15], [17], however, the quality
metric can be subjective based on the goals of this SMS and
the consensus among researchers.

C. REGARDING DATA SYNTHESIS AND RESULTS
REPORTING
A limited number of researchers and their expertise
(i.e., intelligent software engineering) may have an inter-
nal bias on the style and results report. The validity threat
related to (i) reliability of data synthesis and (ii) results report
was mitigated based on discussion and peer review of the
extracted data by the researchers. For this purpose, we used
a structured template for data synthesis and performed sev-
eral steps to refine and evaluate the scheme and process.
Whereas, we followed the guidelines described in [15], [17]
to conduct this empirical study, we had deviations from the

ideal approaches based on the requirements and peculiarity of
this study. Finally, it is worth noting the taxonomy proposed
in this article is based on the primary studies selected for
this research. This means the completeness of the proposed
taxonomy is directly related to the primary studies included
in the data extraction activity. Tominimize this threat’s effect,
we seek covering the literature more broadly by following the
guidelines mentioned above.

VI. CONCLUSION
Forming an appropriate team is crucial for a software
project’s success. As a result, there has been an increas-
ing number of studies in this context. Our SMS identified
51 primary studies, further classified into 40 distinct studies.
Most of the proposed solutions (62.50%) approach the given
problem as a Search and optimization one, which character-
izes them into the growing field of Search-based Software
Engineering [42]. In this context, the most popular technique
is the Genetic Algorithm (20.00%). Other techniques identi-
fied are the Greedy Method, Dynamic Programming, Linear
Programming, and Backtracking (i.e., Branch and Bound).

Most of the identified solutions (80.00%) consider
Technical attributes to build the individuals’ profiles.
However, we noticed a significant number of recent propos-
als that consider non-technical attributes to form software
teams. All of the solutions focus on supporting humans during
the team formation process. They provide (semi-)automatic
methods to optimize the allocation of individuals into teams
to support the final decision.
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TABLE 11. Quality points of the included papers.
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The main limitations of the identified solutions are that
most of them rely on subjective attributes and may lack
scalability. We believe removing the subjectivity is not pos-
sible, especially, for soft-skills (i.e., non-technical attributes),
but it can be reduced. For instance, instead of asking a man-
ager to assess the individual’s knowledge and skills concern-
ing technology, information regarding his productivity and
delivered artifacts’ quality can be retrieved from historical
data of projects in which he participated. We believe that
reducing the subjectivity would remove bias from the man-
agers and, consequently, reduce the effort of using the pro-
posed solutions. Furthermore, most of the identified solutions
might not be suitable for a real-world environment since they
used toy examples.

Regarding the studies’ methodology, we did not identify
solutions available for use, neither the data collected through-
out their studies. As a consequence, reproducing the studies
becomes unfeasible, and the cost of (i) executing comparative
studies against the available tools and (ii) transferring the
technology to the industry are high.

From an industry perspective, the results of our study pro-
vide knowledge on the key attributes, techniques, and other
characteristics to form software teams. Through this study,
practitioners can improve their decision-making process
while forming a software team. Regarding the researchers,
this study identifies essential limitations on the state of the
art that must be addressed. Our findings indicate a need to
define a gold standard regarding the attributes, metrics, and
techniques used to form software teams. We believe that this
will be possible if researchers make available the developed
tools and data, following the open science initiative.

As future work, we intend to investigate further some of the
research directions presented in this research by elaborating
on new research questions on software team formation. For
example, we could look closely at the techniques that support
the various dimensions and facets of the proposed taxonomy.
Additionally, we can analyze in-depth, which are the most
relevant technical and non-technical attributes for software
team formation, providing an especial catalog. Moreover,
we intend to continue this empirical study, extending the
number of selected studies by query other relevant scientific
databases, and by performing new snowballing procedures.
We hope, from the increase of the sample of studies, we can
reconfirm the main findings of this SMS or even point out
new ones.

APPENDIX
DETAILED INFORMATION OF THE INCLUDED PAPERS
See Table 8–11.
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