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A B S T R A C T   

In this opinion piece, I advocate for the adoption of a care-based stakeholder approach in cybersecurity for 
companies. With the ever-increasing digitization of all aspects of life, companies are struggling to keep them
selves and their customers secure. This is, at least in part, due to their focus on compliance to standards and 
regulations, they fall victim to a checkbox-mentality where compliance instead of security is seen as the goal. 
This strong focus on compliance creates security blind-spots and the negative impact it has on security is 
strengthened by the “pacing problem” – where technology evolves faster than the law. Thus, leaving a gap where 
there is a lack of legislation and enforcement for new technologies. In this opinion piece I argue that the re
sponsibility for cybersecurity should be shared by governments and companies. To give companies the tools they 
need for ethical decision-making and thus truly take responsibility, I suggest combining the ethics of care with 
stakeholder theory to provide a context-based relational view of companies. With this caring stakeholder model, 
companies have the tools they need to transition from compliance to security.   

1. Introduction 

Companies are struggling with the ramifications of increased digiti
zation: cyberattacks are constantly occurring [18]; no company, big or 
small, is safe [6]; and at the bottom-line, cybercrime is costing society a 
considerable amount of money [1]. While companies are trying to be 
secure in the digital domain, it remains a relatively new challenge that 
demands further research. Current corporate cybersecurity strategies 
predominantly center around technical risk assessments [56]. With a 
strong focus on being compliant rather than being secure, companies are 
striving to abide by the guidelines of cybersecurity standards and leg
islative frameworks such as NIST, ISO, NIS2 and the GDPR, but conse
quently suffer from blind spots [22,31,51]. Companies are currently in 
problem-solving mode [30], focusing on compliance to (legal) frame
works to stay on course. In this opinion piece, I argue that companies 
need to go beyond the focus on standards and regulations if they want a 
comprehensive cybersecurity strategy. Moreover, I propose that com
panies can adopt a caring stakeholder theory to shape their cyberse
curity responsibilities. 

2. Compliance and security 

There exists a prevalent misconception that compliance to standards 

and regulation equals strong cybersecurity [29,31,67]. However, at
tackers don’t care whether an organization is fully compliant or not, 
they will try to find vulnerabilities anyway. In their empirical study of 
243 hospitals, Kwon and Johnson [29] reveal that for mature organi
zations, compliance to regulatory frameworks had no impact on data 
breach occurrence. Furthermore, they find that: “immature hospitals are 
motivated by meeting compliance mandates rather than actually pro
tecting information.” ([29], p. 61). Although compliance did improve 
data security for these immature hospitals, it could hinder them from 
achieving more comprehensive data protection beyond the minimum 
requirements. Furthermore, because such standards focus on the exis
tence of certain security processes but do not prescribe the quality, they 
could lead to a false sense of security [59]. Kwon and Johnson [29] 
argue that policy makers should move away from providing checkbox 
requirement lists and instead encourage a more context-driven approach 
for organizations. The act of ticking off items from a list of requirements 
may create a false sense of security completion within companies. In 
reality, cybersecurity is an ongoing and perpetual task. While a lot of 
work remains to be done to study the effects that security measures have 
on actual security, there are signs that the focus on compliance to 
standards and regulations does not always produce the desired result. 
The limitation of standards and regulations is further emphasized by 
“the pacing problem”. 
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3. The pacing problem and Collingridge dilemma 

The European Union has made diligent efforts to enhance cyberse
curity through the development of legal frameworks such as the GDPR, 
the NIS2 directive and the AI Act. However, crafting legislation in an 
emerging domain presents persistent challenges [2,4]. For instance, the 
GDPR has faced criticism for a perceived lack of transparency [54] and 
its deficiency in functional enforcement mechanisms [44,54]. The 
inherent challenges in legislating cybersecurity can be, at least in part, 
attributed to the pacing problem. The pacing problem can be defined as: 
“the gap between the introduction of a new technology and the estab
lishment of laws, regulations, and oversight mechanisms for shaping its 
safe development.” ([65], p. 251). While the pace of technological 
development is fast, the pace of developing regulation and oversight is 
slow [33]. This slow pace of legislation might be beneficial regarding 
stability and comprehensiveness of law; however, it also leaves 
considerable gaps for companies and consumers regarding the re
quirements of cybersecurity for products and companies’ infrastructure. 

The pacing problem can be illustrated with a recent instance 
involving the EU’s AI Act, which had reached the draft stage when 
ChatGPT was introduced to the market. This necessitated changes 
within the AI act, since the initial draft did not consider this type of AI 
[25,62]. While generative AI systems have since been incorporated into 
the AI Act, Helberger and Diakopoulos [25] contend that the Act’s 
high-risk/no-risk framework is ill-suited for regulating this form of AI. 
This case underscores how technological advancements can outpace 
legislative developments. The issue of the pacing problem is not limited 
to the field of cybersecurity alone; it also affects fields like human 
genome editing [66] and nano technology [61]. In these fields, the 
pacing problem poses similar challenges and implications. 

The pacing problem, although not a new phenomenon, is being 
exacerbated by the rapidly accelerating pace of technological advance
ments [23,60,61]. In essence, the time in-between the launch of new 
technologies and the development of new regulatory frameworks for 
these technologies is increasing [23]. While the swift progress of tech
nologies is one side of the story, the other side is the legislators. Besides 
suffering from slow governance processes, even with the help of experts, 
legislators lack the in-dept knowledge and understanding of technical 
issues, casting doubt on whether the political level can ever provide 
adequate cybersecurity guidelines [7]. 

In addition to the pacing problem, the Collingridge dilemma poses a 
significant challenge for responsible technological advancements [28]. 
The dilemma elucidates the difficulties of regulating new technologies 
and the issues that arise in the different developmental stages of such 
technologies [40]. During the initial stage of technological develop
ment, there is a dearth of information, making it challenging to develop 
new legislation. At this stage, there is very little information on the risks 
of these technologies, and this lack of data makes the work for legislators 
significantly harder [40,43,61]. While there is thus little information on 
the risks in this initial state of development, EU digital policies like the 
GDPR, the DSA and the AI Act, adopt a risk-based approach [9]. 
Nonetheless, the scarcity of information on cyber-risks amplifies the 
probability of inaccuracies [10]. For instance, Helberger and Dia
kopoulos [25] contend that a risk-based approach is ill-suited for 
legislating generative AI because “it is simply impossible to predict if, 
and if so, what the risks are that we can expect from unleashing 
extremely powerful AI models on society.” ([25], p. 2). This limitation of 
risk-based approaches, exacerbates the concern of companies priori
tizing technical risk assessments for their cybersecurity [56]. 

While at the early stage of technological advancements the un
certainties are thus too big to effectively regulate, new difficulties arise 
when the technology is embedded in society [40]. At this later stage, 
Collingridge argued, the costs of adapting these technologies to new 
legislation would be significant, and the development of legislation 
would be slow and costly [40]. Pearlman et al. [47] offer an illustration 
of the Collingridge dilemma through their examination of the 

Metaverse, a platform that gathers a substantial amount of (sensitive) 
data. Predicting the full extent of the Metaverse’s impact and the asso
ciated security risks remains challenging until widespread adoption 
occurs. However, enacting legislation to address these issues once 
widespread adoption has taken place will require costly and complicated 
adaptions of an existing product [47]. 

While some scholars have proposed to change the governance pro
cess of legislating new technologies to be more anticipatory or flexible 
[23,61], I advocate for a shift of focus towards the companies respon
sible for developing these new technologies. After all, they are the ones 
who possess the knowledge that legislators often lack in this rapidly 
evolving landscape. While conducting risk assessments for new tech
nologies will always remain challenging, the companies at the forefront 
of technological advancements are better equipped to calculate the risks. 
Consequently, I argue for holding these companies accountable and 
urging them to take on the responsibility for cybersecurity that goes 
beyond mere compliance with existing standards and regulations. 

Although some might be understandably skeptical regarding com
panies taking responsibility, the growing emphasis on socially re
sponsibility is motivating companies to do well by doing good [19]. An 
alternative incentive for companies to take responsibility and transcend 
legal requirement is that when they don’t, the government might step in 
and regulate [5,8,41]. Taking responsibility now means less strict reg
ulations later, and a smoother transition when new legislation does 
arrive. A good example comes from environmental regulations: “being 
proactive on environmental issues can lower the costs of complying with 
present and future environmental regulations.” ([5], p. 489). Therefore, 
by taking responsibility for ensuring robust cybersecurity for all stake
holders, companies may not only demonstrate their commitment to 
social welfare but also potentially save costs when new cybersecurity 
legislation eventually arises. This, however, raises the question for 
which stakeholders the firm is responsible, and how this responsibility 
should translate into action. 

4. Stakeholder theory 

The preceding sections have highlighted the drawbacks of companies 
fixating solely on compliance by arguing that compliance does not 
guarantee security, and explaining the pacing problem which un
derscores how legislation lags behind technological advancements. If 
companies aspire to take responsibility, they will need an ethical 
approach for moral decision-making regarding cybersecurity. At the 
50th World Economic Forum (WEF) meeting of 2020 in Davos, the 
stakeholder approach was described as a promising philosophy for or
ganizations to cope with the new challenges of increased digitization 
[36]. This resulted in the Davos Manifesto 2020, setting ethical guide
lines for companies on how to navigate these challenges, including a 
large focus on stakeholders [57]. Likewise, at the Business Roundtable in 
that same year, 181 CEOs committed to leading their companies to the 
benefit of all stakeholders. 

The 1984 seminal work of Freeman, Strategic management: A stake
holder approach, was written to provide corporations with a new way of 
approaching strategic management. His main argument is that corpo
rations have more stakeholder groups than just the shareholders, and 
that these should be considered in companies’ decision-making [14]. 
The theory prescribes whom the firm should serve and how it should 
operate [68]. Freeman famously describes stakeholders as “Any group or 
individual who can affect or is affected by the achievement of the firm’s 
objectives.” ([14], p. 25). According to Morgan and Gordijn [39] when 
stakeholder theory is applied to cybersecurity, there are eight legitimate 
stakeholders: shareholders, employees, the local community, customers, 
suppliers, competitors, hackers and the general public. 

Stakeholder theory is enjoying increased popularity in academia 
[32]. While there are alternative theories within management science 
like corporate social responsibility or corporate citizenship, stakeholder 
theory is distinctive due to its foothold in strategic management. It can 
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be used as a practical tool to establish a corporate strategy [58]. This 
practicality is favorable due to the need for guidance companies have 
regarding their cybersecurity. According to McVea and Freeman [35], 
the challenges that new technologies have brought to our economy are 
in need of stakeholder theory for at least two reasons. First, the economy 
is increasingly dependent on networks of relationships, and thus it be
comes ever more important to look further than the boundaries of 
traditional organizations. Second, increased digitization makes oper
ating complex stakeholder networks easier and more fruitful [35]. For 
example, due to the increased possibilities of working together online. 
For the other challenges of our time that also suffer from the pacing 
problem, like climate change, ethical guidelines are developed, how
ever, for cybersecurity this remains a gap [38]. 

To organize the extensive research on the theory, Donaldson and 
Preston [11] have divided it into descriptive, instrumental, and 
normative research. Whereas descriptive work deals with question of 
how companies currently do things [21,48]; instrumental work studies 
the effects of stakeholder management on corporate goals like profit [34, 
37,45,46,52,53,64]; and normative work deals with the question of 
what a corporation ought to do [15,16,49,63,68]. This opinion piece is 
situated in the normative domain of stakeholder theory, while not losing 
sights of the others because what is now normative theory might one day 
become the topic of a descriptive or instrumental research. 

According to Freeman [13], stakeholder theory should always be 
combined with a normative core, this will help determine who the 
legitimate stakeholders are and what a companies’ behavior should look 
like. Whether this normative core is based on Rawlsian theory [49], 
Kantian theory [63], libertarian theory [16], or ethics of care [68], can 
vary. While the ethical cores all have some distinct benefits, what the 
first three have in common is that they propose some type of universal 
principles. For this opinion piece, stakeholder theory will be used in 
combination with a normative core of ethics of care, which is divergent 
due to its ability to focus on specific context. 

5. Care ethics as the normative core 

As discussed in the previous section, the ethics of care can be used as 
a normative core for stakeholder theory. Originating from feminist 
theory, Gilligan’s [20] book In a Different Voice, became the leading 
work in care ethics. The five key features of care ethics are: (1) recog
nizing care as a moral value, (2) emphasizing the value of emotions, (3) 
considering context, (4) reevaluating the boundaries between the public 
and the private spheres, and (5) adopting a relational view of the person 
[20,26,51]. For instance, applying care ethics principles to cybersecurity 
implies that stakeholder relationships should extend beyond mere 
compliance with laws and regulations [24,42]. Simply adhering to a 
cyber risk management framework may prove insufficient. Furthermore, 
the effect of emotions on (security) behavior needs to be considered 
within the companies’ cybersecurity strategy [3,27,50,55]. An illustra
tive case highlighting the importance of emotions is provided by 
Lundgren and Bergström [31], who shed light on the role of 
security-related stress during the initial stages of corporate cyber risk 
management implementation. According to their research, this stress is 
partly attributed to the implementation of generic standards, such as the 
ISO/IEC 2700 series, which prove challenging to tailor to 
company-specific needs. This is where implementing care ethics can 
yield a noticeable impact. By recognizing the role of emotions on in
dividuals’ problem-solving approaches, including their response to 
cybersecurity challenges, we can enhance the safeguard of our digital 
environment. 

Combining the ethics of care with stakeholder theory as a framework 
for cybersecurity has already been proposed by Morgan and Gordijn 
[39]. Building upon Engster’s [12] care-based stakeholder theory, they 
assess the responsibilities of businesses towards their stakeholders in the 
case of a ransomware attack. Engster defines stakeholders as “any 
groups or individuals whose ability to care for themselves or others is 

directly dependent upon a firm’s actions or decisions.” ([39], p. 101), 
and argues that employees and shareholders are the most important 
groups. Morgan and Gordijn [39] identify eight legitimate stakeholders 
in the case of a ransomware attack: shareholders, employees, the local 
community, customers, suppliers, competitors, hackers, and the general 
public. They further assess what the risks and benefits of these stake
holders are, and whether paying or not paying the ransom would be in 
their best interest. This study provides us with a great example of how a 
caring stakeholder approach can be employed to assess cybersecurity 
incidents. However, it also leaves opportunities for improvement by 
considering a broader perspective than Engster’s relatively narrow 
definition of stakeholders [39]. Furthermore, while the case of ran
somware attacks provides a great example, companies are in need of 
guidelines for their overall cybersecurity strategy. 

An interesting angle of using the ethics of care is to introduce the 
obligation of care. Noddings [42] identifies two criteria that must be met 
for an obligation of care to arise: (1) the existence or the potential ex
istence of a relationship, and (2) the potential for growth within this 
relationship. Given that companies are comprised of webs of relation
ships, often including a potential for growth, it may be argued that 
companies bear the obligation to care for their stakeholders. This obli
gation to care must then also be applied to the cybersecurity of com
panies, necessitating them to take responsibility for, for example, their 
supply chain’s security. To gain a deeper insight, further research should 
explore how such an obligation to care for stakeholders influences the 
cybersecurity strategy of companies. 

6. Conclusion 

In this opinion piece I argue that a narrow focus on standards and 
regulatory frameworks is not the solution for companies struggling with 
cybersecurity. This is because, on the one hand, a focus on compliance 
gives companies a checkbox mindset where they lose sight of actual 
security. And on the other hand, because the checkboxes we use are 
inherently outdated compared to new technologies due to the pacing 
problem. While the EU is making great efforts on the front of legislation, 
legislating such a new field remains difficult. I suggest moving our focus 
from governments to companies regarding the responsibility of cyber
security. Where governments may lack the knowledge and skills on new 
technological developments, companies that develop these technologies 
should carry a larger responsibility to keep the digital domain safe. 
Whereas the World Economic Forum suggested that a stakeholder the
ory of the firm could be a viable approach to address cybersecurity 
challenges, work remains to be done regarding the practical application 
of the theory. I suggest combining stakeholder theory with the ethics of 
care for a context-based relational view of cybersecurity. Adopting an 
ethics-based approach to cybersecurity can provide companies with a 
framework that extends beyond conventional reliance on risk assess
ments, encouraging them to incorporate their core values into their 
decision-making processes. To evolve from mere compliance to robust 
security, it is essential to redistribute some of the responsibility from 
governments to companies. This does not entail a reduction in regula
tory oversight; rather, it calls for additional responsibility. 

A potential challenge associated with this approach is the extent to 
which companies will willingly embrace cybersecurity measures when 
not compelled to do so. However, as previously elucidated, there exist 
other incentives, such as a commitment to ethical conduct and the desire 
to preempt future regulatory measures, which may motivate companies 
to adopt a caring stakeholder approach to cybersecurity. Moreover, the 
caring stakeholder approach should avoid adapting a checklist-style 
method but instead draw inspiration from methodologies like Value 
Sensitive Design [17]. Although the caring stakeholder approach re
quires further research and refinement for full development, its 
emphasis on relational and context-based strategies seems promising for 
the vastly changing field of cybersecurity. By empowering companies 
with a care-based stakeholder theory, we can create a more resilient 
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cybersecurity landscape. 
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