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ALGEBRAIC EQUATIONS 3

The purpose of this chapter is to introduce rllcthods to solve systems of algebraic equa­
tions. Arter studying this module, the student should be able to:

Solve systems of linear algebraic cqua.lions.

Solve nonlinear functions of one variable graphically and fllll11crically.

Usc thcMAI'LAB function fzero to solve a single algebraic equation.

Discuss the stability of iterative techniques.

Usc thcMATLAB function f solve to solve sets of nonlinear algebraic equations.

The major sections in this chapter are:

3. J Introduction

3.2 General r,'onn for a Lincar System of Equations

3.3 Nonlinear Functions of a Single Variable

3.4 MATLAB Routines for Solving Functions of a Single Variable

3.5 MuJtivariablc Systems

3.6 MATLAB Routines for Systeills of Nonlinear Algehraic Equations

3.1 INTRODUCTION

In Chapter 2 we discussed how to develop a model that consists of a set of ordinary differ­
ential equations. To solve these problems we need to know the initial conditions and how
the inputs and parameters change with time. Often the initial conditions will be the
steady-state values of the process variables. To obtain a steady-state solution of a system
of differential equations requires the solution of a set of algebraic equations. The purpose
of this chapter is to review techniques to solve algebraic equations.
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52 Algebraic Equations Chap. 3

Consider a set of 11 equations in 11 unknowns. The representation is

fl(XI,xz, x,,) ~ ()

flex I ,x2' ).:) := 0
(31 )

/;/(.\;\,X2' ... x,)::: 0

The objective is to solve f\1r the set of variables, Xi' that force all of the functions, .fi, to
zero. A solution is called aJixed point or all. equilibrium poinf,

Vector notation is used for a compact representation

I'(x) ~ (} (3.2)

where rex) is a vector valued function. Notice that these can be the same functional rela­
tionships that were developed as a set of differential equations, with x:= rex) := O. The SO~

lution x is then a steady-state solution to the system of differential equations.
Before we cover techniques for systems of nonlinear equations, it is instructive to

review systems of linear equations.

3.2 GENERAL FORM FOR A LINEAR SYSTEM OF EQUATIONS

Consider a linear system with n equations and 11 unknowns. The first equation is

allxl + "12x'2 + 0nrl + ... + all/XII = bl

where the a's and b's are known constant parameters, and the x's are the unknowns. The
second equation is:

anx I + ([22 x2 + ([2J~rJ +. . + ([2Ir\:1/ = /;2

while the nth equation is:

(3.3)

XJ

"1
Xz

llZIl x:'\

a/l/l

XII

I"
a 12 au

a21 an aLl

alii aliI (lId

The coefficient, aU' relates the jilt dependent variahle lo the itlt equation.

b,
b2

bJ

Or, using compact matrix notation:

Ax~b (3.3a)

The goal is to solve for the unknowns, x. Notice that (3.3a) is the same form as (3.2), with

f(x) ~ Ax - b
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Prclllultiplying each side of (3a) by A--l we find:

A-IAx=bu

and since, (3.4)

provided thallhe inverse of A exists. [I' the rank or A is less than 11, then A is singular and
the matrix inverse docs not exist. If the condition number of A is vcry high, then the solu­
tion may he sensitive to model error. The concepts of rank and condition number are re­
viewed in Module 2 in Section V.

Equation (3.4) is used for conceptual purposes to represent the solution of the sel of
linear equations, In practice the solution is not obtained by finding the matrix inverse.
Rather, equation (3.3a) is directly solved Llsing a numerical technique such as Gaussian
elimination or LU decomposition. Since the codes to implement these techniques are
readily availahle in any Ilumericallibrary, wc do not rcview thcm hcrc.

The next example illustrates how MATLAli can he used to solve a system of lincar
equations.

EXAI\ilPLE 3.t Linear Ahsor(}tion Model, Solved Using l\:lATLAB

Consider as-stage ahsorption column (presented in Module 6 in Section V) that has a model of
the following form (x is a vector of stage liquid-phase compositions and u is a vector of column
feed compositions):

O=1\x+llu
or

Axc;::-~HII

the solution for x is x c;:: - A-In 11
Thc valucs of A, n, and 11 are:

a
-0.3250 O.12'SO

0.2000 -0.3250
0 0.2000
0 0
0 0

b

0 .2000 0
0 0
0 a
0 0
0 0.2500

u -

0
0 .1000

o
0.1250

-0.3250
0.2000

o

a
o

0.1250
--0.3250

0.2000

o
o
o

0.1250
-0.3250
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The following MATLAB command can be used to solve for x

»x ~inv(a)*b*u

x
0.0076
0.0]98
0.0392
0.0704
0.1202

Usc of the MArLAB left-division operator (\) yields the same resull more efficiently
(faster computation time), using the LU decomposition technique:

3.3 NONLINEAR FUNCTIONS OF A SINGLE VARIABLE

Functions of a single variable Call be solved graphically by ploUing./(x) for many values
of.t and finding the values of x whcrcj(x) :::;; O. This approach is shown in Figure 3. J. An
interesting and challenging characteristic of nonlinear algebraic equations is the potential
for mnltiple solutions, as shown in Figure 3.1 b. In fact, for a single nonlinear algebraic
equation it is often not possible to even know (without a detailed analysis) the number of
solutions that exist. The situation is easier for polynomials because we know that an nth
order polynomial has 11 solutions. Fortunately, many chemical process problems have a
single solution that makes physical sense.

Numerical techniques for solving nonlinear algebraic equations arc covered in the
next section. A graphical representation will be used to provide physical insight for the
numerical techniques.

Numerical methods to solve nonlinear algebraic equations are also known as itera­
tive techniques. A sequence of guesses to the solution are made until we arc "close
enough" to the actual solution. To understand the concept of "closeness" we must use the
notion of convergence tolerance.

x
x

f(Xi

The solution

a. Single Solution b. Multiple Solutions

FIGURE 3.t Graphical solution tof{x) "'" O.

°

f(Xi
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3.3.1 Convergence Tolerance

A solution to a problcmj(x) :::; 0 is considered converged at iteration kif:

where 1::: is a tolerance that has been specified, !/(xk)! is lIsed to denote the absolute value
of fUllctionJ(x) evaluated at iteration k, and xk is the variable value at iteration k. At times
it is useful to base convergence on the variable rather than the function; for example, a so­
lution can be considered converged at iteration k if the change in the variable is less than a
certain absolute tolerance, E(I:

'I'he absolute tolerance is dependent on the scaling of the variable. so a relative tolerance
specification, l,;r' is orten lIsed:

The relative tolerance specification is not useful iLr is converging to O. A combination or
the relative and absolute tolerance specifications is often used, and can be expressed as

The iterative methods that we present for solving single algebraic equations are: (i) direct
substitution, (Ii) interval halving, (iii) false posilion, and (iv) Newton's Jnethod.

3.3.2 Direct Substitution

Perhaps the simplest algorithm for a single variable nonlinear algebraic equation is known
as direct substitution. We h.ave been writing the relationship for a single equation in a sin­
gle unknown as

f(x) = 0

Using the direct substitution technique, we rewrite (3.5) in the Conn

x = g(x)

(3.5)

(3.6)

this means that our "guess" ft.)!' x at iteration k+ 1 is based on the evaluation of M(X) atitera­
tion k (subscripts arc used to denote the iteration)

Xk+ l :::: M(Xk)

If formulated properly, (3.7) converges to a solution (within a desired tolerance)

(3.7)

x* = g(x*) (3.8)

If not formulated properly, (3.7) may diverge or converge to physically unrealistic solll~

tions, as shown by the following example.
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EXAMPLE 3.2 A Reactor with Second~OrdcrKinetics

Algebraic Equations Chap. 3

The dynamic model for an isothermal, constant volume, chemical reactor with a single sccond­
order reaction is:

~{~;,­

df

~ 0.7071

Find the slcady~statc concentration for the following inputs and parameters:

F/\I:;;;; I min-I, CAf '=. I gmolliiter, k:::: I litcr/(gmol min)

At steady-state, riCA/til := n, and substituting the parameter and input vatues, we find

I ~ C ~ C' ~ 0lis As

where the subscript s is used to denote the steady-state solution. For notational convenience, let
.r:;;: CA" and write the algebraic equation as

We can directly solve this equation using the quadratic formula to find x:::: -·1.6IX and 0.61X to
be the solutions. Obviously a concentration cannot be negative, so the only physically meaning­
ful solution is x::;;: 0.618. Although wc know the answer llsing the quadratic formula, our objec­
tive is to illustrate the behavior of thc direct substitution method.

To use the direct substitution method, we can rewrite the function in two different ways:
0) x 2 :;;;; ~J_- + I and Oi) x:;;;; --x2 + J. We will analyze (I) and leave (Ii) as an exercise for the reader
(see student exercise 4).

(i) Here we rewrite JCi,.:) to fino the following direct substitution arrangement

x ~ v=:;:-+) ~ g(x)

Or, using subscript k to indicate the kth iteration

For a first guess of xo :;;;; 0.5, we find the following sequence

x, ~ V - 0.5 + 1

x, ~ 0.7071 + I ~ 0.5412

XJ ~ 0.5412 + 1 ~ 0.6774

X 4 ~ 0.6774 + I ~ 0.5680

'[his sequence slowly converges to 0.618, as shown in Figure 3.2.
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0.75

0.7

0.65

'".". 0.6

0.55

0.5
0 5 10

k

15 20

FIGOH.E 3.2 The iteration XI; 11

sequence converges to 0.61 XO.
I I with Xo 0:;;: 0.5. This

Notice that an initial guess of xo:::O () or ! oscillates between 0 and 1, never converging or
diverging, as showil in Figure 3.3.

0.8

0.6

'".".
0.4 I \

I \

0.2
I \
I \
I \

0
0 2 4 6 10

FIGURE 3.3 The iteration xI; i [ = ~--::t~- 1 Wilh Xo::= 0 (dashed) or

(solid). Thi::; sequence oscillates between 0 and 1.

As noted earlier, this problem has two solutions (x* :;:::; --1.618 and x~: :;;:: 0.(18), since il
is a second-order polynomial. This tall be verified by plotting x versus J{x) as shown in
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Figure 3.4. From phy:;ical reasoning, we accept only the positive solution, since a concentration
cannot be negative.

a/V ~
3: / \

-1 f··················· ,. . ,............ . \[\

-2

-1
-3 L...". .i..__ .._--"~._ _-"- .

-2

FIGURE 3.4 Plot ofj(x) versus x to find whcrcJ(x)::::; O.

2

Example 3.2 illustrates that certain initial guesses may oscillate and never yield a
solution, while other guesses may converge to a solution. It turns out that the way that a
direct substitution problem is formulated may eliminate valid solutions from being
reached (sec student exercise 4).

These problems exist, to a certain extent, with any numerical solution technique.
The potential prohlems appear to be worse with direct substitution; direct substitution is
not generally recommended unless experience with a particular problem indicates that re­
sults arc satisfactory, Direct substitution is often the easiest numerical technique toformu­
late for the ,,,>olution of a single nonlinear algebraic equation.

If a numerical technique does not converge to a solution when the initial guess is
close to the solution, we refer to the solution as unstable. The stability of iterative meth­
ods is discussed in the appendix.

3.3.3 Interval Halving (Bisection)

The interval halving technique only requires that the sign of the function value is knowll.
The following steps arc used in the interval halving technique:

1. Bracket the solution by finding two values of x, one wherej{x) is less than zero and
another whereJ{x) is greater than zero.

2. Evaluate the function,./C-r), at the midpoint of the bracket.

3. Replace the bracket limit that has the same sign as the function value at the midpoint,
with the midpoint value. Check for convergence. If llot converged, go back to step 2.
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f(x)

initial
lower
limit

x2
initial
upper
limit

FIGURE 3.5 Illustration of the bisection technique.
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An example of the interval halving approach is shown in Figure 3.5.
Notice that the solution was bracketed by

1. Findingx\, whcrcj(xl) is negative andx2 wheref(x2) is positive.

2. The midpoint between xl and x2 was selected (x]). The function value at x3,}(x3)'

was negative, so

3. xl was thrown out and x3 became the lower bracket point.

4. The midpoint between x3 and .:rz was selected (x4)' The function value at --'"4' .!{.r4),

was positive, so

5. '\:2 was thrown out and x4 became the upper bracket point.

6. The midpoint between x 3 and x4 was selected (xs)' The function value al x5, j(xs)'

was negative, so

7. x3 was thrown out and x5 became the lower bracket point

You can see that the midpoint between x5 and x4 will yield a positive value for}(x(), so
that the x4 point will be thrown out. You can also see that this process could go on for a
very long time, depending on how close to zero you desire the sol11tion. Engineering
judgement must be used when making a convergence tolerance specification.

The advantage to interval bisection is that it is easy to understand. A disadvantage is
that it is not easily extended to multi variable systems. Also, it can take a long time to
reach the solution since it only uses information about the sign of the function values. The
next technique is similar to interval bisection but uses the function values to determine the
variable value for the next iteration.
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3.3.4 False Position (Reguli Falsi)

Algebraic Equations Chap.3

The false position or rcguli falsi technique uses the function values at two previous itera­
tions to determine the value for the next iteration. The technique of false position consists
of the foJlowing steps:

1. Select variahle values xk and xk+ J
to bracket the solution.

2. Draw line hctwccnj{xk) andf(xk+1) and find xk+2'

3. Evaluate f(xk+2)' Replace the bracket limit that has the S<llllC sign for its function as

the sign o(l{xk+2)'

An example of the false position approach is shown in J1'igurc 3.6.
The next step would be to draw aline from.f(x'j) to.!(x2) and find -'"4- Continue until

a certain tolerance is met.
The false position method generally converges much more rapidly since it uses

known function values to determine the next "guess" for the variable. We have sho\vn
graphically how each technique is used. You willlHlVe an opportunity in the student exer~

ciscs to write all algorithrn to implement the two techniques.

3.3.5 Newton's Method (or Newton-Raphsonl

The most commonrnethod for solving nonlinear algebraic equations is known as New­
ton's method (or Newton-I<aphson). Newton's method can be derived by performing a
Taylor series expansion ofJCr):

I(x + Llx) = f(x) + I'(x)Llx + rex) (Llx)2 + f"'G') (Llx)' +
2 6

f(x)

initial
lower
limit

=0 (3.9)

X2
initial
upper
limit

FIG-URE 3.6 Illustration of the false position technique.

------------------~~~-



Sec. 3.3 Nonlinear Functions of a Single Variable 61

where

and so 011.

Neglecting the second-order and higher derivative terms and solving for 1{,I:+~t) = 0, we
ohtain

-/(x)
L'.x = F(x) (3.10)

Since this is an iterative procedure, calculate the guess YOI x at iteration k+l as a function
of the value at iteration k:

defining (3.11 )

from (3.1 0) dXk + I
=At,)
f'(x,)

(3.12)

from (3.11)
F(x,)

(3.13)

}\x,)
=x, -/"( . )_ x k

(3.14)

Equation (3.14) is known as Newton's method for a single-variahle problem.
Notice that we can obtain the following graphical representation {{Jr Nc\vton's

method (Figure 3.7).
Statting from the initial guess of Xl' we find that -':2 is the intersection off'Cr 1) with

the x-axis. [~valuatcJ(.1:2) and draw a line with slopcf'(x2) to the x-axis to find x 3. This
procedure is continued until convergence.

I(x)

Flf;{JRE 3.7 Illustration of NeWlon's
mclhod.

'SlOpe" f'(x,)

I(x)

x,x,

I(x,)

~I(x,)

I(x,)
-1-------",'"""'7."---,----

ESCOLA Dc ENC:::NHARIA
BIBLIOTLCA
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Advantages to Newlon's method include quadratic convergence (when close to the
solution) and that the method is easily extended to l1lultivariablc problenls. Disadvantages
include the fact that a derivative of the function is required, and that the method may not
converge to a solution or may not converge to the nearest solution.

Foran example of nonconvcrgencc, consider the fUllction shown in l"igure 3.8. Here
the initial guess is at a point where the derivative of function is eqllal to zero (f'(xo) -:;: 0),
therefore there is no intersection with the x-axis to determine the next guess. \Vc also sec
from (3.14) that there is no finite value for the next guess for x.

Another probIcm is that the solution could continuously oscillate between two val­
ues. Consider/Cx) =::.x3 -- x. A plot of Newton's method for this function, with an initial
guess o1'xo::= ~1/\/5,is shown inl<'igure 3.9.

Notwithstanding the problems (possible diviSion by zero or continuous oscillation)
that we have shown with Newton's method, it (or some variant of Newton's) is still the
most commonly llsed solution technique for nonlinear algebraic equations. Notice that
Newton's method essentially linearizes the nonlinear model at each iteration and therefore
results in successive solutions of linear models.

Notice that increasing amounts of information were needed to use the previous
techniques. Interval halving required the sign of the function, reguli falsi required the
value of the function, and Nevvton's method required the value and the derivative of the
function. We also found that not all solutions to a nonlinear equation arc stable when di­
rect substitution is used. Next, we show that all solutions are stable using NeWlon's
method.

______.>-..-L~_"' _

horizon1al 1arlgel
never meet! x-axis

1

0.5

f(x) a

-0.5

-1
-1.5 -1 -0.5 o

x
0.5 1 1.5

FIGURE 3.8 Problem with NeWlon's method whcllf'(r)::;;: O.
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,
l' - ....... ~_
l ,

'~_ J,
, I

1

0.5

f(x) a

-0.5

-1
-1.5 -1 -0.5 a

x

0.5 1 1.5

FIGURE 3.9 OscillatIon of solution between two values.

3.4 MATLAB ROUTINES FOR SOLVING FUNCTIONS
OF A SINGLE VARIABLE

MA'fLAB has two routines that can solve for the zeros of a function or a single v.:triable.
FZERO is lIsed for a general nonlinear equation, while ROOTS can be used if the nonlin­
ear equation is a polynomial.

3.4.1 FZERO

The first routine that we usc for illustration purposes is [zero. [ZI<;1:'O uses a combina­
tion of interval halving and false position.

In order to usc f ZE,;ro, you must first write a MATL,AB m-filc to generate the func­
tion that is being evaluated. Consider the function.!(x):::: x2 - 2x ~ 3 :::: O.

The following MATLAB m-filc evaluates this function (the Ill-file is named
fcnl . m):

function y := fcnl(x)
y ~ x A 2 - 2*x 3;

After generating the m-filc tcnl. m, the user must provide a guess for lhc solulion
to the fzero routine. The following command gives an initial guess of x:::: O.

y fzero{'fcnl' ,0)
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MATL.AB returns the answer:

y -1

For an initial guess of x = 2, the user enters

Algebraic Equations Chap.3

z ~ fzero( 'fenl' ,2)

and MATLAB returns the answer

z ~ 3

These results arc consistent with those of Example 3.2, where we found that there were
two solutions to a similar problem (we could usc the quadratic rOl11mla to find theln).

Again, the solution obtained depends on the initial guess.
A third argument allows the user to select a relative tolerance (the default is the ma­

chine precision, eps). A fourth argument triggers a printing of the iterations.

3.4.2 ROOTS

Since the equation that we were solving was a polynomial equation, we could also lise the
MATLAB routine roots to find the zeros of the polynomiaL Consider the polynomial
function:

The user must create a vector of the coefficients of the polynomial, in descending order.

e~[1-2-3]'

Then the user can type the following command

roots(e)

and MATLAB returns

ans ::::
3

~l

Again, these are the two solutions that we expect.

3.5 MULTIVARIABLE SYSTEMS

Tn the previous sections we discussed the solution of a single algebraic equation with a
single unknown variable. We covered direct substitution, bisection, reguli falsi, and New­
ton's method. In this section, we will discuss the reduction of a multivariab1e problem to a
single-variable problem, as well as the multivariab1c NeWlon's method.

Consider a system of 1l nonlinear equations in Jl unknowns

f(x) = 0
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'There arc some special cases where 11 - 1 variables can he solved in terms of one vari~

ablc----lhen a single variable solution technique can be llsed. This approach is shown in
the following example.

EXAMPLE 3.3 Reducing a two~variahlc problem to a single~variablc problem

Solve the following system of nonlinear cqllati(Hls.

fl(x 1,X2)::::: XI 4x~- x Jx2 :::O (3.15)

(3.16)

From (3.15) we can sol ve for x2 in terms of x I to find:

-'2:;:;;1-4x1

Substituting (3.17) into (3.16), we find:

I +3x,-ZBxf::::O

which has the two solutions 1'1)] XI (from the quadratic formula)

The corresponding values of x 2 (1i'on} (3.17)) arc

X2 ;::: OJ) and x2:::;: 1.5714

Or, writing these solutions in vector form:

. [0.25]. .solutIOn 1 is X.co" . 0 .. ' while solution 2IS x =

Question: Arc we certain that there are only two solutions?

[
-0.1429]
1.5714

(3.17)

(3.18)

Observation: We can also see by inspection that the origin (sometimes cJlled the trivial so­
lut'lOn), x =: tgl, is also a solution. Another solution that is slightly Jess obvious is x;::;; [~]. which

we can see by inspection satisfies (3.15) and (3.16).

Question: How did we miss the other two solutions?

Observation: Perhaps we will find the olher solutions if we solve (3.16) for Xl in tCrIns of
-\2' then substitute this result into (3.15) to solve for x 2. When this is done, we obtain the result

that

x-i -- 4 x2 + 4 = 0

4 /116-16
dnd llSlllg the l(UMh,ttlC 100nJuid \} ~ 2 :1: \ --2 2

which gives us the solution x:;::: l~l. Notice that we are still missing the trivial solution, x ;::;; rgl.
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The mistake that we made was back at the fifst step, when we solved (3.15) for J.-2 in terms of xl
to find (3.17). We must recognize that (3.15) is quadratic in Xl' therefore there arc two solutions
for Xl in terms OLt2' This is more dear if we write (3.15) .'lS

~ 4 x7 + xI (1 - x2) + 0 ::: 0

and solve for xl to find xl -:;:;:. 0 or Xl ::: 1/4 (I - x2). The reader should show that substituting these
values into (3. 16) will1cad to the four solutions:

x·~ 1..°11°.11°.25.]. 1- 0.1429.1°' 2 ' . ° 'dnd 1.5714'

The previous example illustrates the care that must be taken when using reduction tech­
niques to solve several nonlinear algebraic equations.

If a problem cannot be reduced to a single variable, then a general multivariablc
strategy (such as that discussed in the next section) must be used,

3.5.1 Newton's Method for Multivariable Problems

Recall that we arc solving the general set of equalions

rex) = 0

That is, a set of n equations in n unknowns

fl(x}l"t zl ' . , x,J 0

f,(x\,x" ... x,,) 0

(3.19)

(3.20)

(3.21)

t"(x,,x,, ... x,,) 0

The oQjectivc is to solve for the sct of variables, Xi' that forces all of the functions,};, to zero.
We can use a Taylor series expansion for eachf;:

II ar
t;(x + Ax) = ,f,(x) + :s -c" !Hj + higher order terms

j'l dXj

Neglecting the higher order terms and writing in matrix form

f(x + Ax) = f(x) + J Ax

where.J is known as the Jacobian

ilf, iii, iii,
ax! dxz dX"

.J =

aj;/ iJj;/ iI/;/
ax} OX2 aXil

(322)

(3.23)
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Now, since we wish 10 solve for Ax such that r(x + Ax):::: 0, then (from 3.22)

f(x) + J Ax ~ 0

Solving for Ax at iteration k

but Ax is simply the change in the x vector from the previolls iteration

AXk = xkl- 1 - xk

Substituting (3.26) into (3.25)

(3.24)

(3.25)

(3.26)

(3.27)

Remember that xI, is a vector of values at iteration k. Notice that for a single equation
(3.27) is:

. _. f(x k )

x, , I - xk -"( )j x,
which is the result that we obtained in Section 3.3.4.

Comment: In practice the inverse of the Jacobi;:l11 is not actually used in the sollilion
of (3.25). Actually, (3.25) is solved as a set of linear algebraic equations, using Gaussian
elimination or LU decomposition.

where Jk and f(xk) are known at iteration k.

EXA1VIPLE 3.3 Revisited. Newton's method

1;(-'"x,) Xl - 4 xj XjX? = 0

or

f;(X"xJ = 2 x2 - x~ -I 3 X1X2 = 0

f(x)·· [- x l -4xf -X,X'j [OJ
-- 2 x

2
~ xi + 3 x

j
x

2
_ =0

The Jacobian elements are

ill;
J J I = .. = 1 - 8x1 ~ X2

()J: r

so the Jacobian is written

fJ/;
J?·""'·······=-x

L iJx
2

.l
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Consider all initial guess of ,:rj :;:;;; --1 and x2 ;;;;; ---J. Let x(O) represent the vector for this initial
guess

The value of the Jacobian at this initial guess is

[
10

.I(x(O)) ~_ 3

T'hc inverse of the Jacollian is

[

1

.I I(X(O» ~13
.3
13

The value of the function vector for the initial guess is

~I]
13 .10
13

[
- -- 1 4 I [

f(x(O» ~ 2 (- I) I + 3 [-~]

and the guess for x( I), \-vherc x( I) represents the vector at iteration I, is

x(1) ~ x(O) ~.1 '(x(O)) f(x(O)

[

1
~I U

x( I) ~ r~ I [ ~ .. 3

13

:-.d] r~61
10 0
13

x(1 ) [
~053851

0.3846

Continuing with iterations 2 through 7 we find the foJlowing results

Iteration XI x,
0 ~I - ]

1 ~0.5385 0.3846
2 ~0.3104 1.0688
3 0.2016 1.3952
4 ~0.156] 1.5317
5 -0.1439 1.5683
6 -0.1429 1.5714
7 --0.1429 1.5714
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The sequence of iterations for an initial guess of xl :::: .I and x2::::::1 is

Iteration x, X2

0 1 1
1 0.6190 0.0476
2 0.3893 0.0081
3 0.2870 0.0008
4 0.2542 0.0000
5 0.2501 0.0000
6 0.2500 0.0000

Noticethataguc:'isofx:::o [-1 -1]' convergcdtox [-0.1429 1.5714.1' aftcrsix
iterations, and a guess of x ::: [l 1J' converged to x '" [ 0.2500 0.0000 I ' aftcr
six iterations. Other initial guesses may lead to the other two known solutions that were deter­
mined analytically.

The previous example illustrates that, for systems that have ITIuhip1c solutions, the
solution obtained depends on the initial guess.

3.5.2 Quasi-Newton Methods

Most computer codes actually implement some variant of Newton's method; these arc re­
ferred to as quasi-Newton methods. Remember that Newton's method is guaranteed to
convcrge only if thc system is nonsingular and we arc "close" to the solution.

DAMPING FACTOR

Often it is desirable to "dampen" the change in the guess for xk+l' to make Newton's
method more stahlc. Applying a damping factor, a, to (3.27), we write

xu, = xk - a Jk ' f(xkl (3.28)

where a is chosen so that II f(xk+1) II < II f(Xk) II and () < 'x S; I (we lise the II f(xk) I1l10ta­
tion to represent the norm of the vector f(xk». Often IX is selected to minimize II f(xk+l ) II
using a search technique l that is, IX is adjusted until II f(xk+1) II is minimized.

It should be noted that the single-variable equivalent to (3.28) is

(3.29)

HANDLING SINGULAR (OR ILL-CONDITIONED) JACOBIAN MATRICES

Notice that the Newton method with ot without the damping factor requires the inverse of
the Jacobian matrix (or the solution of a set of linear algebraic equations) to determine the
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value for the next iteration. If the Jacobian is singular, it cannot he inverted. One method
that avoids this problem is known as the L,evcnhcrg~Marquardl method:

_ T .... ] Txk + t ~ xk ~ (J k Jk + [31) Jk f(xk ) (3.30)

where T represents the matrix transpose and [3 is an adjustable parameter llsed to avoid a
singularity. The single variable equivalent to (3.30) is

(3.31 )

Notice that jf j3 = 0, the standard Newton algorithm results.

WHEN ANALYTICAL JACOBIAN MATRICES ARE NOT AVAILABLE

If an analytical Jacobian is not available, a numerical approximation to the Jacobian mllst
be used by the quasi-Newton techniquc.A backward differences approximation for the
Jacobian is

(3.32)

where oxJ-(k) is a small perturbation in variable x· at iteration k. A problcrn with this ap-
.I

proaeh is that an n-variabfc problem requires 11 + 1 evaluations of the function vector at
each iteration. There are other techniques that rely on infrequent function evaluations to
update the Jacobian matrix.

3.6 MATLAB ROUTINES FOR SYSTEMS OF NONLINEAR
ALGEBRAIC EQUATIONS

'fhe MATI,AB routine fsolve is used to solve sets of nonlinear algebraic equations,
using a quasi-Newton method. The user must supply a routine to evaluate the function
vector. It is optional to write a routine to evaluate the gradient of the function vector. As
another option, the user can select tbe Levenburg-Marquardt method.

EXAMPLE 3.3 Reconsidered. Using MATLAB

The tn-file used to implement Example 3.3 using fsolve is:

function f = nle(x)
[(1)= x(1)-4*xll)*xl1)-xll)*xI2);
f{2)= 2*x(2)-x(2)*x(2)+3*x(1)*x(2);

which is placed in an tn-file called nle. m
The initial guess is entered

xO [1 1]';



Summary

and we obtain the solution by entering

X ::0 fsol ve ( 'nle' ,xO)

which gives us the expected results

71

x = [0.2500 0.0000] ,

Computationally faster results will he obtained if the analytical Jacobian is used.

2

'fhe following function file gcnerates the analytic,tI Jacobian for this problem.

[unction gf '=' gradnle(x)
gf(1,1)=1~8'x(1)-x(2);

gf(l,2)=-x(1) ;

gf(2,l)=3'x(2);

gf(2,21=2-2*x(2)+3*x(1);

which we place in all Ill-file called gradnle. m. We can then solve this problem by entering

xO = [l 1]';

options (5) c-,-O;

x fsolve( 'nle' ,xO,options, 'graclnle')

'fhe options vector can be used 10 seleel the Levcnberg-Marquanlt method by setting

options(5)'='1;

SUMMARY

In this cbapter we have presented a number of techniques to solve nonlinear algebraic
equations. Each technique bad a number of advantages and disadvantages-the approach
that you use may depend on tbe problem at hane!. If you have the option, it is a good idea
to plot the function,f(x), to see if the results agree with your numerical solution. This op­
tion may not be available with l11ultivariablc problems.

Notice that if a particular problem has multiple solutions, the actual solution ob­
tained will depend on the initial guess. There are many actual chemical. processes that
have "multiple solutions," that is, there are several possible "steady~states" that the
process may operate at. In practice, the steady-state obtained wiU depend on dynamic
considerations, such as the way that the process is started up. These issues will be ad~

dressed when we discuss differential equation~hased models.
Much research is being done in applied mathematics to develop numerical tecb­

niques that yield everyone of the multiple solutions, without having to make many initial
guesses. Among these is "homotopy continuation." These techniques arc not well­
developed and are heyond the scope of this text. For now, the student must he willing to
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try a numher of techniques, with a number of initial guesses, to find all of the solutions to
a problem. It is recommended that you generally lise commcrically availahle routines for

solving these problems.
The numerical techniques covered were

Direct substitution

Interval bisection

Rcguli falsi

Newton's method

Newton's method (and some variants) is the most commonly llsed multi variable tech­
nique. The reader should he able to understand the notions of

• Jacobian

Fixed or equilibrium points

• COllvergence and stability

Tolerance

Ilcration

The MATLAB routines that were introduced in this chapter are

f801ve: Solves a system of nonlinear algebraic equations, using quasi-Newton
and Levenberg-Marquardt based algorithms

fzero: Solves for a single equation

roots: Solves for the roots of a polynomial equation

A I1lnnber of other numerical rOlltines are availiable through thcMATLAB NAtj Tool­
box.

FURTHER READING

More detailed treatments of numerical methods given in the textbooks by Davis, Fin­

layson, and Riggs:

Davis, M.E. (1984). Numerical Methods ol1dModeling for Chell/ieal Engineers,
Ncw York: Wiley.

Finlayson, B.A. (1980), Nonlinear Analysis in Chonit'al Fngineering. New York:
McGraw-Hili.

Riggs, J.B. (1994). Numerh..al Techniques for Chemical Engineers, 2nd cd. Lub­
bock: Texas Tech University Press.
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Example numerical techniques arc also presented by Felder and Rousseau:

73

Felder, R.M., & R.W. Rousseau. (1986). Elementary Principles (~r Chemical
Processes. 2nd cd. New Yark: Wiley.

The following book is more of ail advanced undergraduate/first~yeargraduate student
text on I1lllncrical methods to solve chcmical engineering problems. The emphasis is on
FORTRAN subroutines to be used with tbe IMSL (FORTRAN-based) package.

Rameriz, w.r-<. «( 989). Computational Methods for Process 5'imulalion. Boston:
BUtlerworths.

STUDENT EXERCISES

Single Variable Methods

1. Real gases do not normally behave as ideal gases except at low pressure or high
tcmpcrature. A number of equations of state have been developed to account for the
non-idealities (van del" Waal's, RedliclyKwong, Peng-Robinson, etc.). Consider the
van cler Waal's (YO T relationship

where Pis pressure (absolute units), R is the ideal gas constant, T is temperature
(absolute units), {, is the molar volume and a and b arc van der Waa!'s constanls.
The van der Waal's constants are often calculated from the critical conditions for a
particular gas.

Assume that a, h, and R are given. We find that if P and T arc given, there is an iter­
ative solution required for V.
a. How many solutions for V arc there? Why? (Hint: Expand the PVT rclationshlp

to form a polynomial.)
b. Recall that direct substitution has the form Vk+J :::: gVk)' Write three different

direct substitution formulations for this problem (call thcse 1, H, and Ill).
c. What would be your first guess for V in this prohlem?Why?
d. Write the MATLAB m-files to solve for V using direct substitution, for each or

the three formulations developed in b.
Consider the following system: air at 50 atm and -1 ()(PC. The van der

Waal's constants arc (Felder and ROllsseau, p. 201) a :::: 1.33 altn Iitcr2/gmo!2,
b = 0.0366 Iitc/Jglllol, and R = OJl8206 liter alm/glllol K. Solve the I{Jl1owing
problems numerically.

e. Plot V as a function of iteration number for each of the direct substitution meth­
ods in b. Usc 10 to 20 iterations. Also usc the first guess that you calculated
in c. Discuss the stability of each solution (think about the stability theorem).
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,,~ 0.0001.

f. H.carrangc (I) to the form of/CO") :::: O-and plot./n/ ) as a function of V. How
many sol uti OilS arc there? Docs this agree with your solution for a? Why or why
not?

g. Usc the MA'rLAB function roots to solve for the roots of the polynomial de­
veloped in a.

h. Write and lise an m-fi1c to solve for the equation in a using Newton's method.

The nUlllerical Solulion is eonsidercd converged when IVk~ Vk11 < ". Lel

k-- [

2. Consider the van der Waals relationship for a gas without the volume correction
lerm (Ii ~ 0)

( a) AP + A V·
V2

RT

a. IIow many solutions for if arc there? Show the solutions analytically.
b. Which solution is correct?

3. A process furnace is heating 150 Ibrllol/hr of vapor~phase mllmonia. The rate of
heat addition to the furnace is 1.0 x J06 Btu/hI'. The ammonia fcedstrcam tempcra~

ture is 5500 R. Use Newton's method to find the tcmperature of the aJl1monialeav~

ing the furnace. Assumc ideal gas and use the following equation for heat capacity
at constant pressurc:

ell = a + bT + cT- 2

Btu

Ibmol "R

Btll
Ii ~ 3.33 X to 3 Ibmol "R' c = - 1.20 X lOS Btu "R

Ibmol

T

and remember that Q c. ,i r,,'·'" C" dT

where Ii is the molar rlowmtc of gas and Q is the ratc of heat addition to the gas pCI'

unit timc. l-Iow did you detcrrnine a good first gucss to lise?

4. Consider Example 3.2 , .ltx) = _x2 ~ X + 1 = 0, with the direct substitution method
jCll'lllulated as.x = -x2 + 1 :;;:: g(x), so that the iteration sequence is

X k I c= g(xk ) = - x~ + I

Try several different initial conditions and show whether these convcrge, diverge,
or oscillate bctwcen values. Discuss the stability of the two sollitions .x*:;:: 0.618 and
x*:;;:: -1.618, based on an analysis ofg'(.I;*).

5. Show why the graphical Newton's method is eqlJivalent to xk+l = x k ~-J(xJ.Yf(xk)'

6. Develop an algoritlnl1 (sequence of steps) to solve an algebraic equation using intcr­
val halving (bisection).
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7. Develop an algorithm (sequence of steps) to solve an algebraic equation using reg­
lilt falsi (false position). Compare and contrast this algorithm with Newton's
mcthod.

S. A componcnt material balance around a chemical reactor yields the following
steady-slale equation

0=
F

C- kc'
V

F Ibmol ftC>
where V 0.1 min " Cj" .= 1.0 and k = 0.05, .

IbmoV ITIm

a. How many steady-state solutions arc there?
b. Write two different direct substitution methods and assesS the convergence of

each.
c. Perform two iterations of Newton's method using an initial guess of C:::: 1.0.

9. Consider the following direct suhstitution problem, which results from all energy
balance problem

T -I' 15.04 'I'
k+ I - 0.716 _ 4.257 X 10 7~

Willlhis method converge to the solution or T = 443.571? Why or why not?

IO. Consider the following steady-stale model for an exothermic zero-order reaction in
a continuous stirred-tank reactor. The variable x is the dimensionless reactor tem­
perature.

lex) 0.42204 cxp
x

+
x

20

-1.3x=O

I'here arc two solutions to this equation, as illustrated in the figure below. The solu­
!ions mc x = 0.55946 and 2.00000.
a. Formulatc a direct substitution solution to this problcm. Will your direct substi­

tution tcchnique converge 10 0.55946'1 Will your direct substitution technique
converge 10 x::: 2'1 Use a rigorous mathematical argument in each case.

h. For an initial guess of x = 1.35, would you expect Newton's method to have any
trouble with this problem? Explain.

c. What is the next guess from the reguli falsi lechnique if your first guess was
x;:;: I and your second guess was x:::::; 2.5 (show this mathematically)?

d. Write a function routine to solve this problem using theMATLAB function
f zero. Also show the commands that you would give in the MATLAB com­
mand window to run fzera.
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Plot of x versus f(x) for problem IO.

11. A component material balance around a chemical reactor yields the following
steady-state equation

F Fo C C - k(·25
c V ';,,- V

F Ibmol If'5
where V = IU min'!, C;" = 1.0 1 - and k = 0.05 . ..... I'

fl' lbmol "- min

i:1. Write two different direct substitution methods and assess the convergence of
each to the steady-state concentration of 0.75354.

b. Perform two iterations of Newton's method using an initial guess of C:::: 1.0.

12. Consider the dimensionless equations for an exothermic CSTR (continuous stirred
tank reactor) shown in a module in the final section of the textbook.

fl(xI,x,) = -'!>XIK(X,) + (I - XI) = 0

f,(x"x,) = j3<!>XIK(X,) + (I + o)x, = 0

where K(X ) = exp (_X2 ..)
2 1 + x,I'Y

Uscft (x['X2) to solve for xl in terms of x2 and substitute intoh(xl,x2) to obtain the
single equation

I«X,) - (1 + o)x, = 0I ) ~ .

Consider the parameter values ~ :::: 8, (V :::;: 0.072, 'Y :::: 20, 0 = 0.3. Determine the
number of solutions to this problem (graphically), Find the xI and .x2 values for each
solution, using the single variable Newton's method.
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13. Use the multivariabJe Newton's method to solve the following problem. Solve this as
a two-variable problem. Do not reduce it to a single-variable problem via substitution.

f,(x) = 2x,-x2 -5 = 0

J;(x) =-x, -x2 + 4 .•~ 0

How many iterations docs it take to converge to the solution? Explain this result
conceptually.

14. A simple bioreactor model (assuming stcady~statc operation) is

where JJ..mi]X

km
k,
c

::::: 0.53
= 0.12
::::: 0.4545
::::: 0.4
::::: 4.0

Xl is the biomass concentration (mass of cells) and xl is the substrate concentration
(food source for the cells).

Find the steady-state values for xI and x2 if f)::::: 0.3 (There are three solutions).
<l. Usc fsolve and several initial guesses for the solution vector.
b. Perform a detailed analysis by hand (hinl: the trivial solution xl ~ 0 and X2 ~ '\j

should be easy to show.)

15. For the dimensionless CSTR problem (module 9 in Section V), use the MATL,AB
routine fso1ve to find the solutions. Show lhe initial guesses and the solu­
tions that £solve converges to. Show your function routine as well as the calls to
MATLAB.

f,(x"x,) CC - q>X,,,(xz) + (1 - x,) = 0

j;(x"x,) = l3q,x,,,(x,) - (1 + I\)xz .c. 0

where ,,(x,) = exp (. ..)
I j- x,h

and the following parameters arc used

13 = 8 (I' = 0.072

'Y = 20 1\ = 0.3
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APPENDIX

Stability of Numerial Solutions-Single Equations

If the iterates (xk) from a numerical algorithm converge to a solution, we refer to thal solu­
tion ns being stable.

-----._----------~----_.._--~-~--~---~-_._--------~

Definition 3.1

Let x''' represent the solution (fixed point) of x* =: S(x'''), or get''') yO" =: O.

--------~-

Theorem 3.1

t evaluated at x*,- ~ g(,"'). if lugl
(JX

If 1~lgl !, then no conclusions can be drawn. For simplicity in notation, we generally usc
rJx

f (jv
g to represent 1.':>1_

dx

. I' '. '1'li1gl - I I .. II I' I'x~' IS a stahle so uUon 01 x':: 0:: K(.r""), 1 --~------ < eva llatcd at -r"'r';' IS an 11llsta) c SO utHlll ()
llx

\Vc continue with Example 3.2 to illustrate the numerical stability of direcl sub­
stitution.

--------- -------._--.._---

EXAMJ'LE 3.2 Contimlcd. Stability of din~ct substitution

Consider the Case I formulation,

x ~ g(x) x+1

which has the derivative

ag
. g' -

ax
- I

x I 1

II
I I

I, then x*' is a stable solutioH.

I.Sox''':=O.6ISisaO.X090
O.61X +- I

stable solution, that is, all initial "guess" for Xo close to 0.618 will convergc 10 xO;o 0:::: 0.618.

1. For xo;' := 0.618, we find that lex ") :::;0

-I
0.30(]O,' 1. So _y*' :::; ....~ 1.618 should

.618 f J
be a stable solution, that is, an initial "guess" frw Xu close to - 1.61 g should converge to
x'" 0:::: -1.618.

2. [-'or x'" 0:::: -1.618, wc find I g'(x"') I 0::::

c
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Question: Why did we find previollsly that an Initial guess close to -1.61 Xdid not converge?

Observation: We must realize that the square root of a positive number has two values. For
example, the square rooL of I call either be + I or -I (after all (-1)2 ::0:: In.

---------

You may be questioning the utility of a stability test for the direct substitution method,
which requires that the solution be known to apply the test. Our purpose is mainly to show
that the direct substitution method can he unstable. Newlon's rncthod guarantees stable
solutions, if the "guess" is close to the solution.

Stability of Newton's Method for Single Equations

Here we use 'rhcorcm 3.1 to show that Newton's method is stable. 'to/e see that NewLon's
lllcthod can be written in the form of

where

fix,)
f'(x,J

Then we can find that tbe derivative, //Ctk) is

or

At the solution, x"" we sec that

g'(x,) ~

g' (x*)

lex,) n\,)
II' (\,J I'

/(x*) r(x"')

II'(x*)]'
And sincc.f(x*') ::::: 0, we find that the stability constraint is satisfied

g'(x*) = ()

as long as/ex"~') *- O. This shO\vs that Newlon's method will converge to the solution, pro­
vided an initial guess close to the solution.
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Most chemical process models arc nonlinear and rarely have analytical solutions. This
chapter introduces numerical solution techniques for the integration of initial value ordi~

nary differential equations. After studying this material, the student should be able to:

Understand the difference between explicit and implicit Euler integration.

Write MATLAB code to implement fixed step size Euler and Runge-Kutta tech­
niques.

Usc thcMATLAB ode45 integration routine.

The major sections or this chapter arc:

4.1 Background

4.2 Euler Integration

4.3 Runge-Kulla Integration

4.4 MATLAB Integration Routines

4.1 BACKGROUND

Thus far we have developed modeling equations (Chapter 2) and solved for the steady
states (Chapter 3). One purpose of developing dynamic models is to be able to perform
"what if' types of studies. For example, you may wish to determine how long a gas stor­
age tank will take to reach a certain pressure if the outlet valve is closed. This requires in-

80
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tegrating the differential equations from given initial conditions. If the dynamic equations
are linear, then we can generally obtain analytical solutions; these techniques will be pre­
sented in Chapters 6 and 8 through 10. Even when systems are linear, we may wish to use
numerical methods rather than analytical solutions.

At this point itis worth reviewing the difference between linear and nonlinear dif­
ferential equations. An example of a linear ordinary differential equation is:

dx
= -rdt •

since the rate of change of the dependent variable is a linear function of the dependent
variable. An example of a nonlinear differential equation is:

dx 2= ~-x

dt

since the rate of change of the dependent variable is a nonlinear function of the dependent
variable. Although this particulary nonlinear equation has an analytical solution, this will
not normally be the case, particularly for sets of nonlinear equations. Notice that the fol­
lowing equation is linear:

since the only nonlinearity is in the independent variable (t).
The purpose of this chapter is to introduce you to numerical techniques for integrat­

ing initial value ordinary differential equations. The first numerical integration technique
that we will present is the Euler integration. In the next section we discuss two algo­
rithms, the explicit and the implicit Euler methods.

4.2 EULER INTEGRATION

Consider a single variable ODE with the form

dx. ( )
dl = x = f x (4.1 )

We consider two different approximations to the derivative. In Section 4.2, I we consider
a forward difference approximation, which leads to the explict Euler method, In Section
4.2.2 we consider a backwards differences approximation, which leads to the implicit
Euler method.

4.2.1 Explicit Euler

If we use a forward difference approximation for the time derivative of (4, I), we find

dx
=

dl

+ I _.

t(k + I) ~ t(k)
(4.2)
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where k represents the kth discrete time step of the integration. Now, assume that)(.\:) is
evaluated at x(k). We will refer to this fuuclion ast(x(k)), and can write (4.1) and (4.2) as

x(k+ 1)...- x(k) = j(x(k))
I(k + 1) - 'rk)

(4.3)

Normally we will use a fixed increment of time, that is, t(k + 1) - t(k) ~ at, where!:;;'/ is
the integration step size. Then we write (43) as

Solving t{)r x(k + I)

x(k + 2t-x(k) Cc J(x(k))

x(k + I) = x(k) + D.tJ(x(k)) K,plicit Euler

(43)

(44)

We can view (4.4) as a prediction of x at k + 1 based on the value of x al k and the
slope at k, as shown in Figure 4.1.

Equation (4.4) is the expression for the explicit Euler method for a single variable.
The general statement for a lllultivariable prohlcm is

x(k + 1) = x(k) + 6.lf(x(k)) (45)

Where x(k) is a vector of state variable values at time step k and f(x(k» is a vector
of functions evaluated at step k. Equations (4.4) and (4.5) are explicit because the statc
variable value at time step k + 1 is only a function of the variahle values at step k. 'I'his
method is straightforward and easy to program on either a handheld calculator or a corn­
puter. A major disadvantage is that a small step size must he llscd for accuracy. llowevcr.
if too small of a step size is used, then numerical truncation problems may result. Explict
Euler is not often used in practice, but is covered here for illustrative purposes.

4.2.2 Implicit Euler

This method uses a backwards difference approximation for the derivative in (4.1). The
function (or vector of functions) is evaluated at time step k + 1 rather than time step k:

x(k)

+I)-x(k)
6.1' = j(x(k + 1))

x(k+1) based on x(k) and f(x(k))

----~ slope, f(k),

evaluated at step k

(46)

k k+1 FIGURE 4.1 Pictorial representation
of the explicit Euler method.



which can be written

x(k + J) = x(k) + Iltf(x(k + 1)) Implicit Euler

Sec. 4.2 Euter Integration 83

(4.7)

Equation (4.7) is implicit because the value x(k + I) must be known in order to solve for
x(k + 1). What this generally requires is a nonlinear algebraic solution technique, slIch as
Newton's method. For a linear system, equation (4.7) can be explicitly solved to obtain
the form

x(k + 1) = g(x(k))

The following section compares the explicit and implicit methods for a single linear ordi­
nary differential equation. In particular, we compare how the integration step size (At) af­
fects the stability of each method.

4.2.3 Numerical Stability of Explicit and Implict Euler Methods

Consider the tank height problem covered in Example 2.1. There was no inflow, and the
outlet flowratc was assumed to be linearly related to height, which gave us the following
equation:

dx

dt

1
x co Ax = f(x)

T
(4.8)

where 'T = A/13, A =- lIT and the state variable x is the tank height. Since the variables
are separable, the reader should show that the analytical solution is:

x(t) = x(O)e,j· = x(O)e" (4.9)

Next, we compare this analytical solution with the explicit and irnplicit Euler solutions.

EXPLICIT EULER

The function value at step k is:

J
f(x(k») Oc - x(k)

T

and the state variable value at the next time step is:

Ilt (t1t)x(k + J) = x(k) + - T x(k) = J - .~. x(k)

IMPLICIT EULER

The implicit Euler method evaluates the function at k + 1 rather than k:

I
I(x(k + 1)) = - x(k + 1)

T

and the state variable at slep k + lis:

(4.10)
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ill
x(k + I) ~ x(k) + - x(k + I)

T

Chap. 4

(4.1 J)

Notice that, since this is a linear problem, a nonlinear algebraic equation solver is not
needed for (4.11). We can rewrite (4.11) as

x(k + I) ~
1

ill x(k)
+

T

(412)

In the next section we compare the numerical stability of the explicit and implicit Euler
methods.

NUMERiCAL 5TABILITY

The explicit Euler solution, written in terms of the initial condition, is (from (4.10»):

( flt)" Ix(k + I) ~ 1 - T x(O)

which will be stable if 11- AlIT 1< 1. This is the same re~Htlt if we usc the representation:

x(k + i) = g(x(k)) ~ (I - ~1)X(k)

and the stability requirement that Ig' I< I. The explicit Euler method is then stable if:

ill
-1<1- <I

T

and will oscillate for:

-1<
flt

1-- < 0
T

These criteria lead to the explicit Euler stability condition of:

0<flt<2T

while the solution will have a stable, oscillatory solution for:

T<ill<2T

and a stable, monotonic solution for:

o < ill < T

The implicit Euler solution, written in terms of the initial condition, is (from (4.12)):

x(k + ( )
'"

I)~ I;~I x(O)

th
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which will be stable if II/l+~t,'T1 < 1. This is the same result if we usc the representation

x(k + I) = g(x(k)) = ( 1 ) x(k)
I + !it

7

and the stability requirement that 11/ ::to < 1. Notice that the implicit Euler method is sta­
ble for any value of D.f (as long as the sign of D.l is corrcct) and will not oscillate.

EXAMPLE 4.1 Numerical Compm'json of Explicit and Implicit Euler

Let x(O) ::::: 4, T :::: 5, and tlt ;:: I. Table 4.1 compares the exact solution (4.9) with the explicit
Euler (4.10) and implicit Euler (4.12) methods.

TABLE 4.1 Linear First Order Example (. = 5, dt;:: 1)

()

1
2
3
4

5

x, exact

4.()()()()

3.2749
2.6813
2.1952
1.7979
1.4715

x, Explicit Euler

4.0000
3.2000
2.5600
2.0480
1.6384
1.3107

error

-2.YkJ
·-4'yf{-)

-6.7(70

---8.99()
-10.9%

x, Implicit Euler

4.0000
3.3333
2.7778
2.3148
1.9290
1.6075

errol"

1.81;1,
J.(-H('
5.49;
7.Yfri
9.2(;{,

The results shown in Tahle 4.1 are illustrated graphically by the curves in Figure 4.2.

implicit

explicit

FIGlJRE 4.2 Comparison of the exact solution with the explicit and implicit Euler for
D.t = I.
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Larger Integration Step Size. We have seen the well-behaved response for at ::::: I
(which is 7/5). Consider now a larger D..t. We cun sec from (4.10) that the explicit l-:u1cr
method predicts.r::::: 0 for all time after time 0, if at;;:::; T. Indeed, the explicit Euler solu­
tion is oscillatory for fj,t > 7, for this process. For example, let at = 6 for this problem.
The results arc shown in 'fable 4.2. These results arc illustrated more graphically by
the curves plotted in Figure 4.3. The implicit Euler techniquc has monotonic behavior
and more closely approximates the exact solution. We sec that the implicit Euler
method call tolerate it larger integration step size than the explicit Euler technique.

TABLE 4.2 Linc)]r First Order Example (r;:: 5, ilt;:: 6)
,~~---~

x, exact x, Explicit Euler -Y, Implicit Euler

° 4JJOOO 4JJOOO 4,0000

6 U04S -II-SOOO LSIS2
12 03629 0,1600 11-8264

IS 0-1093 ,(HmO IU757

24 (W329 OJI064 IU70S

4

3

2

~ implicit

exact

0

explicit

-1
0 5 10 15 20 25 30

FIGURE 4.3 Comparison of exact solution with implicit and explicit Euler for D.l;;o. o.

We have seen that thcre is a limit to how large a step size can bc tolerated by the explicit
Euler method before it goes unstable, while the Implicit Euler Inethod rcmains stable for
any step size. This is true for a simple linear ordinary differential equation. The following
example illustrates an important issue when solving nonlinear equations. That is. the im­
plicit Eulcr method requircs an iterativc solution at each time step.
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---------------~--- ...._----------~----

(4.13a)
dl

EXAjVII.JIJ~4.2 Explicit and Implicit Eulcl"-Nonlinear System

Consider a surge tank with an outlet f!owratc that depends on the square rool of the height of liq­
uid in the tank. Whclllhcrc is 110 inlet flow, the model has the following form

fix

where x is the tank height and (/:::;; WA (:::: flow coefficicntJcross-scctional area).

Analytical solution (exact). 'l'he analytical solution is

x(l) [\1,(1» lit /21' (4.13bl

Next, we compare tbis solution with the explicit and implicit r~Lllcr solutions.

Explicit Euler. The explicit Euler method yields the following equation

,(k + I) x(k) - tH lI\le(k» (4.14)

l<'or the numerical example of ([;;;; 0.8, curves for 3 different D.ts are shown in Figure 4.4.

2 3 4 5

F1G{][{E 4.4 Explicit Euler solution. !:1t:::: O.()I, 0.1, and LO. The 0.01 and 0.1 step

sizes yield virtually identical results. while there is a significant error ill a step size of 1.0.

Implicit Euler. The implicit Euler method yields the following equation

,(k + I) ~ x(k) -- uta\lx(k + 1) (4.15)

R.ecall that when we were dealing with a linear equation we were able to rewrite the implicit
Euler equation to yield an explicit calculation of the state variable at the next time step. Here we
sec that this is impossible for a nonlinear equation. Rewriting (4.15),

,(k + I) + ula\lx(k + I)-x(k)" 0 (4.16)

we sec that (4.16) requires an iterative solution. That is, at time step k + I we must usc a numeri­
cal method that \vill solve a nonlinear algebraic equation. We know from Chapter 3 that a num-
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bel' of techniques, including Newton's method, can be used. To illustrate clearly one approach
that we can take, let y represent tbe value of x at step k + I for which we desire to find the solu­

lion. We can rewrite (4.16) as

y + b\/v - c = 0

where y -= x(k + I), b "" 1:11 (/, and c :;;: x(k). If Newton's method is used, we can write:

MCr(i» c. y(i) + 1,v)'O) - c

where (i) is an index to iudicatc the ith iteration of Newton's method.

(417)

(4.18)

where

yO + I) ~ rei) _ M(YO»
. g' (yO»

(4.191

iJ
g'(y(i» ~ 1 + --7'

2VY(I)

We call write (4.19) as (from (4.18), (4.19), and (4.20»

Iln,'(i) - (\1)'0)]
yO+ I),~y(i)- iJ

\lv(i) + 2

(420)

(4.21 )

Equation (4.21) is then iterated to convergence.
Summarizing, at step k+l of an integration, we must iteratively solve for the value of x at

k+ I. That is, (4.21) is iteratively solved to convergence, in order to find x(k + 1) in (4.16).

COMMENT ON IMPLICIT INTEGRATION TECHNIQUES

We have seen that the implicit Euler method is more accurate and stable than the explicit
Euler method. We also noted that, for nonlinear systems, a nonlinear equation must be it­
eratively solved at each time step. The implicit Euler method allows a much larger time
step, hut some or the computational savings Inuch be sacrificed in the inlcralive solution
of the nonlinear algebraic equation at each lime step_ There arc a Ilumber of more ad­
vanced implicit methods that arc used in a number of commercially availahle integration
codes. In this text we emphasize e.rplicit techniques, which are used by the MATLAB rou­
tines ode23 and ode4 5. SIMULINK has choices of some implicit integration routines.

An explicit technique that is more accurate than the explicit Euler technique is
known as the Runge-Kutta method and is shown in the next section.

4.3 RUNGE-KUTTA INTEGRATION

This technique is an extension of the Euler method. In the Euler method, the derivative at
time step k was used to predict the solution at step k+ 1. Runge~Kutta methods use the
Euler technique to predict the x value at intermediate steps, then use averages of the
slopes at intcmediatc steps for the full prediction from the beginning of the time step.
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4.3.1 Second-Order Runge-Kutta

The first Rungc-Kutta approach that we discuss is the second-order Rungc-Kutta method,
which is also known as the midpoint Euler method, for reasons that will become clear.
The Euler technique is first used to predict the state value at I:3.t12. The derivative is evalu­
ated at this midpoint, and used to predict the value of x at the end of the step, l:i.t, as shown
in r'igufc 4.5.

Let Tnj represent the slope at the initial point and lJl2 represent the slope (dddt) at
the midpoint:

n1, ~ I(t (k), x())

(
At At)

n1, = [ t(k) + 2' x(k) + 2 n1,

x(k + 1) ~ x(k) + n1,At

(4.22)

(4.23)

(4.24)

For autonomOllS systems, the derivative functions arc not explicitly functions of time, so
(4.22) and (4.23) can be written:

or

n1, [(x(k))

n1 2 ••• [(x(k) + ~ !(X(k))

(4.22a)

(4.23a)

(4.23b)

x(k)

x(k+l) based on x(k)
and slope at tk + D. t

2

----------~

t k+1

FIGURE 4.5 Pictorial representation of sccolld~ordcrRunge-Kutta (midpoint Euler) technique.
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Equation (4.24) can now be written:

Numerical Integration Chap" 4

x(k + I) ~ x(k) + L1tr(r(X(k) + ~tr(X(k))))

which is of the form:

x(k + I) ~ g(x(k))

(4"24a)

It should be noted that the second-order RUllgc-Kutta is accurate to the order of :i12,

while the explicit Euler is accurate to the order of dt.

EXAMPLE 4.3 Second-order Rnngc~Kutta (Midpoint Euler) Tedmique

Consider again the first-order process:

dx 1
~ {(x) ~ - x

dt T

(
I ) -I

Ill, ~ r(x(k)) ~ -" T x(k) ~ T x(k)

For t1t::;;;; 1, T = 5, and x(O) = 4.0:

(4"8)

(4"25)

(4"26)

From (4"25)

From (4"26)

111[=
-1 -4

x(O) ~ ---
5 5

-1( I) -1I - """" x(O) - (I - OJ)(4) ~
5 10 5

H
5

[:rom (4.24) x(l) ~ x(O) + 111 , bot

x(1) ~ 4"0 - OJ2 ~ 32800

Compare this with the analytical result of 4.0 e -1/5:::: 3.2749
Notice that the error is O.161YtJ. Contrast this with an error of-2.3% from Table 4.! for the

Euler method. For the same step size, Rungc-Kutta techniques arc more accurate than the stan­
dard Explicit Euler technique.

Thus far, we have used single variable examples. The next example is for a two~statc vari~

able system.
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EXAMPLE 4.4 Two~statc Variable System, Second~ordcr Rungc~KuttaMethod

Consider two interacting tanks in series, showll in Figure 4.6, with outlet tlowrates that are a
fun~~,igl_~_ ~!f the square root of tank height. Notice that the He)w from tank 1 is a function of
VII - il , while the flowratc out of lank 2 is a function of Vl12·I 2

F

FIGURE 4.6 Interacting tanks.

The following modeling equations describe this system

For the following parameter values:

(4.27)

ft2.5

13, = 2.5
min

and the input: F = 5 ft3/min

the steady-state height values are:

5 fl2S

13 =·~C A, = 5 ft' A, = to ft'
2 \/6 min

Numerically, we can write (4.27) as:

[

dh ] [ , ! ·.---- ]cit'.) 1-0.5vh,-h,
1,(h"h2

dh, ~ 11;(h"h2) 1 = 2< _I _1. ;,-
dt O. -, '2 2\16 \ h,

(4.28)

Since this system is autOnomous (no explicit dependence on time), we can leave (oul of the ar­

guments:

. I];(h,(k), h2(1e))]
m, = j(h(le)) = j;(h,(k), h,(k))

[
. at at]

111 ~ ti(h,(Ie) + 2 ""I' h,(k) +2 fI121 )

2 at M
1;(h,(k) + 2 Ill", h2(k) + 2 fI1 21 )
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[
h (k + IlJ [h (klJh(k + 1l ~ '( l ~ '( l + 1I1,C,t

h, k + 1 h2 k

Chap. 4

Let the initial conditions be 11 1(0) = 12 ft and hiD):= 7 ft. Also. let!J.! 0::: 0.2 minutes.

Por k = 0, we find

so

. 05 YI2-~7 I ..

-7-,IY7­2v6
1

-0.118034.]
. 0.018955

Ih,(O)] j

hiO)

!!.t
----m
2 '

. 0.2 •12 +2 ( 0.118(34) ~ 111.9881971

0.2 7.001896
7 + -;C (0.018955)

h,(O) + ~t 111" ~ 12 + 0~2 (_ 0.118(34) ~ 11.988197f1

h,(O) + !!.t 111" ~ 7 f· 0
7
.2 (0.018955) ~ 7.001896 fl

2' _

"'" •. t;(h,(O) + ~t "'". h2(O) + ~t "''') 1;(11.988197.7.001896)

~ 1-0.5vI1.988197-7.001896 ~ -0.116501

"'" .0 t;(h,(O) + ~. "'", h,(O) + ~t "''') ~ /,( 11.988197, 7.001 R96)

.= 0.25 vi (.988197 -7.(J()lWJ6- v7.001896 ~ 0.OIH116

",(I) ~ ",(0) + m"c,t ~ 12 + - 0.116501 (0.2) - 11.976700 It

",( I) - ",(0) + m"c,t - 7 + 0.01 R116 (0.2) .= 7.1l03623 It

and we call continue for the next time step, k = t. A plot of the response of this system is shown
in Figure 4.7. The response of Ii] actually increases slightly hefore dccrcasing------this is missed

became of the scaling.
Notice that when hi is greater than h2, the flow is from tank I to tank 2; while when hi is

less than 1l 2, the flow is from tank 2 to tankl (although this cannot occur at steady-state). Since
we have assigned a positive value to F[ when the flow is from tank I to tank 2, then a negative
value of F I indicates the opposite flow. Care must he taken when solving this problem numeri­
cally, so that the square root of a negative number is not taken. For this pU'lJOse, the sign func­

tion is used
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::~
10

1 ----

gL

81
7r--------
61 --==========~!o 20 40 60 80 100

time (minutes)

FIGlJUE 4.7 Transient response of the interacting lank example, using second-order
Runge- Kutta.

The idea behind the second-order Runge-Kutta can be extended to higher-orders. The
most commonly used method is the .f(Jllrth-order Runge-KaNa method as outlined in the
next section.

4.3.2 Fourth-Order Runge-Kutta

Using this method, the approximations arc more accurate than explicit Euler or sccond­
order Runge-Kutta. The idea is to use the initial slope (m

J
) to generate a first guess for the

state variable at the midpoint of the integration interval. This first guess is then used to

find the slope at the midpoint (m2). A "corrected" midpoint slope (m3) is then found by
using mz. A final slope (m4) is found at the end of a step using 111 3- A weighted average of
these slopes is then used for the integration. The algorithm is

t

fill ~ [(I(k), x(k))

fIl 2 = [~(k)) + ~ D.I, x(k) + ~ fIllD.I)

fll, ~ [(I(k) + J D.I, x(k) + 1 11I2D.I)
·22

fIl4 = [(I(k) + D.I, x(k) + 11I,D.t)

(4.29)

(4.30)

(4.3 J)

(4.32)
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x(k + i) ~ x(k) j I~!lL -I- IJ}z

11 3

Numerical Integration

tn, m 4 !,+ + • uf
3 11

Chap.4

(433)

To become rnore familiar with integration techniques, yOll should solve sOllle of
your initial problems using the explicit Euler method. Make certain that your step size is
small enough so that the errors do not build up 100 rapidly. As you find a need for more
accuracy, you should then lise the fourtlHlrdcr Runge-Kulla method. In Section 4.4 we in­
troduce the MAI'LAB routines that arc available for numerical integration.

SELECTiON OF INTEGRATION STEP SiZE

Generally, integration step size must be "small" for Euler, call be larger for second-order
RUllgc~KLltta (as far as accuracy is concerned), and can be still larger for fourth-order
Rungc-Kutta. Particularly for Euler, step sizes that are (00 large can be unstable or inaccu~

rate. Step sizes that arc too small may waste computer time or have numerical truncation
errors sillce the state variables Inay not change much from step to step. If the student L1ses

a fixed step si/.e, then it is generally a good idea to try larger and smaller step sizcs to sec
if the results change significantly. Generally, you will want to use as large a step size as

possible, A particular challenge is from "stiff' systelns (time constants that span a wide
range), where a commerical code specifically for stirI' systems should be Llsed. One welJ­
known implicit mcthod for stitT systems is (Jear's method, which is available in
SIMULINK. Implicit methods will only work wel! for systems that arc continoLls. IT dis­
continuous systems are simulated (for example, step changes at certain times), then
Runge-Kutta methods should be used.

Most eommerical integration packages use a variable step size. The integration step
size is automatically chosen and varied from step-to-skp to assurc accuracy while mini­
mizing computation time. The integration routines in MA'rLAB use a variable integration
stcp size.

4.4 MATLAB INTEGRATION ROUTINES

Thc primary purposc of thc previous sections in this chapter was to review simple numcr­
ical techniqucs for integrating initial valuc ordinary differential equations. We havc illus­
trated the techniques with some simple numcrical examples, implemcnted as m-files in
MATLAB. In practicc, we do not recOlnmend that you write your own integration rou­
tincs. You will spend much tinle debugging these routines and they will generally not be
as po\verful as existing academic or commcricalintegration routines. Your goal should bc
to providc the correct formulation of the model, spccifying the corrcct initial conditions
and parameters. You should generally usc a well-documented, commerical or public do­
main integration code to implement your simulation.

MATLAB has several routincs for numerical integration; two arc ode23 and
ode45. ode2:3 uses second-order and odC'4:) uses founh-order RLlngc~Kutta integra­
tion. Both routines usc a variable integratioll step size (Lit is not constant). The integration
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step size is adjusted by the routinc to provide the necessary accuracy, witholll taking too
!llllch computation limc-,

4.4.1 ode23 and ode45

To usc od(-~23 or ode4~-), the reader must first generate an m-filc 10 evaluate the state
variable derivatives. Theil the student gives the cOlllmand:

where

It, xl ode45 ( , xpr ime ' I rto, t t ] xO )

xprimc is a string variable containing the Halne of the Ill-file for the derivatives
to is the initial time
t t is the fjnal time
xO is the initial condition veclor for the state variables (usually a column

vector)

The arrays that arc returned arc

a (column) vcctor or lime
x an array of state variables as a function of time (column I is Slate I, etc.)

For example, jf the lillle vector has 50 elements, and there arc three state variables,
then the stale variable veelor has the 50 rows and three columns. After the integration is
performed, if the student wishes to plot all three variables as a fUllction of time, she/he
simply types

plot(t,x)

If you only want to plot the second state variable. then the command
plot (t, x ( : ,2) ) is given.

EXAMPLE 4.4 Revisited Solution Using MATLAH Routine ode45

rirst. the following file titled twotnk. m was generated:

function hdot Lwotnk{t,h) ;

consL~(1/{2*sqrtI6)));

hdotll) = 1-0.5*sqrtlh{l) h(2));

hdot(2) "" O.2')"c3qrtlhll)--h{2))-cow,t*:;qrt(h(2));

'fhcn, the following command is entered ill the !VIATLAB command window:

[t, h 1"'ode4S { T twotnk' , [0100] , [12 7 J ' } ;
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Notice lhat we arc generating two arrays, ( and h, and using ode45. The function file is named
twotnk. m. The initial time is to :;;:;: 0 and the final time is ~r:;;:: 100. The initial condition IS

110:;;:;: fl2 Tj'. At the MATI,AB prompt (») the following commands were given:

plot(t,hl"l))

plot (t, hi, ,2) )

The transient responses are shown in Figure 4.8.

12

11.5

£ 11

10.5

10
o 20 40 60 80 100

time (minutes)

a. Height of Tank 1

7.2

7

6.8

N 6.6-c

6.4

6.2

6
0 20 40 60 80 100

time (minutes)

a. Height of Tank 2

FIGURE 4.8 Transient response curves for interacting tank example.

Notice the tremendous reduction in effort when compared with generating your own Runge­
Kuua code.
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Often it is desirable to know the state variable valucs at a particular timc or at fixed time
steps. A variable stcp size algorithm yields variable valucs that are not at a fixed step
sizes. One has two options. If the variable step size is smaller than that of the variable
step, then we could reduce the step slze. The major disadvantage is that computation time
will increase.

The best option (and that recommended by MATLAB) is to use a spline fit to inter­
polate or extrapolate the values to desired points. The routine used is interpl.

SUMMARY

It is important for the student to understand the Euler, as well as the second and fourth
order Runge-Kutta integration techniques. When using your own fixed step size integra­
tion code, be careful with the selection of !1t. In practice, it is preferable to use a commer­
cial integration code, which automaticalJy selects the integration step size.

The MATLAB routines llsed were

ODE23: Variable step size, second-order Runge-Kutta

ODE45: Variable step size, fourth-order Runge-Kutta

FURTHER READING

A nice treatment of numerical integration is provided by:

Parker, T.S., & L.O. Chua. (J 989). Practical Numerical Algorithms .ftJr Chaotic
S'.vstems. New York: Springer- Verlag.

A treatment of integration techniques with chemical engineering applications is presented
by Davis.

Davis, M. E. (1984). Numerical Methods and Modeling for Chemical Engineers.
New York: Wiley.

The following book is more of an advanced undergraduate/first-year graduate student text
on numerical methods to solve chemical engineering problems. The emphasis is on FOR­
TRAN subroutines to he used with the IMSL (FORTRAN·hased) package.

Rameriz, W.P. (1989). Computational Methods ./iJr Process Simulatioll. Boston:
Butterworths.
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STUDENT EXERCISES

1. Consider the scaled predator-prey equations.

dy,
··-=a(l-y)ydt .2 I

dy,;il = -13(1 - y,)y,

Chap.4

The parameters are <X = r3 = 1.0 and the initial conditions arc ."1(0) :;;;; 1.5 and
y,(O) = 0.75. The time unit is days.
a. Solve these equtions using explicit Euler integration. Compare various integra­

tion step sizes. What b.t do yOll recommend? In addition to transient responses
(t versus y, and Y2), also plot "phase-plane" plots (y, versus yz).

b. Solve these equations using the MATLAB integration routine ode45. Compare
the transient response curves with the Euler results.

c. How do the initial conditions effect the response of YI and Y2? Please elahorate.

2. Consider a CSTR with a second-order reaction. Assurne that the fate of reaction
(per unit volume) is propottional to the square of the concentration of the reacting
component. Assuming constant volumc and constant density, show that the modcl~

ing equation is:

dC

dt

Use the following parameters:

V 5 .
p=.mll1 k2 = 0.32 flO Ibmol' min-'

and a steady-state inlet concentration of

Ci , = 1.25 Ib11101 fl '

Calculate the steady-state concentration of C, = 0,625 Ibmol ft-3
Assume that a step change in thc inlet conccntration occurs at t:::: o. That is, Ci

changes from 1.25 Ibmol fl-} to 1.75 Ihmol ft-} atl = 0 minutes. Use ode45 10 sim­
ulate how the outlct concentration changes as a function of time.

3. Analyze the stability of the fOliJ1h ordcr Runge-KuHa method for the classical first~

order process.

dx

tit
-x

What is the largest integration step size before the numerical solution becomes un­
stable?

t
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4. A gas surge drum has two componcnts (hydrogen and methane) in the feedstream.
Let Yi and y represent the mole fraction of methane in the fcedstream "mel drum, re­
spectively. Find dP/dt and {I,v/dt if the inlet and outlet now rates can vary. Also as­
sume that the inlet concentration can vary. Assume the ideal gas law for the effect
of pressure and composition on density.

Assume that the gas drum volume is 100 liters. The temperature of the drum
is 3 J.5 deg C (304.65 K).

At steady-state the drum pressurc is 5 atm, the molar flow rate in and out is
2 gmollmin and the concentration is 25Cff! mcthane, 75% hydrogen.

Usc Eulcr integration and ode45 to solve the following prohlems. Discuss
the effect of integration step size when using Euler integration. In all cases, you arc
initially at steady-state.
a. Assume that the molar llowrates remain constant, but the inlet methane concen­

tration is changed to 509h. F'ind how pressure and composition change with
time.

b. Assume that the molar f10wrate out of the drum is proportional to the difference
in pressure between the drum and the outlet header, which is at 2 atm pressure.
Perform a step change in inlet concentration to 5(Y./o methane, simultaneously
with a step change in inlet tlowrate to 3 gmollmin.

c. Assume that the MASS f10wrate out of the drum is proportional to the square
root of the difference in pressure between the drum and the outlet header
(which is at 2 atm pressure). Again, perform a step change in inlet concentra­
tion to 501ft" methane, simultaneously with a step ch;:mgc in inlet flowratc to
3 gmol/min,

d. Assume that the MASS rlowrates in and out are proportional to the square root
of the pressure drops. Assume that the steady-state inlet gas header is at 5 atm.
Perform a step change in inlet concentration to 50W" methane, simultaneously
with a step change in inlet pressure to 6 atm.

5. Pharmacokinetics is the study of how drugs infused to the hody arc distributed to
other parts of the body. The concept of a compartmental model is often used, where
it is assumed that the drug is injected into compartment I. Some of the drug is elim­
inated (reacted) in compartment 1, and some of it diffuses into compartlnent 2 (the
rest accumulates in compartment 1). Similarly, some of the drug that diffuses into
compartment 2 diffuses back into compartment 1, while some is eliminated by reac­
tion and the rest accumulates in compartment 2. The rates of diffusion and reaction
arc directly proportional to the concentration of drug in the compartment of interest.
The following balance equations describe the rate of change of drug concentration
in each compartment.
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where x
J

and x2 ;:;0 drug concentrations in compartments J and 2 (fLg/kg patient
weight), and u = rate of drug input to compartment 1 (scaled by the patient weight.
[Lg/kg min).

Experimental studies (of the response of the compartment I concentration to
various drug infusions) have led to the following parameter values:

(k lO + k 12) = 0.26 mini

(k20 + k21 ) = 0.094 min-I

k l2k21 = O.(1I5 mio- I

for the drug atracurium, which is a I1lll.<';clc relaxant. Notice that the parameters have
not hccnindcpcndcntly determined. Show (through numerical simulation) that all of
the following values lead to the same results for the behavior of xl' while the results
for x2 afC different. Let the initial concentration he 0 for each compartment and as~

slime a constant drug infusion rate of 5.2 fLg/kg min.

a. kJ2~k2l

b. k 12 =2k21
C. k l2 = 0.5 k21

Discuss how the concentration of compartment 2 (if measurable) could be Llsed to
dctcrmine the actual values of kl2 and k21 .

Usc the MATLAB [unction ode45 for your simulations.

6. A stream contains a waste chemical, W, with a concentration of I moilliter. To Illcet
EPA and statc standards, at least 90% of the chemical must be removed by rcaction.
The chemical decomposes by a second-order reaction with a rate constant of
1.5 liter/(mol hr). The stream f10wratc is 100 liter/hr and two availahle reactors
(400 and 2000 liters) have been placed in series (the smaller reactor is placed hcforc
the larger onc).
a. Write the modeling equations for the concentration of the waste chemical. As­

sume constant volume and constant density. Let

ell'l ~ concentration in reactor 1, mol/liter

Cw2 ~ concentration in reactor 2. mol/liter

F' ::::: volumetric tlowrate, liter/hr

V j liquid volume in reactot 1, liters

V2 ::::: liquid volume in reactor 2, liters

k :::::: second-order rate constant. liter/(mol hI')

b. Show that the steady-state concentrations are 0,33333 mol/liter (reactor I) and
0,0')005 mol/liter (reactor 2), so the specification is met.

(I-lint: You need to solve quadratic equations to ohtain the concentrations,)
c. The system is not initially at steady-state. Write a function file and use ode45

for the following:



(i). If C",I(O) = 0.3833 and C",2(0) = 0'()9005, fine! how the concentrations
change with time.

(ii), [I' C",I(O) = 0.3333 and C",2(0) = 0.14005, find how the concentrations
change with time.

7. Consider a batch reactor with a series reaction where component A reacts to form
the desired component B reversibly. Component B can also react to form the unde­
sired component C. The process objective is to maximize the yield of component B.
A mathematical model is used to predict the time required to achieve the maximum
yiele! of B.

The reaction scheme can be characterized by
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Here k]fand ktr represent the kinetic rate constants for the forward and reverse reac­
tions for the conversion of A to B, while k2 represents the rate constant for the con~

version of B to C.
Assuming that each of the reactions is first-order, the reactor operates at con­

stant volume, and there arc no feed or product streams, the modeling equations arc:

where CA, Cu' and Cc represent the concentrations (mol/volume) of components A,
B, and C, respectively.
a. For k,{= 2, k l ,. = I, ane! k2 = 1.25 h,l, use ode45 to solve for the concentra­

tions ~IS a function of time. Assume an initial concentration of A of CAO :=

t mollliter. Then plot the concentrations as a function of time. For what time is
the concentration of B maximized?

b. Usually there is some uncertainty in the rate constants. If the real value of k2 is
1.5 hr- l find how the concentrations vary with time and compare with part a.


