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BGP flavors: iBGP and eBGP
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The two types of stub ASes crowd together mostly medium
and large enterprise customers, content service providers (CSPs),
and small network service providers (NSPs). These two groups
correspond to the largest fraction of ASes present in the Inter-
net. The third type includes most Internet service providers
(ISPs) in the Internet.

In today’s Internet, there is a hierarchy of transit ASes [5]. This
hierarchical structure is rooted in the two different types of rela-
tionships that could exist between ASes (i.e., customer-provider
or peer-to-peer). Thus, for each transit AS any directly connected
AS is either a customer or peer. At the top of this hierarchy we
found the largest ISPs, which are usually referred to as Tier-1
ISPs. There are about 20 Tier-1s at present [5], which represents
less than 0.1 percent of the total number of ASes in the Internet
[4]. These Tier-1s are directly interconnected in almost a full
mesh and compose the Internet core. In the core all relationships
between Tier-1s are peer-to-peer, so a Tier-1 is any ISP lacking
an upstream provider. The second level of the hierarchy is com-
posed of Tier-2 ISPs. A Tier-2 is any transit AS that is a customer
of one or more Tier-1 ISPs. A representative example of a Tier-2
ISP is a national service provider. Tier-2 ISPs tend to establish
peer-to-peer relationships with other neighboring Tier-2s for both
economical and performance reasons. This is typically the case for
geographically close Tier-2 ISPs that exchange large amounts of
traffic. There are also Tier-3 ISPs, which are those transit ASes in
the hierarchy that are customers of one or more Tier-2 ISP, such
as regional ISPs within a country. Stub ASes are non-transit ASes
that are customers of any ISP (Tier-1, Tier-2, or Tier-3). In Fig. 1
ISPs such as AS11, AS12, AS21, AS23, and AS31 would be classi-
fied as Tier-2 ISPs, while AS22 represents a Tier-3 ISP. An
important corollary of this hierarchical structure is that the diame-
ter of the Internet is very small in terms of AS hops.

The Border Gateway Protocol (BGP) is currently the de
facto standard interdomain routing protocol in the Internet.
Its current official2 release is BGP-4, which was specified in
[6] on March of 1995. BGP is used to exchange reachability
information throughout the Internet, and it is mainly an inter-
AS routing protocol. However, the reachability information an
AS learns from the exterior needs to be distributed within the
AS so that every router in the AS could properly reach desti-
nations outside the AS. When reachability information is
exchanged between two BGP routers located in different
ASes, the protocol is referred to as external BGP (eBGP). On
the other hand, when reachability information is exchanged
between BGP routers located inside the same AS, the proto-
col is referred to as internal BGP (iBGP).

For instance, in AS1 the reachability information R11 learns
from AS11 is received over eBGP. This information is passed

from R11 to the routers inside AS1 (i.e., R12 and R13) so that
they are able to reach the routes advertised by AS11. This
exchange of reachability information between R11 and the inter-
nal routers in AS1 is done by means of iBGP. The same occurs
for the external routes R12 learns from AS12.

For scalability reasons BGP does not try to keep track of the
entire Internet’s topology. Instead, it only manages the end-to-
end AS path of one route in the form of an ordered sequence of
AS numbers. For this reason BGP is known as a path vector
routing protocol, to reflect the fact that it is essentially a modi-
fied distance vector protocol. While a typical distance vector pro-
tocol like RIP chooses a route according to the least number of
routers traversed (router hops), BGP generally chooses the route
that traverses the least number of ASes (AS hops). For example,
the BGP process running in router R21 will typically choose to
reach AS1 via the ASes AS21 and AS12. Thus, the AS path cho-
sen by R21 is {AS21, AS12, AS1} (please notice that the Inter-
net core accounts for at least one AS hop more in the AS path if
only one Tier-1 ISP is traversed while reaching AS1).

The term generally mentioned before is due to the fact that
the AS path length is one of the steps of the BGP decision pro-
cess, but not the only one. This decision process is used for route
selection each time a BGP router has at least two different
routes for the same destination. Thus, BGP routing is more com-
plex than simply minimizing the number of AS hops. BGP
routers have built-in features to override the AS hop count, and
to tiebreak if two or more routes have the same AS path length.
The sequence of steps in Fig. 2 represents a simplified version of
the BGP decision process.

In this process each subsequent step is used to break ties when
the routes being compared were equally good in the previous
step. The local preference (LOCAL_PREF) in step 1 and the
multi-exit discriminator (MED) in step 3 are two BGP attributes
that are used by BGP routers for controlling how traffic flows
from and into an AS, respectively. A detailed explanation of this
process can be found in [7].

After this short description of the main components and their
roles in interdomain routing, we follow with some of the main
open issues in this area.

Research Challenges in Interdomain Routing
In the last years the Internet has largely expanded in several ways.
First, the number of ASes connected to the Internet has increased
enormously [2]. Second, the number of connections per AS to the
network has also significantly augmented [8]. Third, the number
and diversity of the applications supported in the Internet have
remarkably increased as well. This tendency has increased the
demands on the scale of the network, and hence is placing signifi-
cant pressure on the scalability and convergence of BGP.

In addition, the current interdomain routing structure is not
precisely prepared to handle the service characteristics several
applications are demanding from the network. In effect, the end-
to-end performance of these applications is not only affected by
the limitations of BGP, but also by the diversity of interests and
lack of cooperation between the ASes composing the Internet.
Therefore, several issues remain to be solved in the area of inter-
domain routing. This section analyzes several significant chal-
lenges faced by researchers in the area today. The methodology
we follow is first to introduce the problem. Next, we survey sev-
eral proposals addressing the issue, and try to discriminate which
are in fact operational palliatives. After that, we discuss why
despite these efforts each issue remains largely open.

The order in which the issues are presented is chosen so as to
gradually introduce the distinct aspects of BGP and the interdo-
main routing paradigm, as well as to link how the initial set of
issues influences the subsequent ones.

n Figure 1. A simplified interdomain scenario.
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2 The IDR working group of the IETF has finalized the revision of [6].
This revision documents the currently deployed code.
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Source: M. Yannuzzi et al., “Open Issues in Interdomain Routing: A Survey,” IEEE Network, Nov./Dec. 2005.
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iBGP and Route Reflectors
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sages. A router will drop a BGP message if the
AS_PATH in the message already contains its
own AS number. To avoid routing loops in i-
BGP, the original design requires that all BGP
routers in the same AS be directly connected to
each other via pair-wise i-BGP sessions and that
the reachability information learned over one i-
BGP session must not further distributed over
other i-BGP sessions. This full-mesh i-BGP con-
nectivity allows each BGP router to learn about
reachability information directly from all other
BGP routers in the same AS, eliminating the
need to forward BGP updates learned from an i-
BGP speaker to another i-BGP speaker, hence
preventing potential routing loops. This standard
full-mesh requirement works well for small-sized
networks. However, this design does not scale as
the number of BGP routers increases; the num-
ber of i-BGP sessions to be established and
maintained within a given AS is

where N is the number of BGP routers in the
AS. Since operations such as creating or remov-
ing i-BGP sessions require operator intervention,
this full-mesh i-BGP connectivity requirement
also represents a high operational cost for large-
sized networks.

To alleviate this i-BGP scalability problem,
the vendor and operator communities quickly
proposed two solutions in 1996: route reflection
and AS confederations. Both solutions have
been deployed in operational networks; in cer-
tain cases AS confederation deployment is com-
bined with route reflection. Overall, route
reflection has a wider deployed base and is the
focus of this article.

BASIC OPERATION OF ROUTE REFLECTION
The simplest model of route reflection deploy-
ment is to select one BGP router in an AS to be
the route reflector (RR), and have all the other
routers in the AS set up i-BGP sessions with the
RR. The RR receives BGP update messages
from each i-BGP speaker and forwards (or
reflects) them to all the other i-BGP speakers.
Because the RR forwards updates among i-BGP
speakers, it eliminates the need for all i-BGP
speakers to connect in a full mesh. To avoid a
single point of failure, an AS generally sets up
multiple RRs which are interconnected in a full
mesh among themselves.

Figure 1 illustrates the difference between
interconnecting i-BGP routers via full mesh and
via RRs. Figure 1a shows an example of full-
mesh i-BGP interconnections, where all i-BGP
speakers are directly connected to each other.
Figure 1b shows an example of route reflection
deployment, where R1 and R3 serve as RRs and
connect to i-BGP speakers R2 and R4, which are
connected to both reflectors for redundancy.
Since R2 can learn R4’s BGP reachability infor-
mation from the RRs and vice versa, R2 and R4
do not need to interconnect. R2 and R4 are client
routers of R1 and R3. A client is an i-BGP speak-
er that connects directly to an RR to learn the
reachability information collected by other
routers in the AS. In the view of R2 and R4, R1
and R3 are non-clients . Note that R2 and R4

require no special configurations; they are not
aware of R1 and R3 being RRs. Only R1 and R3
require configuration changes. The relation
between R1 and R3 is non-clients, and they can
pass the reachability information learned from
one i-BGP speaker to others in the same AS.

Because RRs forward reachability informa-
tion learned from an i-BGP speaker to another
i-BGP speaker, routing messages travel more
than a single i-BGP hop, and it becomes possible
to create loops. To prevent such loops, two new
attributes are added to BGP update messages:
CLUSTER_LIST and ORIGINATOR_ID. An
RR uses its router ID as the cluster ID. When
forwarding a BGP update, if an RR finds its own
cluster ID in the CLUSTER_LIST attribute of a
received update, it discards the update; other-
wise, it prepends its cluster ID in the CLUS-
TER_LIST attribute before forwarding the
update. In addition, the first router that injects a
routing update into the network will record its
router ID in the ORIGINATOR_ID attribute. If
a router receives an update with an ORIGINA-
TOR_ID equal to its router ID, it discards the
update. In Fig. 1b, R2 will discard all updates
reflected back to itself after checking that the
ORIGINATOR_ID attribute contains its router
ID.

BENEFITS OF ROUTE REFLECTION
Reduced Number of i-BGP Sessions — Route
reflection can effectively reduce the number of i-
BGP sessions in an AS. A non-RR router only
needs to establish a small number (typically two
for redundancy) of i-BGP sessions with the RRs.
Although an RR router generally has a larger
number of BGP sessions, one can control this
number through well established engineering
practices. Assuming a route-reflection-based AS
with N i-BGP routers and K RRs, the number of
i-BGP sessions for the network can be computed
as

where K is the number of RRs in the network
and Ci the number of client i-BGP routers con-
nected to the given route reflector RRi. Typically

N N× −( ) ,1
2

K K Cii
K× −

+
=∑( ) ,1

2 1

Figure 1. Different i-BGP topologies: a) full-mesh i-BGP; b) i-BGP with route
reflection.
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Route Reflectors (cont.)

Basic Operation of RRs...

Avoids the need of fully-meshed iBGP sessions, offering:

N(N − 1)
2

= O(N2) → K (K − 1)
2

+
∑K

i=1 Ci = O(N)

N: Number of BGP routers in the AS
K : number of RR in the AS (note the full-mesh of RRs for redundancy)
Ci : number of client iBGP routers connected to the i-th RR (Ci < N)

RRs forward reachability information learned from an i-BGP speaker to another
i-BGP speaker.

Since BGP messages travel more than a single i-BGP hop inside the AS, it is
possible to create loops.

2 new attributes are added to BGP update messages: ORIGINATOR_ID and
CLUSTER_LIST.
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Route Reflectors (cont.)

Advantages of using RRs...

From O(N2) to O(N) iBGP sessions
Reduces OPEX
Reduces RIBs’s sizes (RIB-in, Loc-RIB, and RIB-out)

RIB-in: each router maintains a RIB-in for each neighbor, which contains
unprocessed routing information (i.e., before applying import policies). The
total size with iBGP is (N − 1) x piBGP (piBGP : avg. number of prefixes per
neighbor). Whereas with RRs: K x pRR
Loc-RIB: stores the best route for each possible destination (i.e., after
applying import policies across each RIB-in and running the BGP decision
process).
RIB-out: contains the set of routes to be advertised to each neighbor after
applying export policies (i.e., output filters)....note that the export policy to
i-BGP neighbors is typically the same and that clients only need to keep K
RIB-out internally.

Reduces churn
.....but in practice things are not that simple....

Marcelo Yannuzzi Routing in the Future Internet: Graduate Course, INCO, Montevideo, Uruguay, 2012. 7



Route Reflectors (cont.)

Known issues...

RR may:

Decrease the network’s robustness against failures
Introduce delayed routing convergence
Reduce path diversity within the AS
Adopt suboptimal routes
And even cause data forwarding loops
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Route Reflectors (cont.)
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K is a much smaller number than N in practice,
making the total number of i-BGP sessions for a
given RR much smaller than that of full mesh.
For a given client, the number of i-BGP sessions
is typically a constant (e.g., 2 for redundancy)
regardless of network size.

Reduced Operational Cost — Creating, modi-
fying, and removing BGP sessions require opera-
tor intervention. In the case of full-mesh i-BGP,
any new router added to a network requires
modifications to all the other routers’ configura-
tions. In the case of route reflection, adding or
removing a client i-BGP router only requires
configuration changes to the RRs to which the
client connects, with no impact on the other
routers.

Reduced RIB-in Size — A BGP router R main-
tains three different types of routing tables:
RIB-in, Loc-RIB, and RIB-out. A RIB-in con-
tains unprocessed (i.e., without applying import
policy) routing information that has been adver-
tised to R by each of R’s BGP neighbors. After
examining the reachability information and
applying import policies across each RIB-in, the
router decides a single best path for each desti-
nation D and stores this best path in Loc-RIB. R
may or may not forward D’s reachability infor-
mation to its BGP neighbor routers depending
on its export policy, but because the export poli-
cy to the i-BGP neighbors is mostly the same, R
only needs a small number of RIB-outs (e.g.,
one per peer group that shares the same export
policy) to store reachability information to be
propagated to all its neighbors. On the other
hand, the number of RIB-ins increases propor-
tionally to R’s number of BGP neighbors. If R
has n neighbors each sending p prefixes, its total
RIB-in size is on the order of n × p. With full-
mesh i-BGP sessions, n is the number of i-BGP
neighbors in the full mesh. With route reflection,
n for client i-BGP routers is the number of RRs
to which the clients connect and is typically a
small number.

Reduced Number of BGP Updates — With a
significant reduction in the number of i-BGP
neighbors, a client router naturally receives a
significantly reduced number of updates. A route
reflector Rr receives routing updates from all its
neighbors, but since BGP only propagates the

best path to each destination, Rr further propa-
gates only those updates that change its best
path selections. In sharp contrast to a full-mesh
i-BGP setting where all BGP updates are propa-
gated to all routers, RRs effectively shelter their
client routers from a large percentage of incom-
ing updates.

Incremental Deployability — Last but not
least, route reflection allows coexistence of RRs
with conventional BGP routers that do not
understand route reflection. A conventional
BGP router B can be connected to RRs as a
client or non-client (in which case B must also
be connected to all other RRs). This allows a
network to perform a gradual migration from
the full-mesh i-BGP model to the route reflec-
tion model. 

CAVEATS OF ROUTE REFLECTION
Compared with the full-mesh i-BGP intercon-
nections, although route reflection provides an
effective alternative to address the i-BGP scala-
bility problem, it also brings several negative
impacts on overall routing system performance
as listed below.

Robustness — With full-mesh i-BGP, a single
router failure has limited impact on the rest of
the network. That is, only the failed router
cannot send or receive updates from the full
mesh; the rest of the routers in the network
are not affected. In the case of route reflec-
tion, if a route reflector Rr fails, not only does
Rr itself  lose reachability learned from its
neighbors; the client routers that used Rr to
communicate with other routers would no
longer be able to send or receive routing
updates. To avoid such single points of fail-
ures, RRs are normally deployed in pairs, and
each client router is usually connected to two
or more RRs.

Prolonged Routing Convergence — An AS
with route reflection can experience longer rout-
ing convergence compared to full-mesh i-BGP
interconnections. In the full-mesh i-BGP case, a
BGP update travels only one i-BGP hop to reach
all other i-BGP routers. However, with route
reflection, an update message may traverse more
than one RR before reaching the final i-BGP
router. Since each RR runs the best path selec-
tion process, there are both processing delay and
transmission delay to cross a route reflector.
These additional delays in update propagation
time can lead to a longer overall convergence
delay.

Besides the increased delay in routing mes-
sage propagations, redundant route reflectors
also introduce multiple parallel paths to a given
destination. For example, in Fig. 1b, R2 can see
up to three paths during the convergence pro-
cess after a destination announced by R4
becomes unreachable:
• R2-R1-R4,
• R2-R3-R4
• R2-R1-R3-R4

Had all the routers been connected in a full
mesh, R2 would have only one path to reach it,
and the convergence could be faster.

Figure 2. Route reflection with data forwarding loop.
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Route Reflectors (cont.)

Reduced path diversity, delayed convergence, and suboptimal routes

IEEE Communications Magazine • July 2012 73

Data Forwarding Loop — In a simple route
reflection configuration where a single RR con-
nects to all client routers, there should be no
data plane loops. However in real deployment,
because all client routers must connect to multi-
ple RRs to avoid a single point of failure, this
redundant connectivity to RRs can potentially
introduce subtle data plane loops that defeat
intuitive inspection, as we show by the following
example borrowed from [4].

When a client router receives a data packet,
it looks up the destination address and forwards
the packet to the egress next-hop router.
Depending on the IGP connectivity, there can
be multiple router hops between this client
router and the egress next-hop router, as is the
case in Fig. 2. In Fig. 2, RR1 and RR2 can reach
prefix d in AS2, and both announce this reacha-
bility to their clients R1 and R2. As far as BGP
routing is concerned, there is no routing loop.
However when R1 receives a data packet whose
destination address is d, it will try to send the
packet to the egress next-hop RR1 via R2, expect-
ing R2 to further forward this packet to RR1. On
the other hand, R2 believes that the egress router
for destination d is RR2 and sends the packet
back to R1, expecting that R1 will forward the
packet to RR2. As a result of the inconsistencies
between the control plane topology and physical
connectivity, i.e., R1 is connected to RR1 on the
control plane but connected to R2 physically, and
vice versa, packets heading to destination d
would end up bouncing back and forth between
R1 and R2.

Reduced Path Diversity — For a given BGP
router, path diversity is a measure to quantify
the number of different routes available to
reach a given destination. High path diversity
for each destination prefix can increase the
resiliency against failures and offer opportuni-
ties for traffic engineering. Since an RR only
propagates its best route for a given destination,
all the client routers of the given RR use the
same single best route to the destination as cho-
sen by the RR. Figure 3 shows such an example:
although both R1 and R2 are directly connected
to AS2 to reach destination prefix d ,  if the
reflector RR chooses R1 as the best path to d,
R3 has to use that path as well. Furthermore,
when the link between R1 and R4 fails, R3 will
have to wait for some time until RR learns
about the failure and switches to an alternative
path to d, and then propagates the new path to
all its clients. In contrast, full-mesh i-BGP inter-
connections not only allow R1 and R2 to use
their direct connection to AS2 to reach prefix d,
but also allow R3 to learn both paths and choose
between them, and be able to switch to the
other path as soon as it learns about the failure
from R1 directly. Recently, a number of mea-
surement studies addressing the amount of path
diversity in a given AS [5] and the impact of
architectural impact of more scalable i-BGP
architectures such as route reflection [6] have
appeared in the literature, and interested read-
ers are further referred to these studies.

There have been several recent efforts to
increase the path diversity in i-BGP to reduce
the convergence time. Reference [7] by Raszuk

et al. suggests increasing path diversity within an
AS by modifying the best path selection in RRs
so that different RRs will advertise different
paths to client routers. Another proposal is
adding a best external option [8] in BGP. By
using the best external option, a border BGP
router can propagate more than one best exter-
nal path to i-BGP neighbors inside an AS. This
can increase the number of paths observed by i-
BGP routers and decrease the number of hidden
paths. Yet another proposal by Walton et al. [9]
suggests allowing any BGP router to propagate
more than a single best path to increase the
overall path diversity.

Sub-Optimal Routes — An RR selects its best
paths to reach the destination prefixes using its
local routing information, and propagates these
selected paths to its clients. It is most likely that
not all the best paths chosen by the reflector
would be the best paths for each of all its clients.
Therefore, some client routers end up using
suboptimal paths to some destinations. For
example, in Fig. 3, AS1 has two paths to reach
prefix d in AS2, R1-R4 and R2-R5. Assuming that
the link lengths in Fig. 3 reflect the IGP dis-
tances of the routers, the route reflector RR
would pass to R1, R2, and R3 its own best path
to prefix d in AS2, which is through R1-R4
(because RR itself is closer to R1 than R2). R2
will still use its own best path through R2-R5
because of the BGP best path selection rule that
prefers the path learned from e-BGP over that
learned from i-BGP. However, R3 will use the
path R1-R4, the only path learned from the RR.
R3’s shortest path to prefix d should have been
through R2-R5, had AS1 used full-mesh i-BGP
interconnections.

In the next section, we explain how one can
address some of the negative side effects by fol-
lowing the guidelines in [1].

CIRCUMVENTING THE DRAWBACKS
THROUGH RR PLACEMENT

In a network with route reflection, a client router
can connect to any RR in the same network.
However, as discussed earlier, improperly config-
ured client-reflector relations may lead to subop-

Figure 3. RR chooses its best route.
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R3
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Route Reflectors (cont.)

Note that R1 and R2 will use the routes through R4 and R5, respectively, since
routes learned via e-BGP are typically preferred over routes learned from iBGP.
However, R3 will be constrained by the RR selection.

IEEE Communications Magazine • July 2012 73

Data Forwarding Loop — In a simple route
reflection configuration where a single RR con-
nects to all client routers, there should be no
data plane loops. However in real deployment,
because all client routers must connect to multi-
ple RRs to avoid a single point of failure, this
redundant connectivity to RRs can potentially
introduce subtle data plane loops that defeat
intuitive inspection, as we show by the following
example borrowed from [4].

When a client router receives a data packet,
it looks up the destination address and forwards
the packet to the egress next-hop router.
Depending on the IGP connectivity, there can
be multiple router hops between this client
router and the egress next-hop router, as is the
case in Fig. 2. In Fig. 2, RR1 and RR2 can reach
prefix d in AS2, and both announce this reacha-
bility to their clients R1 and R2. As far as BGP
routing is concerned, there is no routing loop.
However when R1 receives a data packet whose
destination address is d, it will try to send the
packet to the egress next-hop RR1 via R2, expect-
ing R2 to further forward this packet to RR1. On
the other hand, R2 believes that the egress router
for destination d is RR2 and sends the packet
back to R1, expecting that R1 will forward the
packet to RR2. As a result of the inconsistencies
between the control plane topology and physical
connectivity, i.e., R1 is connected to RR1 on the
control plane but connected to R2 physically, and
vice versa, packets heading to destination d
would end up bouncing back and forth between
R1 and R2.

Reduced Path Diversity — For a given BGP
router, path diversity is a measure to quantify
the number of different routes available to
reach a given destination. High path diversity
for each destination prefix can increase the
resiliency against failures and offer opportuni-
ties for traffic engineering. Since an RR only
propagates its best route for a given destination,
all the client routers of the given RR use the
same single best route to the destination as cho-
sen by the RR. Figure 3 shows such an example:
although both R1 and R2 are directly connected
to AS2 to reach destination prefix d ,  if the
reflector RR chooses R1 as the best path to d,
R3 has to use that path as well. Furthermore,
when the link between R1 and R4 fails, R3 will
have to wait for some time until RR learns
about the failure and switches to an alternative
path to d, and then propagates the new path to
all its clients. In contrast, full-mesh i-BGP inter-
connections not only allow R1 and R2 to use
their direct connection to AS2 to reach prefix d,
but also allow R3 to learn both paths and choose
between them, and be able to switch to the
other path as soon as it learns about the failure
from R1 directly. Recently, a number of mea-
surement studies addressing the amount of path
diversity in a given AS [5] and the impact of
architectural impact of more scalable i-BGP
architectures such as route reflection [6] have
appeared in the literature, and interested read-
ers are further referred to these studies.

There have been several recent efforts to
increase the path diversity in i-BGP to reduce
the convergence time. Reference [7] by Raszuk

et al. suggests increasing path diversity within an
AS by modifying the best path selection in RRs
so that different RRs will advertise different
paths to client routers. Another proposal is
adding a best external option [8] in BGP. By
using the best external option, a border BGP
router can propagate more than one best exter-
nal path to i-BGP neighbors inside an AS. This
can increase the number of paths observed by i-
BGP routers and decrease the number of hidden
paths. Yet another proposal by Walton et al. [9]
suggests allowing any BGP router to propagate
more than a single best path to increase the
overall path diversity.

Sub-Optimal Routes — An RR selects its best
paths to reach the destination prefixes using its
local routing information, and propagates these
selected paths to its clients. It is most likely that
not all the best paths chosen by the reflector
would be the best paths for each of all its clients.
Therefore, some client routers end up using
suboptimal paths to some destinations. For
example, in Fig. 3, AS1 has two paths to reach
prefix d in AS2, R1-R4 and R2-R5. Assuming that
the link lengths in Fig. 3 reflect the IGP dis-
tances of the routers, the route reflector RR
would pass to R1, R2, and R3 its own best path
to prefix d in AS2, which is through R1-R4
(because RR itself is closer to R1 than R2). R2
will still use its own best path through R2-R5
because of the BGP best path selection rule that
prefers the path learned from e-BGP over that
learned from i-BGP. However, R3 will use the
path R1-R4, the only path learned from the RR.
R3’s shortest path to prefix d should have been
through R2-R5, had AS1 used full-mesh i-BGP
interconnections.

In the next section, we explain how one can
address some of the negative side effects by fol-
lowing the guidelines in [1].

CIRCUMVENTING THE DRAWBACKS
THROUGH RR PLACEMENT

In a network with route reflection, a client router
can connect to any RR in the same network.
However, as discussed earlier, improperly config-
ured client-reflector relations may lead to subop-

Figure 3. RR chooses its best route.
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Route Reflectors (cont.)

Anbother example...note that upon failure of path Pa, router R1 cannot reach
destination d anymore and will drop packets until the RR advertise Pb.
R1 will also send eBGP withdraws on its eBGP sessions.
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BGP Add-Paths: The Scaling/Performance Tradeoffs
Virginie Van den Schrieck, Pierre Francois, Olivier Bonaventure

Abstract�—Internet Service Providers design their network with
resiliency in mind, having multiple paths towards external IP
subnets available at the borders of their network. However, with
the current internal Border Gateway Protocol, BGP routers and
route reectors only propagate their (unique) best path over their
iBGP sessions. As a result, at the BGP router level, path diversity
tends to be poor. Such lack of path diversity can lead to MED
oscillations, prevents an efcient use of multipath BGP and does
not allow for a fast and local recovery upon nexthop failure.
Advertising multiple paths over iBGP sessions with BGP Add-
Paths solves those issues, depending on the way the additional
paths are selected. In this paper, we analyze the various options
for the selection mode of the paths to be advertised. We show that
these modes differently fulll the needs of Add-Paths applications
such as fast recovery upon failure and MED oscillation avoidance.
We also show in our analysis that the costs and benets bound
with these modes depend on the connectivity of the AS where it
is deployed. To support the analysis, we developed a tool allowing
to measure the scaling of these modes in a given network.
We illustrate the utilization of this tool on synthetic Internet
topologies, and provide some recommendations for the choice of
an Add-Paths selection mode.
Index Terms�—BGP, Routing, Routing protocols, Path Diver-

sity, Routing oscillations, Route Reection

I. INTRODUCTION

BORDER Gateway Protocol (BGP) [1] is the interdomain
routing protocol that distributes reachability of IP subnets

in the Internet. External BGP (eBGP) sessions are used among
adjacent routers belonging to different Autonomous Systems
(ASes) to exchange paths, while internal BGP (iBGP) sessions
are used among routers belonging to the same AS to exchange
the paths learned at the border of their own AS.
For scaling and ease of management purposes, many ISPs

have moved their iBGP architecture from a full mesh of iBGP
sessions to Route Reection [2]. With Route Reection, some
selected routers, called Route Reectors, collect paths received
from their connected AS Border Routers (ASBRs). A Route
Reectors advertises its best path to other Route Reectors
as well as to its connected ASBRs. ASBRs are typically
connected to two Route Reectors in their AS. Multi-level
Route Reection is sometimes used by very large ISPs. In
such a case, Route Reectors are themselves clients of top
level Route Reectors.
In the example of gure 1, RR1 and RR2 are both Route

Reectors. ASBRs R1, R2 and R3 announce their best path
towards each prex to those two Route Reectors only.
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Fig. 1. ISP using Route Reection

ISPs usually design their networks with resiliency in mind.
They tend to multihome, i.e. connect to multiple providers
and peers, and they tend to multi-connect, i.e. they have
multiple eBGP links with their neighboring ASes [3][4][5].
Multi-connectivity with the same AS is also often motivated
by bandwidth requirements. As a result, multiple in-policy
BGP nexthops are most often available for each IP subnet in
an AS network [6].
Nevertheless, even though multiple paths towards a single

IP prex are available at the borders of an AS, when looked at
the router level, diversity tends to be poor [6]. This is mainly
due to two factors. First, Route Reectors have normal iBGP
sessions with their clients, hence they only propagate one best
path to their clients. Furthermore, the two Route Reectors to
which an ASBR connects usually pick the same path, which
does not help improving the path diversity on ASBRs. Second,
ASBRs having learned external routes do not advertise them
to their Route Reectors when they prefer an iBGP learned
path over their external ones.
In other words, AS-wide path diversity is usually present

for any given prex at the borders of the AS, but router-local
diversity is not necessarily ensured in all current iBGP designs.
In the example of gure 1, three paths to destination d are

learned by the ISP: Pa, Pb and Pc. As both Route Reectors
prefer the path Pa, path Pb is not advertised to the other
ASBRs. Also, due to policies (ex: lower local preference),
router R3 does not advertise path Pc as it prefers the iBGP-
learned path Pa. As a consequence, Pb and Pc are not
advertised to other ASBRs, and router R1 only knows about
one path.
Such a lack of router-local diversity can prevent fast re-

covery when a router or peering link fails. For example, it
prevents a fast data-plane activation of alternate nexthops,
as provided by the Prex Independent Convergence feature
[7]. It also reduces the efciency of multipath BGP based
on BGP nexthop load balancing [8]. Furthermore, hidden

0733-8716/10/$25.00 c© 2010 IEEE
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Route Reflectors (cont.)

Coping with the problems through placement and RR hierarchy....though this
comes at the cost of increased hop distance and path diversity reductions...

IEEE Communications Magazine • July 201274

timal routing paths. In practice, a pair of RRs is
placed in each of its major points of presence
(POPs, i.e., offices that the given ISP peers with
its peers or customers), so client routers connect
to the RRs residing in the same POP, making
the logical i-BGP topology following the under-
lying geographic locations to mitigate the nega-
tive impacts of route reflection.

Given that an RR is located in the same POP
with its clients, its best path selections should be
the same as those made by its clients, at least at
the granularity of the POP level. Thus, some of
the negative impacts from deploying route reflec-
tion mentioned in earlier, such as reduced path
diversity and suboptimal routing, should no
longer exist at the POP level. For example, the
sub-optimal route problem illustrated in Fig. 3
can be avoided by placing an RR in each POP.
As shown in Fig. 4, if RR1 is placed in the same
POP with R1, and RR2 in the same POP with R2
and R3, both R2 and R3 can use the path R2-R5
to reach prefix d.

We make an observation that there is a trade-
off between the number of deployed route reflec-
tors and routing optimality. Although technically
a route reflector can maintain thousands of ses-
sions (and therefore clients), connecting so many
client routers across multiple POPs may lead to
less optimal routing decisions. On the other
hand, placing RRs at every POP introduced its
own scalability concerns.

Large Internet service providers (ISPs) have
routers at a large number of POPs, which may
be located in different continents. Route reflec-
tion requires that all RRs be connected in a full
mesh, putting a pair of RRs in every POP brings
back the initial problem of managing full-mesh i-
BGP sessions among a large number of RRs in a
global scale. An ISP can circumvent the above
issue by building a hierarchy of RRs.

HIERARCHICAL ROUTE REFLECTION
A hierarchical route reflection structure can be
built by recursive application of route reflection.
Since route reflection is an effective means to
move i-BGP sessions away from full mesh, one
can apply the same idea again at the RR level;
that is, for a set of M POP level RRs that
requires

full-mesh i-BGP connections, one can simply set
up an RR S to connect up the M RRs as its
clients. As we already learned, for the overall
routing system performance, this RR S should
be placed as geographically close to all its clients
as possible. However, since the RRs are located
at different POPs, no single location can satisfy
this requirement. This problem can be alleviated
to a large degree through the deployment of
multiple levels of route reflections. For example,
although there is no location that is close to the
POP level RRs on both east and west coasts of
the United States, one could have two higher-
level RRs, one on the east coast and one on the
west coast, that are closer to the POP-level RRs.
To ensure the propagation of global BGP rout-
ing reachability to all i-BGP routers, one only
needs to create full-mesh i-BGP connections
among all the top-level RRs. Although hierar-
chical RR further reduces the total number of
sessions, this benefit does not come for free, as
we explain next.

IMPACTS OF HIERARCHICAL ROUTE REFLECTION
Increased Hop Distance and Paths — Under
full-mesh i-BGP, any i-BGP speaker can reach
any other i-BGP speaker with one i-BGP hop.
Under a hierarchical route reflection, the dis-
tance for an update to travel from one i-BGP
speaker to another is at least two hops (client-
reflector-client), and in many cases longer. In
addition to increased numbers of i-BGP hops,
this hierarchical route reflection also leads to
increased number of alternative paths that
updates may travel through.

Additional Path Diversity Reduction —
Multi-level hierarchical route reflection topology
can also further reduce path diversity, because
the total number of routes to a destination d is
limited by the total number of the RRs at the
highest level that d’s reachability is propagated.
As one approaches the top of the hierarchy, the
number of RRs reduces.

SUMMARY AND FUTURE WORK
In this article, we described the route reflection
solution along with its advantages and disadvan-
tages that have been identified over time. In the
past, the number of BGP sessions that a router
can handle was relatively small. Thanks to soft-
ware and hardware technology advances, today’s
routers on the market are capable of handling
thousands of i-BGP sessions [7], removing one
of the reasons for route reflection deployment.
However the operational cost from configuring
and maintaining full-mesh i-BGP sessions
remains a strong motivation for deploying route
reflections in a large network. Our study sug-
gests that several open issues remain, and sever-
al potentials also exist, to make route reflection
an effective solution toward future routing scala-
bility. We identify the following items for future
work.

M M× −( )1
2

Figure 4. POP based route reflection.
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BGP Add-Paths
Anbother approach: D. Walton et al. “Advertisement of Multiple Paths in BGP,"
IETF draft-ietf-idr-add-paths-07.txt, June 2012.
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Fig. 7. Increase in the mean number of paths for a prex learned by a router

of paths disseminated, whatever the level to which the ISP
belongs. The memory load is bounded by N. However, with
Add-All-Paths, Add-AS-Wide-Bests-Paths and Add-LP1-LP2-
Paths, the number of paths is not bounded, and depends on the
number of paths available in the AS. This number of available
paths depends itself on the level to which the ISP belongs:
Large, highly connected ISPs will have more paths than small
providers with a few peering/provider links. In our topologies,
routers of T1 ISPs learn on average 9 times more paths than
with vanilla BGP, while routers of smaller Transit ISPs learn
between 2 and 3 times more paths than with vanilla BGP. We
can also notice that on T1 ASes, it is slightly less costly to
use Add-AS-Wide-Best-Paths or Add-LP1-LP2-Paths than Add-
All-Paths. This is because, among the set of received paths,
a few of them have a lower local preference and are thus
not advertised by the last two modes. Similarly to what was
observed for the control plane stress, Add-Group-Best-Paths
has a control plane load very similar to vanilla BGP. Such a
result would encourage an operator only wishing to prevent
MED oscillations to use this mode, provided that its IGP
topology meets the constraints specied in [17]. Otherwise,
he should rather use another mode like Add-AS-Wide-Bests-
Paths, at the cost of a higher control plane stress and load.

E. Conclusion of the evaluation
This analysis illustrates the kind of conclusions that can be

drawn by using our tool. Those results are dependent on the
ISP under test, however, we can still observe some interesting
generic results about Add-Paths. First, using Add-Paths has
no negative impact on the dataplane during normal operation.
The overhead is mainly caused by the exchange of additional
paths, which is a control-plane issue. Furthermore, after a link
failure, Add-Paths allows for a faster recovery as all routers
can use a backup path as soon as they learn about the failure.
The second scenario of simulations also shows the overhead of
the different selection modes in terms of control plane stress
and load. We saw that this overhead depends on the size of the
AS and on the number of interconnections with other ASes:
A relatively small ISP can probably afford chatty modes like

Add-All-Paths or Add-LP1-LP2-Paths, while larger ISPs could
prefer using bounded modes like Add-N-Paths, depending on
the application for which they enable Add-Paths.

V. DEPLOYMENT OPTIONS

As the BGP protocol is modied by Add-Paths, routers
need to be upgraded in order to benet from this new feature.
Whether Add-Paths is to be deployed on all routers or on a
subset of these is an operational choice. Also, all routers do
not necessarily need the same path selection mode, depending
on their needs and on their available resources.
Different deployment schemes could be imagined: Deploy

Add-Paths on Route Reectors only with Best-External en-
abled on ASBRs [24], deploy Add-Paths for a given AFI/SAFI
(for example, for Internet routes or for VPNs), or even for
specic prexes matching a given access control list (for
example, Add-Group-Best-Paths for oscillating prexes). The
implications of each deployment should be investigated fur-
ther. In particular, we do not know yet how different selection
modes might interact with each other in an heterogenous
deployment.
One can also imagine to deploy Add-Paths on Route Re-

ectors that are off-paths, i.e. that do not forward packet and
are only dedicated to distributing paths for ASBRs. Such a
solution can be useful if it appears that the processing stress
for computing and processing additional paths has an impact
on the dataplane performances.

VI. CONCLUSION

In this paper, we have provided a detailed, qualitative
analysis of how to select paths when advertising multiple paths
over iBGP sessions with Add-Paths. For each mode, we have
listed the applications for which they are suited as well as
the related cost. We have also presented a tool that allows
operators to quantitatively evaluate the cost of deploying each
Add-Paths selection mode. An application of this tool on
synthetic topologies has conrmed our qualitative analysis of
the different modes, and highlighted the fact that the modes
with non-bounded number of paths behave differently on small
or large networks. Such modes can probably be deployed
safely on small ISPs, while larger ISPs might need to verify
the adequacy of their routers with the memory requirements
of these modes. If MED oscillation prevention is not the goal,
an alternative might be to use cost-bounded modes with xed
number of advertised paths.
Further investigation is however needed to study the im-

plications of the different deployment schemes that can be
imagined. Also, other selection modes could be explored,
such as modes allowing to disseminate paths sharing some
characteristics with the primary paths, or modes allowing to
select paths based on the communities associated with those
paths.
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Fig. 4. Increase in Dataplane and Control Plane convergence times upon
link failure recovery

Add-Paths selection modes advertising at least two paths for
providing fast recovery upon link failure.
On the control plane side, Add-Paths is also slightly quicker

than vanilla BGP when backup paths are available (about 10%
in gure 4), as only BGP messages about the failure need to
be propagated in the AS versus BGP messages about both the
failed path and the backup path.

D. Scenario 2: Prexes advertised from other providers/peers
Scenario 1 shows how Add-Paths can provide fast and local

recovery upon stub link failure when the selection mode allows
the propagation of at least two different paths. However, a
typical ISP is of course also connected to non-stub ISPs from
which it receives Internet destinations. Similarly to the rst
scenario, fast and local recovery is ensured upon failure of a
link to those neighbors with the proper Add-Paths mode, as
long as there is an alternate path available in the AS. This is
often the case as those neighbors are likely to be more than
dual-connected and Internet destinations are possibly reach-
able via several neighbors, but the related cost of deploying
Add-Paths is probably higher than for dual-connected stubs.
In this second scenario, we will thus evaluate the cost of a
full Add-Paths deployment allowing fast and local recovery,
load balancing and/or MED oscillation prevention.
For this evaluation, we take our 90 providers and for each

of them, we let 20 single-connected stubs randomly located in
the corresponding Internet topology advertise one prex each.
The provider under test will thus learn different paths for each
of these prexes depending on its peerings with other ISPs. On
the example of gure 2, the provider might learn about each
prex from its three neighbors, depending on its policies. If
all neighbors advertise the prex, it will learn up to 6 paths.
For each prex, we compute our metrics to show the

additional load and resulting diversity on the provider under
test. The results presented here are the means of the metric
values for each prex. We also classify the ISPs under test
depending on the level of the topology to which they belong:
Tier-1 or Transit ISP (Tier-2 or Tier-3).
Figure 5 shows the average number of BGP messages

exchanged for a prex inside Transit ISPs, while gure 6

Fig. 5. Increase in the number of messages exchanged for a prex inside a
Transit ISP

Fig. 6. Increase in the number of BGP messages exchanged for a prex
inside a T1 ISP

shows the same metrics for T1 ISPS. Similarly to what was
observed in the case of the dual-connected stub, advertising
the additional paths increases the number of BGP messages
exchanged inside the AS, but the number of messages im-
pacting the best path selection remains stable. The increase
in the number of BGP messages also varies depending on the
selection modes. Modes with a bounded number of paths have
of course a limited control plane stress, while the impact of the
other modes depends on the topology. For example, routers of
a T1 ISP exchange up to 4.5 times more messages with those
modes while routers of smaller Transit ISPs exchange 2.3
times more messages than with vanilla BGP. The Add-Group-
Best-Paths selection mode has the smallest impact among all
modes, and is only slightly more costly than vanilla BGP. This
is because in our topologies, prexes are mostly learned on
multiple sessions with a single neighbor.
The memory cost of each selection mode is shown on

gure 7. Roughly, the increase in terms of control plane
load when using Add-N-Paths is proportional to the number

Source: V. Van den Schrieck et al. “BGP Add-Paths: The Scaling/Performance Tradeoffs,” IEEE JOURNAL
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BGP Add-Paths (cont.)
The reductions in eBGP churn come at the cost of an increase of the iBGP churn
on non-best paths...
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failed path and the backup path.

D. Scenario 2: Prexes advertised from other providers/peers
Scenario 1 shows how Add-Paths can provide fast and local

recovery upon stub link failure when the selection mode allows
the propagation of at least two different paths. However, a
typical ISP is of course also connected to non-stub ISPs from
which it receives Internet destinations. Similarly to the rst
scenario, fast and local recovery is ensured upon failure of a
link to those neighbors with the proper Add-Paths mode, as
long as there is an alternate path available in the AS. This is
often the case as those neighbors are likely to be more than
dual-connected and Internet destinations are possibly reach-
able via several neighbors, but the related cost of deploying
Add-Paths is probably higher than for dual-connected stubs.
In this second scenario, we will thus evaluate the cost of a
full Add-Paths deployment allowing fast and local recovery,
load balancing and/or MED oscillation prevention.
For this evaluation, we take our 90 providers and for each

of them, we let 20 single-connected stubs randomly located in
the corresponding Internet topology advertise one prex each.
The provider under test will thus learn different paths for each
of these prexes depending on its peerings with other ISPs. On
the example of gure 2, the provider might learn about each
prex from its three neighbors, depending on its policies. If
all neighbors advertise the prex, it will learn up to 6 paths.
For each prex, we compute our metrics to show the

additional load and resulting diversity on the provider under
test. The results presented here are the means of the metric
values for each prex. We also classify the ISPs under test
depending on the level of the topology to which they belong:
Tier-1 or Transit ISP (Tier-2 or Tier-3).
Figure 5 shows the average number of BGP messages

exchanged for a prex inside Transit ISPs, while gure 6
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shows the same metrics for T1 ISPS. Similarly to what was
observed in the case of the dual-connected stub, advertising
the additional paths increases the number of BGP messages
exchanged inside the AS, but the number of messages im-
pacting the best path selection remains stable. The increase
in the number of BGP messages also varies depending on the
selection modes. Modes with a bounded number of paths have
of course a limited control plane stress, while the impact of the
other modes depends on the topology. For example, routers of
a T1 ISP exchange up to 4.5 times more messages with those
modes while routers of smaller Transit ISPs exchange 2.3
times more messages than with vanilla BGP. The Add-Group-
Best-Paths selection mode has the smallest impact among all
modes, and is only slightly more costly than vanilla BGP. This
is because in our topologies, prexes are mostly learned on
multiple sessions with a single neighbor.
The memory cost of each selection mode is shown on

gure 7. Roughly, the increase in terms of control plane
load when using Add-N-Paths is proportional to the number
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Japanese Earthquake in 2011

> 15,000 people dead and > 4,000 were missing even after 6
months of the disaster (90% due to the tsunami)

The Japan Earthquake: the impact on traffic and routing
observed by a local ISP

Kenjiro Cho Cristel Pelsser Randy Bush Youngjoon Won
Internet Initiative Japan, Inc.

ABSTRACT
The Great East Japan Earthquake and Tsunami on March 11,
2011, disrupted a significant part of communications infras-
tructures both within the country and in connectivity to the
rest of the world. Nonetheless, many users, especially in the
Tokyo area, reported experiences that voice networks did not
work yet the Internet did. At a macro level, the Internet was
impressively resilient to the disaster, aside from the areas di-
rectly hit by the quake and ensuing tsunami. However, little
is known about how the Internet was running during this pe-
riod. We investigate the impact of the disaster to one major
Japanese Internet Service Provider (ISP) by looking at mea-
surements of traffic volumes and routing data from within
the ISP, as well as routing data from an external neighbor
ISP. Although we can clearly see circuit failures and sub-
sequent repairs within the ISP, surprisingly little disruption
was observed from outside.

Categories and Subject Descriptors
C.2.3 [Computer-Communication Networks]: Net-
work Operations—Network monitoring

General Terms
Measurement, Management

Keywords
Internet, traffic, routing, measurement, network man-
agement, ISP, disaster

1. INTRODUCTION
The Great East Japan Earthquake and Tsunami on

March 11, 2011 struck off the northeast coast of the

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
ACM SWID 2011, December 6, 2011, Tokyo, Japan.
Copyright 2011 ACM 978-1-4503-1044-4/11/0012 ...$10.00.
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Figure 1: Earthquakes larger than Magnitude 4
in Japan for March 2011

country, leaving more than 15,000 people dead and more
than 4,000 still missing even 6 months after the disas-
ter. Although major facilities in Japan are designed as
earthquake-resistant, and thus, the direct damage by
the earthquakes was limited, the tsunami was devastat-
ing to the coastal areas and is reported to account for
90% of the deaths. On that day, around 4.4 million
households, almost 10% of the country’s households,
were left without electricity.

Tokyo only received limited physical damages. How-
ever, immediately after the main earthquake, all pub-
lic transportation, including trains and subways, was
stopped. Highways and airports were closed. By evening,
roads were filled with people walking home, and cars
were completely stuck on the roads. It was only after
midnight that a small part of the transportation sys-
tems resumed operation. Many people had to spend
the night at the office.

The main earthquake of Magnitude 9.0 was preceded
by a number of large foreshocks starting two days ear-
lier, and hundreds of aftershocks continuing for months.
Just after the main earthquake at 14:46, a series of after-
shocks followed, including ones with more than M7, an
M7.4 at 15:09, an M7.7 at 15:16, and an M7.5 at 15:26.
Figure 1 shows earthquakes larger than Magnitude 4 in
Japan for March 2011 (the original data comes from the
JMA earthquake catalog[6]). Note that a difference in
magnitude of 1.0 is equivalent to a factor of 31.6 in the
energy released by earthquakes so that a difference in
magnitude of 2.0 is equivalent to a factor of 1,000.

The earthquake and tsunami lead to the failure of the

Source: K. Cho et al. “The Japan Earthquake: the impact on traffic and routing observed by a local ISP,”
ACM SWID 2011, December 2011.
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Japanese Earthquake in 2011 (cont.)

Impact on NTT

1.5 million circuits for fixed-line services
6,700 pieces of base station equipment
15,000 circuits for corporate data communication services.
65,000 telephone poles were flooded or collapsed
6,300km of aerial cables were lost.
Voice calls: capacity overloads due to a surge in calls.
...however, the Internet was impressively resilient to the disaster.
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Japanese Earthquake in 2011 (cont.)
Fukushima Nuclear Power Plant. Its radiation release
caused large evacuations, and concerns about food and
water supplies, as well as concerns about exposure to
radiation especially for children. Subsequently, other
nuclear power plants were taken offline upon a request of
the government, which lead to a serious power shortage.
Scheduled power outages began on March 14 and lasted
until March 28, which significantly affected lives in the
wide area of eastern Japan including the Tokyo area.

The earthquake and tsunami also disrupted signifi-
cant part of communications infrastructure both within
the country and in connectivity to the rest of the world.
The NTT Group reported[9] that damaged facilities and
disrupted power supplies at exchange offices impacted
1.5 million circuits for fixed-line services, 6,700 pieces
of base station equipment and 15,000 circuits for corpo-
rate data communication services. NTT East reported
that 90 routes or paths in transmission lines were dam-
aged and, in the coastal areas, 65,000 telephone poles
were flooded or collapsed and 6,300km of aerial cables
were lost.

Immediately after the earthquake, the major carri-
ers for mobile and fixed-line voice services were forced
to impose restrictions on up to 95% of voice calls na-
tionwide, because of capacity overloads due to a surge
in calls[15]. In the Tokyo area, while it was difficult
to place a phone call, people were still able to access
Internet-based services. Despite many failures, the In-
ternet was impressively resilient to the disaster, aside
from the areas directly hit by the quake and ensuing
tsunami. However, little is known on how the Internet
was running during this period.

Figure 2 shows traffic at JPNAP[3], a major IX in
Japan, on March 11, 2011. JPNAP has 2 exchange
points in Tokyo and one in Osaka. The traffic dropped
after the earthquake, and Osaka had a smaller impact.
This reflects the situation; while Tokyo was hit by the
quake and transportation was completely stopped, Os-
aka was not directly affected by the quake.

In this paper, we investigate the impact of the dis-
aster on a major Japanese Internet Service Provider
(ISP), IIJ[2]. We look at traffic measurements and rout-
ing data from within the ISP, as well as routing data
from an external neighbor ISP. IIJ provides a large va-
riety of Internet related services but our focus in this
paper is on Internet services. Although we can clearly
see circuit failures and subsequent repairs within the
ISP, surprisingly little disruption was observed from
outside.

2. OVERVIEW
Internet Initiative Japan Inc. (IIJ)[2] is one of Japan’s

leading Internet service providers. IIJ’s backbone net-
work connects domestic PoPs and datacenters, as well
as ones in the US through multiple trans-Pacific links.

Figure 2: Traffic at JPNAP Tokyo1 (top) and
Osaka (bottom) on 3.11. Courtesy of Internet
Multifeed Co.

The backbone topology is fully redundant and over-
provisioned to ensure automatic failover.

In this paper, we analyze data from IIJ’s service net-
works. The traffic data is based on interface counter
values collected through SNMP. For the routing anal-
ysis, we used OSPF and iBGP data. The OSPF data
is collected in the backbone area, and our focus is on
significant events on the links to Sendai (the major city
nearest the epicenter) as well as trans-Pacific links. The
iBGP data is both RIB dumps and full traces of all
iBGP updates using Quagga MRT. Furthermore, we
obtained a similar iBGP data from a major peer of IIJ
(’neighbor provider’).

Most events of interest happened during the 3 days
starting from March 11 but we analyze the entire month
of March in order to observe the impact of the disaster.
All times in the paper is in Japanese Standard Time
(UTC+9).

First, we look at a summary of the events in chrono-
logical order.

March 11, Friday:

• The earthquake of Magnitude 9.0 hit at 14:46 in
the western Pacific Ocean, about 130km east of
Sendai city. The tsunami of 15m, or higher in
some places, first reached the coastline about 20
minutes later.

• The Sendai datacenter, the main facility in the To-
hoku area, lost external power supply, and switched
to in-house power generator within 2 minutes after

Source: K. Cho et al. “The Japan Earthquake: the impact on traffic and routing observed by a local ISP,”
ACM SWID 2011, December 2011.
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Traffic on JP-US cables of IIJ (damaged and rerouted)

many organizations and individuals involved in restora-
tion work.

There was also little impact on traffic due to power
shortages or energy saving measures after the earth-
quake. Initially it was thought that power shortages
would be limited to the service areas of Tohoku Elec-
tric Power Company and Tokyo Electric Power Com-
pany. That said, these areas account for over half of to-
tal broadband traffic. However, in reality the reduced
usage due to power saving measures was offset by in-
creased use of the Internet in search for information.

It is likely that few end users cut back on their use
of the Internet for power savings in the first place, be-
cause there is no intuitive way for users to know the
power consumption of network equipment. Many or-
ganizations took steps such as shutting down as many
in-house servers and PCs as possible. However, even
if internal traffic dropped significantly in this case, it
is difficult to cut back on the inter-organization traffic
seen by ISPs due to the need to negotiate with other
parties such as clients and customers. Furthermore, due
to the earthquake and introduction of scheduled power
outages, there was an increase in migration of work and
servers to cloud services and in backing up data to re-
mote locations, and this may have boosted traffic levels.

3.2 Trans-Pacific Traffic
The earthquake and tsunami also caused a widespread

damage to undersea cables. Initially, it was reported
that the damage to the undersea cables was limited. It
was only after several hours that international circuits
started to fail.

Japan is a major hub for trans-Pasific and intra-Asia
submarine cable networks, with a number of undersea-
cable landing-stations. Many cables were laid out off
the Pacific coast in the northeast of Tokyo and were
damaged. However, most cable operators have redun-
dant paths from the southern coast of Japan so that
they did not suffer from a complete outage.

At the time of the disaster, IIJ had 8 links to the US
in a redundant and over-provisioned configuration. Fig-
ure 4 shows traffic on 3 of them to illustrate how traffic
was rerouted under the outage. The traffic volumes in
the plots are normalized to the link capacity.

The top plot shows traffic on a damaged link that
dropped to zero at about midnight on March 11. The
traffic was automatically rerouted to another link shown
in the middle plot but, as a result, the peak volume on
the next day was almost tripled, leaving little headroom
in the link capacity. In the evening on the same day,
one of the damaged links was restored using an alternate
undersea cable. Then, part of the traffic on the middle
link was rerouted to the restored link in the bottom
plot, and the traffic level on the middle link went back
to the normal level.

Figure 4: Traffic on 3 JP-US links for March
2011, damaged (top) not-damaged (middle) and
rerouted (bottom)

Here, we show only 3 links but in reality traffic load
was balanced among all the available links. In the next
section, we will look into the routing information to
better understand the situation.

4. ROUTING

4.1 Internal Routing
What story does internal routing data tell us? We

look at changes in reachability of internal prefixes, an-
alyzing how the earthquake and after-shocks influenced
routing within IIJ.

IIJ uses OSPF as its IGP, and collects it in the back-
bone area using Packet Design’s Route Explorer[11].
With the generous help of Packet Design’s staff, we were
able to extract all OSPF events and then focus on sig-
nificant events on the links to Sendai as well as IIJ’s
trans-Pacific links.

Figure 5 shows that the March 11th earthquake im-
pacted connectivity to Sendai while the after-shocks cut
a few links over the Pacific. The links to Sendai failed
immediately after the earthquake itself, while the few
Pacific links failed some hours later, around midnight on
March 11th. It is believed that undersea landslides sub-
sequent to aftershocks are the cause of the trans-Pacific
cuts. In addition, after the failure of link JP2-US4, an-
other link ending at a different router on the US side is
turned on. It thus appeared as a new link in the figure
(link JP2-US3 ), although this link was already present
in February.

The earthquake occurred at 14:46 JST. The links to

Source: K. Cho et al. “The Japan Earthquake: the impact on traffic and routing observed by a local ISP,”
ACM SWID 2011, December 2011.
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Link Failures and Restoration
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Figure 5: Quake related link failure and restora-
tion times

Sendai failed within the next 3 minutes (See the two
curves at the bottom of Figure 5). At 14:48:13, the
first link was lost. The second link was lost at 14:48:56,
leading to the disconnection of Sendai. For the second
link, at 14:48:56, only the failure of the Tokyo-to-Sendai
direction was advertised in OSPF. The other direction
was considered down 45 minutes later, when the LSA
expired because its age was longer than an hour. One
link between Tokyo and Sendai was restored in 15 hours
and the second was brought back online within 55 hours.

In February, there were nine trans-Pacific links. One
of these links only appeared for four days at the end of
the month and then disappeared in March. The other
eight links are shown in Figure 5. Two of the Pacific
links, JP3-US5 and JP2-US3, were already down before
the earthquake. We observed a few events for JP1-US2
but these failures lasted only a few seconds. JP2-US4
was the first Pacific link to seriously fail, at 21:50 on
March 11th. This is almost eight hours after the earth-
quake. Then, both JP1-US1 and JP1-US3 failed ex-
actly at the same time (March 12th, 01:12:51). They
came back up less than a minute later only to fail again.
JP1-US1 was recovered 27 hours 24 minutes later. Re-
covery time was 19 hours 29 minutes for JP1-US3.

In short, three trans-Pacific links out of eight were
damaged by the earthquakes. From a routing perspec-
tive, a minimum of three trans-Pacific links were always
available. This situation lasted for 19.5 hours. Then,
recovery of the lost links began. The two links ending
on US3 came up at the same time, at around 21:00,
March 12th.

We now look at total OSPF add/drop events per
hour. The failures highlighted previously appear clearly
in Figure 6 (a). In Figure 6, we see the number of
events of a given type that happen in an hour. The
green/dotted curve is the number of “drop neighbor”
events while the red/plain curve measures reestablish-
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Figure 6: OSPF add and drop events

ment of OSPF adjacencies (“add neighbor” events). At
time x, we show the number of events that occur within
the [x, x + 1) time interval. We call this interval a time
bin. Each time bin starts at 8 minutes after the hour.
The first time bin starts at the first event observed in
March.

The peak of 45 “drop neighbor” events that we see
shortly after the earthquake in Figure 6 (a) was caused
by the loss of adjacencies between Sendai and Tokyo
routers, and the “sympathetic” events of the OSPF
monitor’s loss of view of the links within Sendai. Then,
a few hours later, in the 21:08 time bin, we lost one of
the Pacific links. As this is the loss of a bi-directional
adjacency, it results in two “drop neighbor” events. We
can barely see this in the figure.

Thus, on March 11th, we observe mostly the loss of
links in and to Sendai. Then, March 12th, connectivity
in/to Sendai was recovered within the 06:08-07:07 time-
frame. This corresponds to the peak of 46 events on the
red curve. The other “add neighbor” events on March
12th involve the recovery of three lines over the Pacific,
lines JP1-US3, JP2-US3 and JP1-US1.

Source: K. Cho et al. “The Japan Earthquake: the impact on traffic and routing observed by a local ISP,”
ACM SWID 2011, December 2011.
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OSPF add and drop events
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tion times

Sendai failed within the next 3 minutes (See the two
curves at the bottom of Figure 5). At 14:48:13, the
first link was lost. The second link was lost at 14:48:56,
leading to the disconnection of Sendai. For the second
link, at 14:48:56, only the failure of the Tokyo-to-Sendai
direction was advertised in OSPF. The other direction
was considered down 45 minutes later, when the LSA
expired because its age was longer than an hour. One
link between Tokyo and Sendai was restored in 15 hours
and the second was brought back online within 55 hours.

In February, there were nine trans-Pacific links. One
of these links only appeared for four days at the end of
the month and then disappeared in March. The other
eight links are shown in Figure 5. Two of the Pacific
links, JP3-US5 and JP2-US3, were already down before
the earthquake. We observed a few events for JP1-US2
but these failures lasted only a few seconds. JP2-US4
was the first Pacific link to seriously fail, at 21:50 on
March 11th. This is almost eight hours after the earth-
quake. Then, both JP1-US1 and JP1-US3 failed ex-
actly at the same time (March 12th, 01:12:51). They
came back up less than a minute later only to fail again.
JP1-US1 was recovered 27 hours 24 minutes later. Re-
covery time was 19 hours 29 minutes for JP1-US3.

In short, three trans-Pacific links out of eight were
damaged by the earthquakes. From a routing perspec-
tive, a minimum of three trans-Pacific links were always
available. This situation lasted for 19.5 hours. Then,
recovery of the lost links began. The two links ending
on US3 came up at the same time, at around 21:00,
March 12th.

We now look at total OSPF add/drop events per
hour. The failures highlighted previously appear clearly
in Figure 6 (a). In Figure 6, we see the number of
events of a given type that happen in an hour. The
green/dotted curve is the number of “drop neighbor”
events while the red/plain curve measures reestablish-
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Figure 6: OSPF add and drop events

ment of OSPF adjacencies (“add neighbor” events). At
time x, we show the number of events that occur within
the [x, x + 1) time interval. We call this interval a time
bin. Each time bin starts at 8 minutes after the hour.
The first time bin starts at the first event observed in
March.

The peak of 45 “drop neighbor” events that we see
shortly after the earthquake in Figure 6 (a) was caused
by the loss of adjacencies between Sendai and Tokyo
routers, and the “sympathetic” events of the OSPF
monitor’s loss of view of the links within Sendai. Then,
a few hours later, in the 21:08 time bin, we lost one of
the Pacific links. As this is the loss of a bi-directional
adjacency, it results in two “drop neighbor” events. We
can barely see this in the figure.

Thus, on March 11th, we observe mostly the loss of
links in and to Sendai. Then, March 12th, connectivity
in/to Sendai was recovered within the 06:08-07:07 time-
frame. This corresponds to the peak of 46 events on the
red curve. The other “add neighbor” events on March
12th involve the recovery of three lines over the Pacific,
lines JP1-US3, JP2-US3 and JP1-US1.

Source: K. Cho et al. “The Japan Earthquake: the impact on traffic and routing observed by a local ISP,”
ACM SWID 2011, December 2011.
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BGP withdrawals seen by a neighbor AS
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Figure 7: BGP withdrawals for our ISP in a
neighboring ISP
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Figure 8: 2 days of BGP withdrawals for our
ISP in a neighboring ISP

one withdraw and 20 updates were seen by the monitor
at 20:00 March 12th, when the two Pacific links ending
at router US3 were restored.

The withdraws observed in the 04:00 and 05:00 bins
March 11th are not quake related failures. The same is
true for the BGP activity between 21:00 and 24:00 on
March 12th.

From a routing perspective, the internal network was
quite resilient and stable. Apart from the area directly
affected by the disaster, no region was disconnected
from the backbone or the world. Outside connectivity
to the prefixes served by IIJ was maintained. BGP did
a good job at hiding the internal failure and recovery
activities from the outside world.

Having an inside view, even if limited, in a neighbor-
ing ISP is very unique and useful in determining failures

and configurations that affect routing stability of one’s
prefixes.

5. RELATED WORK
Routing and traffic impacts by (non)natural disasters

have been of interest to network researchers. Despite
tragedy, it is an opportunity to study the robustness of
the Internet architecture. Due to a lack of systematic
studies on measuring the Internet aftermath, we often
rely on unconfirmed media and industry reports to get
a glimpse of the situation.

The 9/11 attacks in the US have shown immediate
loss of reachability to 1% of globally announced pre-
fixes[1]. A partial loss sustained for the next 2-3 days
due to power outage and restored within 4–24h. NYC
areas, South Africa, and South America networks be-
came globally unreachable from 10 selected peers (e.g.,
AS 513, 559, 1785) in Europe, US, and Japan. However,
these reachability losses did not create severe routing
instability in the global Internet.

Hurricane Katrina in 2005 swept out 1.75M telecom-
munication lines, 1000 cellular towers, 4 large toll switch-
es, and fiber optic path in the Gulf region of the US[5,
10]. Internet2/Abilene links from Houston to Atlanta
were out and restored after one week. Again, the global
Internet remained unaffected by Katrina; most of initial
Internet outages were bound to local regions only. Ka-
trina demonstrated that the public Internet continued
to achieve its high reliability and survivability.

Unlike the above two disasters, Taiwan earthquake in
2006 revealed fragility of the global Internet[16, 7]. A
series of quakes over 3 days were reported to have de-
stroyed two of nine submarine cables. A sudden peak of
network outages, prefix unreachability, was followed by
gradual increase in the first 2 days. To estimate impact
of an involved AS, PenaltyBox[8] computed a score that
is proportional to the amount of flapping prefixes ad-
vertised by the AS. Overall, 1667 ASes were impacted
(in)directly, and more heavily in China, Hong Kong,
India, and Singapore. Incomplete cutoff of commu-
nication caused unstable paths, leading frequent path
changes and severe packet losses. To remedy the situa-
tion, temporal transits were made among non-regional
ISPs (e.g., China Netcom AS9929 uses temporarily Sprint
AS1239 and DTAG AS3320 as transits) at the time of
disaster. It clearly showed how local event can have a
broad impact, and vulnerabilities particularly in Asia.

The Egyptian crisis in 2010 is an example of intended
disaster. Egypt simply disappeared from the net[17].
Apart from networking technology, others are looking
at the good use of the Internet during disasters, such as
Twitter behavior analysis[13, 14].

So far, we have heard numerous initial estimates of
damage and recovery in Japan[4, 15]. There are some
reports on the Internet, but few have analysis combining

Source: K. Cho et al. “The Japan Earthquake: the impact on traffic and routing observed by a local ISP,”
ACM SWID 2011, December 2011.
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Traffic Engineering goals differ...

Transit Providers

Optimize the distribuition and exchange of large traffic volumes

Performance differentiation for premium customers while exploiting economy of
scale

Even different goals depending on carrier’s size and market niche

Typically: considerable overprovisioning, min-max optimization cycles, optics
penetration and keen on cross-layer aspects, and a lot of rule of the thumb (no
real clue about the Traffic Matrix)

Non-transit Domains (e.g., enterprises)

> 80% of the ASs in the Internet ... that means more the 32,000 ASs

Typically: scarce overprovisioning though with sufficient redundancy,
performance optimization (in general that means low delay with high service
availability), and clearly, reduce as much as possible the Internet’s costs.
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Traffic Engineering
Transit Providers

IP Layer
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Egress Traffic Engineering

Infonet Group
University of Namur
www.infonet.fundp.ac.be

INF NET

Control of outgoing traffic

Content-provider wants to optimize the way traffic leaves their
network...

204.152/16, [Path2]204.152/16, [Path1]

network
204.152.0.0/16

ASx

QoFIS’02, Zurich (October 16-18, 2002), (c) B. Quoitin – p. 10/25

Source: Presentation from B. Quoitin at QofIS 2002.
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Egress Traffic Engineering (cont.)

Infonet Group
University of Namur
www.infonet.fundp.ac.be

INF NET

Control of outgoing traffic

Content-provider wants to optimize the way traffic leaves their
network...

204.152/16, [Path2]204.152/16, [Path1]

network
204.152.0.0/16

ASx
local−pref=100local−pref=50

tra
ffi

c
QoFIS’02, Zurich (October 16-18, 2002), (c) B. Quoitin – p. 10/25

Source: Presentation from B. Quoitin at QofIS 2002.
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Ingress Traffic Engineering

Infonet Group
University of Namur
www.infonet.fundp.ac.be

INF NET

Control of incoming traffic

Access-provider wants to optimize the way traffic enters their
network...

ASx

network
138.48.0.0./16

QoFIS’02, Zurich (October 16-18, 2002), (c) B. Quoitin – p. 11/25

Source: Presentation from B. Quoitin at QofIS 2002.
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Ingress Traffic Engineering (cont.)

Infonet Group
University of Namur
www.infonet.fundp.ac.be

INF NET

Control of incoming traffic

Access-provider wants to optimize the way traffic enters their
network...

ASx

network
138.48.0.0./16

138.48/16, [ASx]    
tra

ffi
c

Selective announcements

QoFIS’02, Zurich (October 16-18, 2002), (c) B. Quoitin – p. 11/25

Source: Presentation from B. Quoitin at QofIS 2002.

Marcelo Yannuzzi Routing in the Future Internet: Graduate Course, INCO, Montevideo, Uruguay, 2012. 31



Ingress Traffic Engineering (cont.)

Infonet Group
University of Namur
www.infonet.fundp.ac.be

INF NET

Control of incoming traffic

Access-provider wants to optimize the way traffic enters their
network...

ASx

network
138.48.0.0./16

138.48/16, [ASx]

   traffic

Selective announcements

QoFIS’02, Zurich (October 16-18, 2002), (c) B. Quoitin – p. 11/25

Source: Presentation from B. Quoitin at QofIS 2002.
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Ingress Traffic Engineering (cont.)

Infonet Group
University of Namur
www.infonet.fundp.ac.be

INF NET

Control of incoming traffic

Access-provider wants to optimize the way traffic enters their
network...

ASx

network
138.48.0.0./16

138.48.0/17, [ASx]138.48.128/17, [ASx]

   traffic
    

tra
ffi

c56% 44%

More specific prefixes

QoFIS’02, Zurich (October 16-18, 2002), (c) B. Quoitin – p. 11/25

Source: Presentation from B. Quoitin at QofIS 2002.
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But in practice things might look quite complex...

IEEE Communications Magazine • July 2009 41

efits arise when EID addresses are not routable
through the Internet — only RLOC addresses
are globally routable, allowing efficient aggrega-
tion of the RLOC address space.

Recent studies show that one of the solutions
under discussion at the IRTF, the Locator/Iden-
tifier Separation Protocol (LISP) [3, 4], offers
some key advantages. For instance, Quoitin et al.
[5] show that the size of the global routing table
can be reduced by roughly two orders of magni-
tude with LISP. That work also shows that LISP
provides improved interdomain TE capabilities
using a nondisruptive approach.

Despite these strengths, the proposals for the
LISP control plane present some major chal-
lenges that are exposed and addressed in this
article. These challenges lie in the fact that since
EIDs are not globally routable through the
Internet, a mapping system is necessary between
EIDs and RLOCs.

In this article we provide up-to-date data
about the characteristics and central issues of
interdomain traffic management in LA. We out-
line the strengths of LISP, highlighting a set of
important TE opportunities for LA, and we also
introduce a novel control plane for LISP that
deals with the challenges mentioned above. We
discuss the importance of architecting the con-
trol plane so as to concurrently provide a highly
efficient coupling to the DNS system, the path
computation element (PCE) — if present — and
an EID-to-RLOC mapping engine that borrows
concepts from intelligent route control (IRC)
techniques [6]. We conclude with directions for
future research, especially in a promising field
for LA we refer to here as intelligent route map-
ping (IRM).

CHARACTERIZATION OF
INTERDOMAIN TRAFFIC
MANAGEMENT IN LA

In this section we describe some relevant charac-
teristics of LA connectivity infrastructure, and
examine their influence in aspects like interdo-
main routing and IP prefix de-aggregation poli-
cies.

LA INTERDOMAIN ROUTING SCENARIOS

Latin American Internet traffic has been grow-
ing at annual rates higher than 70 percent, and it
will continue to grow steadily; therefore, capacity
upgrade is of crucial importance to regional
ISPs. In developed countries it is possible to
plan capacity growth according to the observed
usage and estimated traffic demands. Unfortu-
nately, this is not the case for LA, where ISPs
basically get the bandwidth they can buy, con-
strained to the available capacity along transit
circuits. As a result, interdomain connectivity in
LA is frequently composed of bundles of circuits
of variable bit rates that are aggregated and used
as primary as well as backup links. We proceed
to illustrate some of these peculiarities by sketch-
ing three reference scenarios.

The first scenario, depicted in Fig. 1a, shows
a small multihomed ISP with several links con-
nected to two transit providers. In order to cope
with the traffic growth, ISP LA01 has upgraded
one of its primary links from an STM-1 to an
STM-4. This is a common situation in LA, where
economical and infrastructure constraints pre-
vent ISPs from upgrading all its links at the
same time.

The policy of provider ISP LA01 for manag-
ing its inbound traffic through links with differ-
ent capacities is to use a combination of two
BGP-based TE mechanisms, specifically, the de-
aggregation of its prefix 200.200.16.0/20 and the
utilization of AS-path prepending. More precise-
ly, ISP LA01 splits the prefix 200.200.16.0/20
into three more specific prefixes: 200.200.16.0/21,
200.200.24.0/22, and 200.200.28.0/22. Prefixes
200.200.16.0/21 and 200.200.24.0/22 are adver-
tised to TIER1 01 through the STM-4 and the
secondary group of links, respectively, whereas
prefix 200.200.28.0/22 is advertised to TIER1 02.
In order to provide backup paths, ISP LA01
advertises the less specific prefix 200.200.16.0/20
to both TIER1 01 and TIER1 02. The effect of
ISP LA01’s inbound TE policy is that instead of
simply advertising the prefix 200.200.16.0/20 to
each transit provider, a total of six prefixes are
advertised upstream. This de-aggregation of pre-
fixes increases the size of the global BGP rout-
ing table. In addition, ISP LA01 may further

!! Figure 1. a) Scenario #1: multihomed ISP with links of different capacity, load sharing, and backup routing policy; b) scenario #2:
multihomed ISP with NAP presence; c) scenario #3: multihomed ISP with NAP presence and SDH multiplexers.

TIER1_01

STM-4
STM-1

(a) (b) (c)

Primary
link to

TIER1_01 Advertise
200.200.24.0/22
200.200.16.0/20

to TIER1_01Advertise
200.200.16.0/21
200.200.16.0/20

to TIER1_01

Advertise
200.200.28.0/22
200.200.16.0/20

to TIER1_02

STM-1

ISP_LA01
200.200.16.0/20

STM-1

Primary
links to

TIER1_02

STM-1 STM-1

BUNDLE02
Y x STM-4

POP2

POP3 POP3

POP1 POP1POP2

SDH
equipment

SDH equipment

SDH equipment

10G

10G

10G
10G

10G
10G

10G

NAP NAP
Px1G Px1G

Mx1G
Nx1G

Nx1G

10G

BUNDLE03
Y x STM-16

+
U x STM-4 BUNDLE01

W x STM-16

BUNDLE01
W x STM-16

BUNDLE03
Y x STM-16

+
U x STM-4

Secondary
group of
links to

TIER1_01

TIER1_01
TIER1_02

TIER1_03

TIER1_02

TIER1_03

TIER1_02 TIER1_01

Mx1G

BUNDLE02
Y x STM-4

YANNUZZI LAYOUT  6/16/09  12:33 PM  Page 41

Authorized licensed use limited to: UNIVERSITAT POLITÈCNICA DE CATALUNYA. Downloaded on September 2, 2009 at 04:32 from IEEE Xplore.  Restrictions apply. 

Source: M. Yannuzzi, X. Masip-Bruin, E. Grampin, R. Gagliano, A. Castro, M. German,
“Managing interdomain traffic in Latin America: a new perspective based on LISP,”
IEEE Communications Magazine, Vol. 47 , no. 7, July 2009.

Marcelo Yannuzzi Routing in the Future Internet: Graduate Course, INCO, Montevideo, Uruguay, 2012. 34



Community-based Traffic
Engineering

Marcelo Yannuzzi Routing in the Future Internet: Graduate Course, INCO, Montevideo, Uruguay, 2012. 35



Community-based TE

Basics of Communities

Communities attribute (RFC1997, RFC1998): It’s a “Transitive"
attiribute
Used to mark routes that share a common property and thus
must undergo a specific treatment
It is mainly used for building more scalable routing configurations
....some providers also allow their customers to control the
redistribution of their routes by the use of communities...
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Community-based TE (cont.)

 

T h e  I n t e r n e t  P r o t o c o l  J o u r n a l

 

5

 

Intra-Autonomous System Communities 

 

Policy control using communities within an AS can go farther than this,

and their true value is evidenced when they are used to create new and

complex policies. If we take our example of the three basic types of

neighbor relationships, customers of a transit provider will want to send

their customers’ prefixes but not their peers’ prefixes. To distinguish be-

tween a customer’s prefix, a peer’s prefix, and a transit provider’s

prefix, we can add a community to each as we learn it from the

neighbor. 

When advertising a prefix to a customer, peer, or transit provider, sim-

ply match all prefixes carrying the communities associated with the

correct policy. As shown in Figure 2, all prefixes received from custom-

ers are tagged with 

 

53:100

 

, peers are tagged with 

 

53:200

 

, and transit

is tagged with 

 

53:300

 

. Our basic definition of a customer is someone

who expects to receive all prefixes, so each customer-facing BGP ses-

sion is preconfigured to send all prefixes matching 

 

53:100

 

, 

 

53:200

 

,

and 

 

53:300

 

. Again, from our definition of a peer being someone who

wants to see only our customers, we would preconfigure all of our

peers’ BGP sessions to send only prefixes tagged with 

 

53:100

 

. 

 

Figure 2:  Internal Use
of Communities for

Applying a Basic
Service Provider Policy

 

We can extend this community coding and turn it into a useful trouble-

shooting tool by adding more information such as where the route was

learned geographically. Codes could be assigned per continent, coun-

try, state/province, city, or central office.

During redistribution from an Interior Gateway Protocol, a community

can be used to specify the original protocol (for example, 

 

Intermediate

System-to-Intermediate System

 

 [IS-IS], 

 

Open Shortest Path First

Service Provider
AS 53

53:100 - Customer prefixes
53:200 - Peer prefixes
53:300 - Transit prefixes

Peer

Customer

Customer

Transit

Ingress, set 53:300
Egress, match 53:100

Ingress, set 53:200
Egress, match 53:100

Ingress, set 53:300
Egress, match 53:100,

53:200, 53:300

Source: K. Foster, “Application of BGP Communities," Internet Protocol Journal, June 2003.
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Community-based TE

Modus Operandi...

Providers
Define their set of community values
And they configure specific actions, such as: “do not
announce", “prepend as-path", or “change local-pref ".

Customers
Attach some of these communities to their routes to request
the given treatment
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Community-based TE (cont.)

Source: Cisco Systems, Inc.
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Community-based TE...

Infonet Group
University of Namur
www.infonet.fundp.ac.be

INF NET

Community-based TE

AS2

AS1

AS5AS4AS3

{2:1003} do not announce to AS3{2:1003} do not announce to AS3
{2:1004} do not announce to AS4
{2:1005} do not announce to AS5
{2:2003} prepend once to AS3

{2:3003} prepend twice to AS3
{2:2005} prepend once to AS5

{2:3005} prepend twice to AS5

{2:2004} prepend once to AS4

{2:3004} prepend twice to AS4

QoFIS’02, Zurich (October 16-18, 2002), (c) B. Quoitin – p. 14/25Source: Presentation from B. Quoitin at QofIS 2002.
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Community-based TE...

Infonet Group
University of Namur
www.infonet.fundp.ac.be

INF NET

Community-based TE

AS2

AS1

AS5AS4AS3

{2:1003} do not announce to AS3{2:1003} do not announce to AS3
{2:1004} do not announce to AS4
{2:1005} do not announce to AS5
{2:2003} prepend once to AS3

{2:3003} prepend twice to AS3
{2:2005} prepend once to AS5

{2:3005} prepend twice to AS5

{2:2004} prepend once to AS4

{2:3004} prepend twice to AS4

138.48/16, [AS1], {2:1004}

QoFIS’02, Zurich (October 16-18, 2002), (c) B. Quoitin – p. 14/25Source: Presentation from B. Quoitin at QofIS 2002.
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Community-based TE...

Infonet Group
University of Namur
www.infonet.fundp.ac.be

INF NET

Community-based TE

AS2

AS1

AS5AS4AS3

{2:1003} do not announce to AS3{2:1003} do not announce to AS3
{2:1004} do not announce to AS4
{2:1005} do not announce to AS5
{2:2003} prepend once to AS3

{2:3003} prepend twice to AS3
{2:2005} prepend once to AS5

{2:3005} prepend twice to AS5

{2:2004} prepend once to AS4

{2:3004} prepend twice to AS4

138.48/16, [AS1], {2:1004}

{2:1004}
138.48/16, [AS2 AS1]

{2:1004}
138.48/16, [AS2 AS1]

QoFIS’02, Zurich (October 16-18, 2002), (c) B. Quoitin – p. 14/25Source: Presentation from B. Quoitin at QofIS 2002.
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Community-based TE...

Infonet Group
University of Namur
www.infonet.fundp.ac.be

INF NET

Community-based TE

AS2

AS1

AS5AS4AS3

{2:1003} do not announce to AS3{2:1003} do not announce to AS3
{2:1004} do not announce to AS4
{2:1005} do not announce to AS5
{2:2003} prepend once to AS3

{2:3003} prepend twice to AS3
{2:2005} prepend once to AS5

{2:3005} prepend twice to AS5

{2:2004} prepend once to AS4

{2:3004} prepend twice to AS4

138.48/16, [AS1], {2:3005,2:3003}

QoFIS’02, Zurich (October 16-18, 2002), (c) B. Quoitin – p. 14/25Source: Presentation from B. Quoitin at QofIS 2002.
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Community-based TE...

Infonet Group
University of Namur
www.infonet.fundp.ac.be

INF NET

Community-based TE

AS2

AS1

AS5AS4AS3

{2:1003} do not announce to AS3{2:1003} do not announce to AS3
{2:1004} do not announce to AS4
{2:1005} do not announce to AS5
{2:2003} prepend once to AS3

{2:3003} prepend twice to AS3
{2:2005} prepend once to AS5

{2:3005} prepend twice to AS5

{2:2004} prepend once to AS4

{2:3004} prepend twice to AS4

138.48/16, [AS1], {2:3005,2:3003}

138.48/16,
[AS2 AS1]

{2:3005,
2:3003} 138.48/16,

[AS2 AS2 AS2 AS1]
{2:3005,2:3003}

138.48/16,

{2:3005,2:3003}
[AS2 AS2 AS2 AS1]

QoFIS’02, Zurich (October 16-18, 2002), (c) B. Quoitin – p. 14/25Source: Presentation from B. Quoitin at QofIS 2002.
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Limitations of Community-based TE

Main Issues

Semantic of community values must be agreed and published
Data models and data structure issues
Requires manual configurations
Transitivity contributes to additional churn
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Redistribution Communities
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Redistribution Communities

Proposed Modifications

Standardized semantics
Actions:

The attached route should not be announced to the
specified BGP speakers.
The attached route should only be announced to the
specified BGP speakers.
The attached route should be announced with the
NO_EXPORT community to the specified BGP speakers.
The attached route should be prepended n times when
announced to the specified BGP speakers.
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Redistribution Communities (cont.)

Infonet Group
University of Namur
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INF NET

Redistribution Communities

AS2

AS1

AS5AS4AS3

138.48/16, [AS1], {ignore(as4)}

QoFIS’02, Zurich (October 16-18, 2002), (c) B. Quoitin – p. 19/25Source: Presentation from B. Quoitin at QofIS 2002.

Marcelo Yannuzzi Routing in the Future Internet: Graduate Course, INCO, Montevideo, Uruguay, 2012. 48



Redistribution Communities (cont.)

Infonet Group
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www.infonet.fundp.ac.be

INF NET

Redistribution Communities

AS2

AS1

AS5AS4AS3

138.48/16, [AS1], {ignore(as4)}

138.48/16, [AS2 AS1]138.48/16, [AS2 AS1]

QoFIS’02, Zurich (October 16-18, 2002), (c) B. Quoitin – p. 19/25Source: Presentation from B. Quoitin at QofIS 2002.
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Redistribution Communities (cont.)
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INF NET

Redistribution Communities

AS2

AS1

AS5AS4AS3

138.48/16, [AS1], {prepend(2,as5)}

QoFIS’02, Zurich (October 16-18, 2002), (c) B. Quoitin – p. 19/25Source: Presentation from B. Quoitin at QofIS 2002.
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Redistribution Communities (cont.)
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INF NET

Redistribution Communities

AS2

AS1

AS5AS4AS3

138.48/16, [AS1], {prepend(2,as5)}

138.48/16, [AS2 AS1]

138.48/16,
[AS2 AS1]

138.48/16,
[AS2 AS2 AS2 AS1]

QoFIS’02, Zurich (October 16-18, 2002), (c) B. Quoitin – p. 19/25Source: Presentation from B. Quoitin at QofIS 2002.
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Community-based TE...Selective announcements

upstream  peers

private
peering

138.48.0/23

AS1

AS10

AS2

AS20
PREFIX=138.48.0/23
AS−PATH=AS10 AS20

PREFIX=138.48.0/23
AS−PATH=AS20

NANOG25 (June 9-11, 2002), (c) B. Quoitin – p. 8/27

Source: Presentation from B. Quoitin at NANOG25.
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Community-based TE...Selective announcements

upstream  peers

private
peering

138.48.0/23

AS1

AS10

AS2

AS20

Routes with
COMMUNITY 10:1

are not redistributed
by AS10

PREFIX=138.48.0/23
AS−PATH=AS20
COMMUNITIES=10:1

NANOG25 (June 9-11, 2002), (c) B. Quoitin – p. 8/27

Source: Presentation from B. Quoitin at NANOG25.
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Community-based TE...Prepending

Traffic from AS3

138.48.0/23

PREFIX=138.48.0/23
AS−PATH=20 30 10

AS3 AS1

AS20

AS30AS10

AS4

   
Tr

af
fic

 fr
om

 AS4

PREFIX=138.48.0/23
AS−PATH=1  10

PREFIX=138.48.0/23
AS−PATH=10

NANOG25 (June 9-11, 2002), (c) B. Quoitin – p. 9/27

Source: Presentation from B. Quoitin at NANOG25.
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Community-based TE...Prepending

Traffic from AS3

138.48.0/23

PREFIX=138.48.0/23
AS−PATH=20 30 10

AS3 AS1

AS20

AS30AS10

AS4

PREFIX=138.48.0/23
AS−PATH=10
COMM.=1:2004

NANOG25 (June 9-11, 2002), (c) B. Quoitin – p. 9/27

Source: Presentation from B. Quoitin at NANOG25.
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Community-based TE...Prepending

Traffic from AS3
138.48.0/23

PREFIX=138.48.0/23
AS−PATH=20 30 10

AS3 AS1

AS20

AS30AS10

AS4

PREFIX=138.48.0/23
AS−PATH=10
COMM.=1:2004       Traffic from AS4

PREFIX=138.48.0/23
AS−PATH=
COMM.=1:2004

1  1 1  10
PREFIX=138.48.0/23
AS−PATH=1  10
COMM.=1:2004

NANOG25 (June 9-11, 2002), (c) B. Quoitin – p. 9/27

Source: Presentation from B. Quoitin at NANOG25.
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Community-based TE...

IEEE Communications Magazine • May 2003 123

block of contiguous IP addresses; e.g., 192.168.
0.0/24 represents a block of 256 addresses
between 192.168.0.0 and 192.168.0.255)
because this network belongs to the same AS as
the advertising router or because a route adver-
tisement for this network was received from
another AS. Besides the reachable network and
the IP address of the router that must be used to
reach this network (known as the next hop), a
route advertisement also contains the AS path
attribute, which contains the list of all the transit
ASes that must be used to reach the announced
network. The length of the AS path can be con-
sidered as the route metric. A route advertise-
ment may also contain several optional attributes
such as the local-pref, multi-exit discrimina-
tor (MED), or communities attributes [3, 4]. An
important point to note about BGP is that if a
BGP router of ASx sends a route announcement
for network N to a neighbor BGP router of ASy,
this implies that ASx accepts forwarding the IP
packets to destination N on behalf of ASy.

There are two variants of BGP [3, 4]. The
eBGP variant is used to announce the reachable
prefixes on a link between routers that are part
of distinct ASs (e.g., R51 and R14 in Fig. 1). The
iBGP variant is used to distribute inside an AS
the best routes learned from neighboring ASes.

Inside a single domain, all routers are consid-
ered equal, and the intradomain routing protocol
announces all known paths to all routers. In con-
trast, in the global Internet, all ASs are not equal,
and an AS will rarely agree to provide a transit
service for all its connected ASs toward all desti-
nations. Therefore, BGP allows a router to be
selective in the route advertisements it sends to
neighbor eBGP routers. To better understand the
operation of BGP, it is useful to consider a sim-
plified view of a BGP router, as shown in Fig. 2.

A BGP router processes and generates route
advertisements as follows. First, the administra-
tor specifies, for each BGP peer, an input filter
(Fig. 2, left) that is used to select the acceptable
advertisements. For example, a BGP router
could only select the advertisements with an AS
path containing a set of trusted ASes. Once a
route advertisement has been accepted by the
input filter, it is placed in the BGP routing table,
possibly after updating some of its attributes. The
BGP routing table thus contains all the accept-
able routes received from the BGP neighbors.

Second, on the basis of the BGP routing
table, the BGP decision process (Fig. 2, center)
will select the best route toward each known net-
work. Based on the next hop of this best route
and the intradomain routing table, the router
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block of contiguous IP addresses; e.g., 192.168.
0.0/24 represents a block of 256 addresses
between 192.168.0.0 and 192.168.0.255)
because this network belongs to the same AS as
the advertising router or because a route adver-
tisement for this network was received from
another AS. Besides the reachable network and
the IP address of the router that must be used to
reach this network (known as the next hop), a
route advertisement also contains the AS path
attribute, which contains the list of all the transit
ASes that must be used to reach the announced
network. The length of the AS path can be con-
sidered as the route metric. A route advertise-
ment may also contain several optional attributes
such as the local-pref, multi-exit discrimina-
tor (MED), or communities attributes [3, 4]. An
important point to note about BGP is that if a
BGP router of ASx sends a route announcement
for network N to a neighbor BGP router of ASy,
this implies that ASx accepts forwarding the IP
packets to destination N on behalf of ASy.

There are two variants of BGP [3, 4]. The
eBGP variant is used to announce the reachable
prefixes on a link between routers that are part
of distinct ASs (e.g., R51 and R14 in Fig. 1). The
iBGP variant is used to distribute inside an AS
the best routes learned from neighboring ASes.

Inside a single domain, all routers are consid-
ered equal, and the intradomain routing protocol
announces all known paths to all routers. In con-
trast, in the global Internet, all ASs are not equal,
and an AS will rarely agree to provide a transit
service for all its connected ASs toward all desti-
nations. Therefore, BGP allows a router to be
selective in the route advertisements it sends to
neighbor eBGP routers. To better understand the
operation of BGP, it is useful to consider a sim-
plified view of a BGP router, as shown in Fig. 2.

A BGP router processes and generates route
advertisements as follows. First, the administra-
tor specifies, for each BGP peer, an input filter
(Fig. 2, left) that is used to select the acceptable
advertisements. For example, a BGP router
could only select the advertisements with an AS
path containing a set of trusted ASes. Once a
route advertisement has been accepted by the
input filter, it is placed in the BGP routing table,
possibly after updating some of its attributes. The
BGP routing table thus contains all the accept-
able routes received from the BGP neighbors.

Second, on the basis of the BGP routing
table, the BGP decision process (Fig. 2, center)
will select the best route toward each known net-
work. Based on the next hop of this best route
and the intradomain routing table, the router
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block of contiguous IP addresses; e.g., 192.168.
0.0/24 represents a block of 256 addresses
between 192.168.0.0 and 192.168.0.255)
because this network belongs to the same AS as
the advertising router or because a route adver-
tisement for this network was received from
another AS. Besides the reachable network and
the IP address of the router that must be used to
reach this network (known as the next hop), a
route advertisement also contains the AS path
attribute, which contains the list of all the transit
ASes that must be used to reach the announced
network. The length of the AS path can be con-
sidered as the route metric. A route advertise-
ment may also contain several optional attributes
such as the local-pref, multi-exit discrimina-
tor (MED), or communities attributes [3, 4]. An
important point to note about BGP is that if a
BGP router of ASx sends a route announcement
for network N to a neighbor BGP router of ASy,
this implies that ASx accepts forwarding the IP
packets to destination N on behalf of ASy.

There are two variants of BGP [3, 4]. The
eBGP variant is used to announce the reachable
prefixes on a link between routers that are part
of distinct ASs (e.g., R51 and R14 in Fig. 1). The
iBGP variant is used to distribute inside an AS
the best routes learned from neighboring ASes.

Inside a single domain, all routers are consid-
ered equal, and the intradomain routing protocol
announces all known paths to all routers. In con-
trast, in the global Internet, all ASs are not equal,
and an AS will rarely agree to provide a transit
service for all its connected ASs toward all desti-
nations. Therefore, BGP allows a router to be
selective in the route advertisements it sends to
neighbor eBGP routers. To better understand the
operation of BGP, it is useful to consider a sim-
plified view of a BGP router, as shown in Fig. 2.

A BGP router processes and generates route
advertisements as follows. First, the administra-
tor specifies, for each BGP peer, an input filter
(Fig. 2, left) that is used to select the acceptable
advertisements. For example, a BGP router
could only select the advertisements with an AS
path containing a set of trusted ASes. Once a
route advertisement has been accepted by the
input filter, it is placed in the BGP routing table,
possibly after updating some of its attributes. The
BGP routing table thus contains all the accept-
able routes received from the BGP neighbors.

Second, on the basis of the BGP routing
table, the BGP decision process (Fig. 2, center)
will select the best route toward each known net-
work. Based on the next hop of this best route
and the intradomain routing table, the router

■■ Figure 1. A simple Internet.
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block of contiguous IP addresses; e.g., 192.168.
0.0/24 represents a block of 256 addresses
between 192.168.0.0 and 192.168.0.255)
because this network belongs to the same AS as
the advertising router or because a route adver-
tisement for this network was received from
another AS. Besides the reachable network and
the IP address of the router that must be used to
reach this network (known as the next hop), a
route advertisement also contains the AS path
attribute, which contains the list of all the transit
ASes that must be used to reach the announced
network. The length of the AS path can be con-
sidered as the route metric. A route advertise-
ment may also contain several optional attributes
such as the local-pref, multi-exit discrimina-
tor (MED), or communities attributes [3, 4]. An
important point to note about BGP is that if a
BGP router of ASx sends a route announcement
for network N to a neighbor BGP router of ASy,
this implies that ASx accepts forwarding the IP
packets to destination N on behalf of ASy.

There are two variants of BGP [3, 4]. The
eBGP variant is used to announce the reachable
prefixes on a link between routers that are part
of distinct ASs (e.g., R51 and R14 in Fig. 1). The
iBGP variant is used to distribute inside an AS
the best routes learned from neighboring ASes.

Inside a single domain, all routers are consid-
ered equal, and the intradomain routing protocol
announces all known paths to all routers. In con-
trast, in the global Internet, all ASs are not equal,
and an AS will rarely agree to provide a transit
service for all its connected ASs toward all desti-
nations. Therefore, BGP allows a router to be
selective in the route advertisements it sends to
neighbor eBGP routers. To better understand the
operation of BGP, it is useful to consider a sim-
plified view of a BGP router, as shown in Fig. 2.

A BGP router processes and generates route
advertisements as follows. First, the administra-
tor specifies, for each BGP peer, an input filter
(Fig. 2, left) that is used to select the acceptable
advertisements. For example, a BGP router
could only select the advertisements with an AS
path containing a set of trusted ASes. Once a
route advertisement has been accepted by the
input filter, it is placed in the BGP routing table,
possibly after updating some of its attributes. The
BGP routing table thus contains all the accept-
able routes received from the BGP neighbors.

Second, on the basis of the BGP routing
table, the BGP decision process (Fig. 2, center)
will select the best route toward each known net-
work. Based on the next hop of this best route
and the intradomain routing table, the router

■■ Figure 1. A simple Internet.
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block of contiguous IP addresses; e.g., 192.168.
0.0/24 represents a block of 256 addresses
between 192.168.0.0 and 192.168.0.255)
because this network belongs to the same AS as
the advertising router or because a route adver-
tisement for this network was received from
another AS. Besides the reachable network and
the IP address of the router that must be used to
reach this network (known as the next hop), a
route advertisement also contains the AS path
attribute, which contains the list of all the transit
ASes that must be used to reach the announced
network. The length of the AS path can be con-
sidered as the route metric. A route advertise-
ment may also contain several optional attributes
such as the local-pref, multi-exit discrimina-
tor (MED), or communities attributes [3, 4]. An
important point to note about BGP is that if a
BGP router of ASx sends a route announcement
for network N to a neighbor BGP router of ASy,
this implies that ASx accepts forwarding the IP
packets to destination N on behalf of ASy.

There are two variants of BGP [3, 4]. The
eBGP variant is used to announce the reachable
prefixes on a link between routers that are part
of distinct ASs (e.g., R51 and R14 in Fig. 1). The
iBGP variant is used to distribute inside an AS
the best routes learned from neighboring ASes.

Inside a single domain, all routers are consid-
ered equal, and the intradomain routing protocol
announces all known paths to all routers. In con-
trast, in the global Internet, all ASs are not equal,
and an AS will rarely agree to provide a transit
service for all its connected ASs toward all desti-
nations. Therefore, BGP allows a router to be
selective in the route advertisements it sends to
neighbor eBGP routers. To better understand the
operation of BGP, it is useful to consider a sim-
plified view of a BGP router, as shown in Fig. 2.

A BGP router processes and generates route
advertisements as follows. First, the administra-
tor specifies, for each BGP peer, an input filter
(Fig. 2, left) that is used to select the acceptable
advertisements. For example, a BGP router
could only select the advertisements with an AS
path containing a set of trusted ASes. Once a
route advertisement has been accepted by the
input filter, it is placed in the BGP routing table,
possibly after updating some of its attributes. The
BGP routing table thus contains all the accept-
able routes received from the BGP neighbors.

Second, on the basis of the BGP routing
table, the BGP decision process (Fig. 2, center)
will select the best route toward each known net-
work. Based on the next hop of this best route
and the intradomain routing table, the router

■■ Figure 1. A simple Internet.

AS 5

AS 1

AS 2

AS 4

AS 3

AS 6

R12

R51

R14

R11

R21

R27

R22

R23 R24

R26
R25

R28

R43 R45

R41 R42

R33

R31 R32

R34

R35
R36

R61

R44
R13

■■ Figure 2. Simplified operation of a BGP router.

Inbound
filter

Peer1

Attribute
manipulationAttribute

manipulation

BGP routing table

Forwarding table

BGP decision process

1. Highest LOCAL-PREF
2. Shortest AS-PATH
3. Lowest MED
4. eBGP over iBGP
5. Nearest IGP neighbor

PeerN

Outbound
filter

Attribute
manipulation

Outbound
filter

Attribute
manipulation

Outbound
filter

Attribute
manipulation

Peer1

PeerN

Inbound
filter

Inbound
filter

Attribute
manipulation

Inside a single

domain, all

routers are

considered as

“equal” and the

intradomain

routing protocol

announces all

known paths to

all routers. In

contrast, in the

global Internet, all

ASs are not equal

and an AS will

rarely agree to

provide a transit

service for all its

connected ASs

toward all

destinations.

Source: B. Quoitin, S. Uhlig, C. Pelsser, L. Swinnen, and O. Bonaventure, “Interdomain Traffic Engineering
with BGP,” IEEE Communications Magazine, Vol. 41, Issue 5, May 2003.

Marcelo Yannuzzi Routing in the Future Internet: Graduate Course, INCO, Montevideo, Uruguay, 2012. 61

marcelo
Lápiz

marcelo
Lápiz

marcelo
Lápiz



Community-based TE (cont.)

 

T h e  I n t e r n e t  P r o t o c o l  J o u r n a l

 

7

 

focused on one or several hosts and not an entire network, as illus-
trated in Figure 3, allowing customers to tag individual host routes (a
subnet consisting of a single address), the customer can signal to the
provider to drop all traffic (black hole) for that specific address. To
achieve this, the provider selects a single IP address and routes all traffic
destined for it to the NULL interfaces on every BGP-speaking router.
When a customer signals for a prefix to be blackholed, the service pro-
vider replaces the NEXT_HOP information in the BGP advertisement
(which under normal circumstances is the edge router IP address) with
the specific address that all other routers have statically routed to the
NULL interface. When a packet arrives destined for the host under at-
tack, the edge router performs a routing table lookup to find the BGP
prefix; using the NEXT_HOP, it then performs a recursive lookup and
ultimately sends the packet out the NULL interface. It is  important to
use other techniques such as prefix lists to prevent a third party from
exploiting this technique to disrupt service for others in the Internet. 

 

Figure 3:  Customer-Initiated Black Hole to Defend Against a DoS Attack 

 

A service provider may elect to send communities to its customers, leav-
ing it up to the customers to decide for themselves which communities
to act on. For a customer who is dual-homed to the same service pro-
vider in multiple states or countries, it may be helpful to know where a
prefix was originated. A customer could use this community to prefer a
connection in New York instead of a Los Angeles connection for Euro-
pean traffic. A single composite metric composed of all relevant
geographical information is best, because this gives customers maxi-
mum flexibility in choosing the values that are meaningful to them. 

Tagging the type of prefix may help other networks to selectively filter
more specific addresses. Adding a community specifying if a block is a
more specific part of a 
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being advertised, the CIDR block itself, or if it is a more specific block
but the CIDR block is not being advertised, can help the downstream
network avoid incorrect filtering. 
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(a) Routeviews (b) Ripe
Figure 1: Evolution of BGP communities over time

(a) Routeviews (b) Ripe
Figure 2: Evolution of ASes using BGP communities
over time

States of America), and Linx (United Kingdom). We con-
sider four routers in the Ripe dataset: Amsix (The Nether-
lands), Amsterdam (The Netherlands), Decix (Germany),
and Vix (Austria). The largest BGP table is Linx with more
than 5,000,000 routes stored. On the opposite, the smallest
one is Dixie, with roughly 695,000 routes.

We first look at the evolution of the BGP communities
attribute usage. Starting from September 2004 to Septem-
ber 2007, we consider BGP table dumps every six months
for each router in both datasets. Fig. 1 shows the evolution
of the different BGP communities values stored in routing
tables (i.e., the number of communities attributes stored)
over time.

Except for the Dixie router (Routeviews dataset – see
Fig. 1(a)), we can see that there is an increasing usage
of BGP communities over time. For instance, the Amsix
router (Ripe dataset) encounters nearly three times more
different BGP communities values in September 2007 than
in September 2004. In addition, we notice a drop in the
growth of BGP communities usage in March 2007 for the
Ripe dataset.

If the BGP communities usage has increased over time,
it would be interesting to know if this growth is caused by
a few ASes or if the number of ASes making use of BGP
communities also increases. This is the purpose of Fig. 2. If
we look at both Fig. 1 and 2 in parallel, we notice that there
is a growth in the number of ASes using BGP communities
and this growth follows the same trend as the evolution of
BGP communities values considered. This means that us-
ing BGP communities is becoming more and more popular
among ASes.

Let us now have a more detailed look at the current situa-
tion and focus on a recent BGP table dump (i.e., last dump
of September 2007). Fig. 3 shows the proportion of routes
that carry at least one BGP communities value. A value
of one means that all the routes stored in the BGP table
contains this attribute. On the other hand, a value of zero

(a) Routeviews (b) Ripe
Figure 3: Proportion of routes carrying BGP com-
munities (Sept. 2007)

(a) Routeviews (b) Ripe
Figure 4: BGP community list length in BGP tables
(Sept. 2007)

indicates that no route contains the communities attribute.
Note that, on the contrary to Fig 1, a single communities
attribute may contain several 32 bits values (this is known
as BGP communities list).

On average, one can see that about half of the routes
contain BGP communities. We notice, however, two ex-
treme cases: for Equinix (see Fig. 3(a)), more than 80% of
the routes contain BGP communities while for Dixie (see
Fig. 3(a)), only around 5% of the routes make use of BGP
communities.

If more or less half of the routes carry a BGP communities
attribute, it would be interesting to know the contribution
of this attribute to the memory consumption growth into
routing tables.

Fig. 4 shows the cumulative distribution of the length of
the communities values list (i.e., the number of 32 bits val-
ues contained in each BGP communities attribute), in log-
scale, for the last dump of September 2007. If we look at
the Routeviews dataset (Fig. 4(a)), we see that more than
50% of the routes carrying BGP communities contain more
than two 32 bits values. We further notice that a small pro-
portion of routes carrying BGP communities information
in the Linx router contain more than 60 different 32 bits
values. The situation is somewhat identical for the Ripe
dataset (Fig. 4(b)) with the difference that, for two routers
(Amsterdam and Vix), only 25% of the routes containing
BGP communities information carry more than two 32 bits
values.

If we now have an idea of the number of BGP commu-
nities carried in a route, we have to evaluate the memory
they consumed on BGP routers. To achieve this, we have
to consider how a BGP implementation stores BGP com-
munities. To this aim, we worked as follows: we sorted all
received BGP communities received so that for each com-
munities list, the communities items are in increasing order.
We next calculated a 32 bits hash on this list and maintained

Source: B. Donnet and B. Quoitin, “On BGP Communities," ACM SIGCOMM Computer Communication
Review, Volume 38 Issue 2, April 2008.
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Figure 2: Evolution of ASes using BGP communities
over time

States of America), and Linx (United Kingdom). We con-
sider four routers in the Ripe dataset: Amsix (The Nether-
lands), Amsterdam (The Netherlands), Decix (Germany),
and Vix (Austria). The largest BGP table is Linx with more
than 5,000,000 routes stored. On the opposite, the smallest
one is Dixie, with roughly 695,000 routes.

We first look at the evolution of the BGP communities
attribute usage. Starting from September 2004 to Septem-
ber 2007, we consider BGP table dumps every six months
for each router in both datasets. Fig. 1 shows the evolution
of the different BGP communities values stored in routing
tables (i.e., the number of communities attributes stored)
over time.

Except for the Dixie router (Routeviews dataset – see
Fig. 1(a)), we can see that there is an increasing usage
of BGP communities over time. For instance, the Amsix
router (Ripe dataset) encounters nearly three times more
different BGP communities values in September 2007 than
in September 2004. In addition, we notice a drop in the
growth of BGP communities usage in March 2007 for the
Ripe dataset.

If the BGP communities usage has increased over time,
it would be interesting to know if this growth is caused by
a few ASes or if the number of ASes making use of BGP
communities also increases. This is the purpose of Fig. 2. If
we look at both Fig. 1 and 2 in parallel, we notice that there
is a growth in the number of ASes using BGP communities
and this growth follows the same trend as the evolution of
BGP communities values considered. This means that us-
ing BGP communities is becoming more and more popular
among ASes.

Let us now have a more detailed look at the current situa-
tion and focus on a recent BGP table dump (i.e., last dump
of September 2007). Fig. 3 shows the proportion of routes
that carry at least one BGP communities value. A value
of one means that all the routes stored in the BGP table
contains this attribute. On the other hand, a value of zero

(a) Routeviews (b) Ripe
Figure 3: Proportion of routes carrying BGP com-
munities (Sept. 2007)

(a) Routeviews (b) Ripe
Figure 4: BGP community list length in BGP tables
(Sept. 2007)

indicates that no route contains the communities attribute.
Note that, on the contrary to Fig 1, a single communities
attribute may contain several 32 bits values (this is known
as BGP communities list).

On average, one can see that about half of the routes
contain BGP communities. We notice, however, two ex-
treme cases: for Equinix (see Fig. 3(a)), more than 80% of
the routes contain BGP communities while for Dixie (see
Fig. 3(a)), only around 5% of the routes make use of BGP
communities.

If more or less half of the routes carry a BGP communities
attribute, it would be interesting to know the contribution
of this attribute to the memory consumption growth into
routing tables.

Fig. 4 shows the cumulative distribution of the length of
the communities values list (i.e., the number of 32 bits val-
ues contained in each BGP communities attribute), in log-
scale, for the last dump of September 2007. If we look at
the Routeviews dataset (Fig. 4(a)), we see that more than
50% of the routes carrying BGP communities contain more
than two 32 bits values. We further notice that a small pro-
portion of routes carrying BGP communities information
in the Linx router contain more than 60 different 32 bits
values. The situation is somewhat identical for the Ripe
dataset (Fig. 4(b)) with the difference that, for two routers
(Amsterdam and Vix), only 25% of the routes containing
BGP communities information carry more than two 32 bits
values.

If we now have an idea of the number of BGP commu-
nities carried in a route, we have to evaluate the memory
they consumed on BGP routers. To achieve this, we have
to consider how a BGP implementation stores BGP com-
munities. To this aim, we worked as follows: we sorted all
received BGP communities received so that for each com-
munities list, the communities items are in increasing order.
We next calculated a 32 bits hash on this list and maintained

Source: B. Donnet and B. Quoitin, “On BGP Communities," ACM SIGCOMM Computer Communication
Review, Volume 38 Issue 2, April 2008.
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of this attribute to the memory consumption growth into
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Fig. 4 shows the cumulative distribution of the length of
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ues contained in each BGP communities attribute), in log-
scale, for the last dump of September 2007. If we look at
the Routeviews dataset (Fig. 4(a)), we see that more than
50% of the routes carrying BGP communities contain more
than two 32 bits values. We further notice that a small pro-
portion of routes carrying BGP communities information
in the Linx router contain more than 60 different 32 bits
values. The situation is somewhat identical for the Ripe
dataset (Fig. 4(b)) with the difference that, for two routers
(Amsterdam and Vix), only 25% of the routes containing
BGP communities information carry more than two 32 bits
values.

If we now have an idea of the number of BGP commu-
nities carried in a route, we have to evaluate the memory
they consumed on BGP routers. To achieve this, we have
to consider how a BGP implementation stores BGP com-
munities. To this aim, we worked as follows: we sorted all
received BGP communities received so that for each com-
munities list, the communities items are in increasing order.
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2

decisions on the IGP metrics. Network-management systems
can apply optimization techniques to automatically set these
weights to satisfy network-level objectives, such as balancing
load and minimizing propagation delays. To ensure consistent
forwarding through the network, our mechanism relies on the
use of tunnels to direct traffic from the ingress router to
the chosen egress point. Our new mechanism is called TIE
(Tunable Interdomain Egress) because it controls how routers
break ties between multiple equally-good BGP routes Our
solution does not introduce any new protocols or any changes
to today’s routing protocols, making it possible to deploy our
ideas at one AS at a time and with only minimal changes to
the BGP decision logic on IP routers. The paper makes the
following contributions:

• Flexible mechanism for egress-point selection: TIE is:
(i) flexible in balancing the trade-off between sensitivity
to IGP changes and adaptability to network events, (ii)
computationally easy for the routers to execute in real
time, and (iii) easy for a management system to optimize
based on diverse network objectives.

• Optimization of network-wide objectives: We present
example problems that can be solved easily using TIE.
First, we show how to minimize sensitivity to internal
topology changes, subject to a bound on propagation
delay, using integer programming to tune the weights
in our mechanism. Second, we show how to balance
load in the network without changing the IGP metrics or
BGP policies, by using multicommodity-flow techniques
to move some traffic to different egress points.

• Evaluation on two backbone networks: We evaluate
the effectiveness of TIE for the two optimization prob-
lems, using traffic, topology, and routing data from two
backbone networks (i.e., Abilene and a large tier-1 ISP).

In the next section, we discuss the problems caused by hot-
potato routing, and describe an alternative where each router
has a fixed ranking of the egress points. Then, Section III
presents the TIE mechanism. Sections IV and V present
the two optimization problems and evaluate our solutions
on topology, traffic, and routing data from two backbone
networks. In Section VI, we discuss how to limit the number
of configurable parameters and how to deploy TIE without
changing the existing routing protocols. After a brief overview
of related work in Section VII, we conclude the paper in
Section VIII. An Appendix describes how we determine the
network topology, egress sets, and traffic demands from the
measurement data collected from the two backbone networks.

II. THE IGP/BGP BOUNDARY
The Internet routing architecture has three main compo-

nents: (i) interdomain routing, which determines the set of
border (or egress) routers that direct traffic toward a destina-
tion, (ii) intradomain routing, which determines the path from
an ingress router to an egress router, and (iii) egress-point
selection, which determines which egress router is chosen by
each ingress router for each destination. In this section, we
first describe how tying egress selection to IGP distances leads
to harmful disruptions and over-constrained traffic-engineering

problems. Then we explain how the alternative of allowing
each ingress router to have a fixed ranking of egress points is
not flexible enough (for traffic engineering) or adaptive enough
(to large changes in the network topology).

B
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Fig. 1. Link failure causes router C to switch egress points from A to B
for destination prefix p.

Our discussion of the two approaches draws on the example
network in Figure 1. AS 1 has five routers (A, B, C, D,
and E) and each internal link has an IGP metric. Routers A
and B are both egress points for destination prefix p, because
they learn routes to p via external BGP (eBGP). Each of
them selects a best route1, and propagates it via internal BGP
(iBGP) to routers inside the AS. Routers A and B propagate
their best route to p to router C. Under hot-potato routing,
router C chooses the BGP route learned from A because the
IGP distance to A is 2, which is smaller than the distance of
9 to B. However, if the C–D link fails, all traffic from C to p
would shift to egress router B, with an IGP distance of 9 that
is smaller than the new IGP distance of 10 to A. In this section,
we argue that these kinds of routing changes are disruptive.
Yet, continuing to use egress-point A might not be the right
thing to do, either, depending on the propagation delay, traffic
demands, and link capacities. Instead, network administrators
need a mechanism that is flexible enough to support sound
performance trade-offs.

A. Hot-Potato Routing
Hot-potato routing adapts automatically to topology changes

that affect the relative distances to the egress points. Although
hot-potato routing seems like a reasonable way to minimize
resource consumption, IGP link weights do not express re-
source usage directly. The IGP distances do not necessarily
have any relationship to hop count, propagation delay, or
link capacity, and selecting the closer egress point does not
necessarily improve performance. In addition, small topology
changes can lead to performance disruptions:

• Large shifts in traffic within and between ASes: A
single link failure can affect the egress-point selection
for tens of thousands of destinations at the same time,

1A has the choice between the route through AS 2 and AS 3. In this
example, we assume that the two routes are equivalent when comparing BGP
attributes, so A decides which route to pick based on a tie break such as the
age of the route or the router ID.

Source: R. Teixeira et al., “TIE Breaking: Tunable Interdomain Egress Selection,” IEEE/ACM Transactions
on Networking, August 2007.
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Protocol (NSLP) [7]. This middle layer is called
the Hybrid Path (HyPath) [8], and is transparent
to the NSIS layers, since the interface between
the NTLP and the NSLP remains unchanged.

The operation of EQ-NSIS with the addition-
al HyPath layer in the border routers and RMs in
the different domains is illustrated in Fig. 3.
When a user makes a QoS request to the EuQoS
system, EQ-NSIS signaling starts and must reach
all the RMs along the chosen path. In the first
domain the HyPath in the local RM uses the
RM’s routing module to discover the local bor-
der (egress) router for the data path. After that,
the HyPath asks the NTLP to send an NSIS mes-
sage to the corresponding border router. This
message contains the NSLP payload and some
additional HyPath information. Once in the bor-
der router, the EQ-NSIS signaling message is
sent toward the end user’s domain. In this sce-
nario all border routers are HyPath aware. In
each downstream domain the EQ-NSIS signaling
message is intercepted by the ingress border
router and redirected to the local RM (Fig. 3).

After processing the message, each RM resumes
signaling with a message back to the ingress bor-
der router. Signaling is restarted in the ingress
border router, and the NSIS message continues
toward the next domain. This process continues
along all downstream domains until the last
domain is reached. With this architecture all the
requirements to achieve end-to-end network sig-
naling are met, and no changes are needed in the
definitions of the NTLP and NSLP layers.

For vertical signaling between RMs and RAs,
the EuQoS team developed EQ-COPS, which is
an extension of the Common Open Policy Ser-
vice (COPS) [9]. EQ-COPS provides a scheme
to map high-level QoS domain policies into spe-
cific low-level network device configurations,
coping with both the required autonomy of QoS
management inside each domain and the need
to establish a TI sublayer composed by the RMs.

CAC in each domain. The CAC module in
the RM checks for availability of resources both
inside the domain (intradomain CAC) and in the
links between peering domains (interdomain link
CAC). CAC at the RA level is also enforced.

The monitoring and measurement system
(MMS) provides a dedicated system in order to
evaluate the real values of the QoS metrics pro-
vided by the network.

Traffic engineering and resource optimiza-
tion (TERO) is in charge of interdomain QoSR
configuration and resource provisioning.

The security (SAAA) and charging (CHAR)
modules are also included.

As the EuQoS system is targeted for guaran-
teed QoS, BGP-4 cannot be used as the interdo-
main routing protocol. Thus, an Enhanced QoS
Border Gateway Protocol (EQ-BGP) has been
developed, building on a former extension of
BGP-4 called qBGP [10]. EQ-BGP is the proto-
col in charge of determining the QoSR paths
between end users, and is described in detail in
the next section. In summary, the end-to-end
QoS paths are built using the following key com-
ponents:
• The RMs
• The RAs
• EQ-BGP
• EQ-NSIS
• EQ-COPS

THE EUQOS QOS MODEL
QoS in EuQoS is achieved by implementing a
set of five end-to-end classes of service (CoSs),
specifically:
• IP telephony
• Real-time interactive
• Multimedia streaming
• High-throughput data
• Best effort
These CoSs are known and visible to the appli-
cations of end users. The traffic generated by a
given application is submitted to the appropriate
end-to-end CoS once the connection setup pro-
cess has been successfully completed.

All the functions in the RM, RA, and EQ-
BGP routers are CoS-specific. For instance, dif-
ferent routing tables, routing decision processes,
provisioning strategies, traffic control mecha-
nisms, and CAC policies exist for the different
CoSs. Each domain is free to provide its own

! Figure 2. The EuQoS model: a) the high-level EuQoS architecture; b) the
main building blocks within a domain.
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Protocol (NSLP) [7]. This middle layer is called
the Hybrid Path (HyPath) [8], and is transparent
to the NSIS layers, since the interface between
the NTLP and the NSLP remains unchanged.

The operation of EQ-NSIS with the addition-
al HyPath layer in the border routers and RMs in
the different domains is illustrated in Fig. 3.
When a user makes a QoS request to the EuQoS
system, EQ-NSIS signaling starts and must reach
all the RMs along the chosen path. In the first
domain the HyPath in the local RM uses the
RM’s routing module to discover the local bor-
der (egress) router for the data path. After that,
the HyPath asks the NTLP to send an NSIS mes-
sage to the corresponding border router. This
message contains the NSLP payload and some
additional HyPath information. Once in the bor-
der router, the EQ-NSIS signaling message is
sent toward the end user’s domain. In this sce-
nario all border routers are HyPath aware. In
each downstream domain the EQ-NSIS signaling
message is intercepted by the ingress border
router and redirected to the local RM (Fig. 3).

After processing the message, each RM resumes
signaling with a message back to the ingress bor-
der router. Signaling is restarted in the ingress
border router, and the NSIS message continues
toward the next domain. This process continues
along all downstream domains until the last
domain is reached. With this architecture all the
requirements to achieve end-to-end network sig-
naling are met, and no changes are needed in the
definitions of the NTLP and NSLP layers.

For vertical signaling between RMs and RAs,
the EuQoS team developed EQ-COPS, which is
an extension of the Common Open Policy Ser-
vice (COPS) [9]. EQ-COPS provides a scheme
to map high-level QoS domain policies into spe-
cific low-level network device configurations,
coping with both the required autonomy of QoS
management inside each domain and the need
to establish a TI sublayer composed by the RMs.

CAC in each domain. The CAC module in
the RM checks for availability of resources both
inside the domain (intradomain CAC) and in the
links between peering domains (interdomain link
CAC). CAC at the RA level is also enforced.

The monitoring and measurement system
(MMS) provides a dedicated system in order to
evaluate the real values of the QoS metrics pro-
vided by the network.

Traffic engineering and resource optimiza-
tion (TERO) is in charge of interdomain QoSR
configuration and resource provisioning.

The security (SAAA) and charging (CHAR)
modules are also included.

As the EuQoS system is targeted for guaran-
teed QoS, BGP-4 cannot be used as the interdo-
main routing protocol. Thus, an Enhanced QoS
Border Gateway Protocol (EQ-BGP) has been
developed, building on a former extension of
BGP-4 called qBGP [10]. EQ-BGP is the proto-
col in charge of determining the QoSR paths
between end users, and is described in detail in
the next section. In summary, the end-to-end
QoS paths are built using the following key com-
ponents:
• The RMs
• The RAs
• EQ-BGP
• EQ-NSIS
• EQ-COPS

THE EUQOS QOS MODEL
QoS in EuQoS is achieved by implementing a
set of five end-to-end classes of service (CoSs),
specifically:
• IP telephony
• Real-time interactive
• Multimedia streaming
• High-throughput data
• Best effort
These CoSs are known and visible to the appli-
cations of end users. The traffic generated by a
given application is submitted to the appropriate
end-to-end CoS once the connection setup pro-
cess has been successfully completed.

All the functions in the RM, RA, and EQ-
BGP routers are CoS-specific. For instance, dif-
ferent routing tables, routing decision processes,
provisioning strategies, traffic control mecha-
nisms, and CAC policies exist for the different
CoSs. Each domain is free to provide its own

! Figure 2. The EuQoS model: a) the high-level EuQoS architecture; b) the
main building blocks within a domain.
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through domain B. Figure 4 shows how the QoSR
tables of the border EQ-BGP routers become
populated. During this process EQ-BGP routers
aggregate the nominal values of the QoS parame-
ters along the path, taking into account the nomi-
nal QoS contributions of the intradomain
segments as well as those of the interdomain seg-
ments of the path. For example, domain A learns
an end-to-end QoS path toward the destination
NLRIC with quality [QC ⊕ QB->C ⊕ QB ⊕ QA-
>B] for a particular CoS, wherein the operator ⊕
denotes the appropriate QoS assembling function.

TERO — TERO is in charge of interdomain
routing configuration and resource provisioning.
More specifically, it controls the interdomain
routing process based on QoS requirements so
as to steer the traffic through the ASs in the
most effective way, optimizing interdomain
resources such as bandwidth and buffer space on
interdomain links. Furthermore, it configures
queues and policers at interdomain links so as to
provision the necessary resources to support
QoS traffic across neighboring domains. TERO
actions regarding routing and provisioning can
be taken either as a reaction to the variation of
the network topology, or periodically for mainte-
nance and optimization reasons. Thus, TERO
works on a network provisioning timescale, (e.g.,
days or weeks), so it operates on a much longer
timescale than an EuQoS session lifetime.

TERO interacts with the border routers
through EQ-COPS (Fig. 2b) to configure the
EQ-BGP protocol. More specifically, TERO
configures EQ-BGP routers so that:
• EQ-BGP update messages are allowed to

flow through an interdomain link whenever
a new p-SLS is negotiated.

• The QoS-NLRI information is properly
updated before EQ-BGP messages are
advertised to neighboring ASs as well as
inside the domain. In fact, the QoS-NLRI
information advertised to upstream domains
assembles (⊕) the nominal QoS-NLRI infor-
mation included in the update messages
received from downstream domains, with
the nominal values of the QoS parameters
that are assured in both intra- and interdo-
main links of the domain (Fig. 4).

• When an EQ-BGP router receives multiple

candidate paths for the same destination, it
runs the EQ-BGP decision process. This
process includes an additional step to BGP-
4 decision process, which takes into account
a new parameter called the degree of prefer-
ence (DoP). The latter is computed by EQ-
BGP routers based on the QoS preference
parameters provided by TERO. All these
parameters are described in the following
subsection.

DEGREE OF PREFERENCE (DOP)
When a border router receives an EQ-BGP
update from another AS, it associates a DoP
with that update. The latter is exploited in the
EQ-BGP decision process to select the best
route among different updates advertising the
same destination for a given CoS. The DoP
parameter has a local, AS-wide meaning and is
never advertised to other ASs. Since in EuQoS
there is one decision process for each CoS, the
computation of the DoP can — in principle —
be different from one CoS to another. In the
first prototype, the following formula has been
used for all CoSs, except the best-effort class:

(1)

The DoP computed by an EQ-BGP border
router is the sum of three terms, each associated
with a different QoS parameter carried in the
EQ-BGP updates: IP packet transmission delay
(IPTD), IP packet delay variation (IPDV), and IP
packet loss ratio (IPLR). Each term consists of:
• A QoS preference fi, which accounts for the

relative importance of the QoS parameter i
with respect to the others.

• A parameter value Qi, the assembled value
of the QoS parameter i carried in the
incoming update.

• A parameter value Qi’, the actual (real) value
of the QoS parameter i in the interdomain
link from which the EQ-BGP router receives
the incoming update. This parameter basi-
cally takes into account the current load on
the interdomain links and is used to locally
compute Eq. 1, but is never included in the
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! Figure 4. Example of EQ-BGP operation.
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QoS-NLRI information advertised to
upstream domains (for scalability reasons
only nominal QoS values are assembled and
advertised to other domains). 

• A maximum value Mi allowed for the QoS
parameter i, taken from ITU Recommen-
dations.
If a border router receives more than one

update for the same destination, it selects the
one with the lowest DoP. In fact, the DoP
increases with the value of the QoS parameters,
and goes to infinite (forcing the decision process
not to select a specific route) if the value of one
of the assembled QoS parameters exceeds the
maximum Mi. The EQ-BGP decision process can
be summarized as follows:
1 Choose the route with the highest BGP-4

local preference.
2 If the BGP-4 local preferences are equal,

choose the route with the lowest DoP.
3 If the DoPs are equal, choose the route

with the shortest AS path.
4 If the AS path lengths are equal, choose the

route with the lowest BGP-4 MED.
5 If the BGP-4 MEDs are equal, prefer exter-

nal routes over internal routes (eBGP over
iBGP).

6 If the routes are still equal, prefer the one
with the lowest Interior Gateway Protocol
(IGP) metric to the next-hop router.

7 If more than one route is still available, run
BGP-4 tie-breaking rules.
Different QoS preferences fi are assigned by

TERO to different CoSs. For instance, for the IP
telephony and real-time interactive CoSs, the
IPTD and IPDV are equally important and more
important than IPLR. However, for multimedia
streaming, IPTD is more important than IPDV,
whereas for high-throughput data, IPLR is the
most important of all. While this mechanism pro-
vides a sufficient degree of flexibility, fine tuning

of the QoS preference parameters requires exten-
sive simulations and tests of the prototype.

EVALUATION METHODOLOGY
In this section we evaluate the performance of
EQ-BGP. Our objective is to analyze the impact
of the new components in EQ-BGP on its scala-
bility. The evaluation is performed by comparing
the performance of EQ-BGP against BGP-4 for
different topologies. To this end, we assess two
different metrics:
• The network convergence time (NCT)

defined as the total amount of time that
elapses between the advertisement of a new
prefix (or the withdrawal of a known one)
and the time instant when the last update
message caused by this event is processed.

• The total number of messages exchanged
during the network convergence time.
In our experiments we consider three types of

network topologies with different numbers of ASs:
full mesh, ring, and a representative topology for
the Internet. The full mesh topology was selected
because it allows the maximum number of alterna-
tive paths, thus representing a “worst case” sce-
nario. On the other hand, the ring network (or
b-clique) is commonly used to analyze the routing
decision algorithm, as there are exactly two dis-
joint paths between each pair of domains. To
complete the evaluation, we analyze the perfor-
mance of EQ-BGP in topologies derived from
routers operating in the Internet [12].

For the sake of simplicity, we assume that
each AS is represented by a single EQ-BGP
router, connected to its neighbors through links
of 1 Mb/s of capacity and constant delay of 1 ms.
Although the link parameters were arbitrarily
chosen, the results obtained for the NCT can
easily be scaled taking into account actual link
characteristics. In addition, we assume that all

! Figure 5. Comparison of EQ-BGP and BGP-4 convergence time after a route advertisement or a route withdrawal, in the case of: a)
Ring topology; b) full mesh topology; c) Internet like topology.
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the ASs support the IP telephony CoS, supplying
different values of IPTD. The IPTD values were
randomly chosen from 1 to 10 ms, whereas the
nominal values of IPDV, IPLR, and the corre-
sponding parameters on interdomain links were
the same for all domains.

Our experiments were performed using the
ns2 simulator, in which the EQ-BGP protocol
has been implemented. All experiments were
performed assuming that the advertisement or
withdrawal of a prefix occurs when the network
is in a stable state (i.e., after it has already con-
verged). Each simulation run was stopped when
the last update message originated by the con-
sidered stressing event was processed. The
results presented here were collected from 10
simulation runs, in which a randomly chosen AS
advertises or withdraws a route. The reported
values of convergence time include the 95 per-
cent confidence interval. The next subsections
present the results obtained in terms of both the
network convergence time and the number of
messages exchanged during a convergence.

NETWORK CONVERGENCE TIME EVALUATION
Figure 5 shows the results for the NCT of the
ring, full mesh, and Internet-like network topolo-
gies after the advertisement (or withdrawal) of a
route. For the advertisement case, the full mesh
topology exhibits the same NCT for EQ-BGP
and BGP-4 regardless of the number of ASs.
This can be explained by considering that all the
ASs prefer the paths through direct links, given
that the QoS level is usually better than that
offered through alternative paths. Accordingly,
the routing process ends at the same time for all
the cases assessed. On the other hand, for the
ring and Internet-like topologies, the NCT
increases with both the number of ASs and the
number of interdomain links. Moreover, the EQ-
BGP protocol needs more time to converge. This
is caused by the introduction of an additional
degree of freedom compared to BGP-4, stem-
ming from the possibility of assigning arbitrary
QoS parameters in an AS instead of a single
metric, as in the case of the AS path length with
BGP-4. This new degree of freedom increases

the chances that the advertised path does better
than the one currently used by several routers.
These routers now switch their best path selec-
tion and advertise the change to their neighbors,
which might in turn switch their best path selec-
tion as well, causing slower convergence.

The opposite effect can be observed in the
case of a route withdrawal. EQ-BGP generally
converges slightly faster than BGP-4. This is
because alternative paths have assigned more
information about their capabilities, and hence
less suitable paths are removed faster.

Within the limits of the preliminary evalua-
tions performed so far, the EQ-BGP protocol
has proven to be stable and to exhibit a conver-
gence time comparable to that of BGP-4.

NUMBER OF MESSAGES EXCHANGED DURING
CONVERGENCE

EQ-BGP is designed for multidomain networks,
so assessing its scalability is an important part of
performance evaluation. To achieve this, we com-
pare the number of update messages processed by
EQ-BGP and BGP-4 during a convergence in the
worst-case scenario (i.e., the full mesh topology).
Figure 6 confirms that EQ-BGP and BGP-4
require a similar number of messages to converge.

DISCUSSION AND FUTURE WORK
This article introduces a complete system to
solve the problem of finding and providing end-
to-end QoS paths between users connected
through heterogeneous access networks. The
design, implementation, and test of such a sys-
tem is the main target of the EuQoS research
project. At present, a first prototype of the
EuQoS system has been designed and devel-
oped, and is starting to be deployed on a real
testbed throughout Europe. This prototype
includes different access technologies such as
WiFi, LAN, xDSL, and UMTS, for which specif-
ic solutions have been implemented, and incor-
porates key functions such as routing, signaling,
and resource reservations between end users.

In terms of QoSR, most of the research
efforts at this stage of the project have focused

! Figure 6. Scalability of EQ-BGP vs. BGP-4.
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naling System #7 used in telephony. In the
future, having dedicated fibers and nodes to dis-
tribute routing and signaling information
between routing control domains (RCDs) is in
fact desired. This approach leverages the evolu-
tion toward more advanced and reliable routing
and TE control models, where the key is to
release the traffic forwarders from the burden of
exchanging control information and performing
complex computations based on it.

THE ROUTE CONTROL ARCHITECTURE
The nodes within our route control model are
called interdomain routing agents (IDRAs) [6].
Each RCD may allocate one or more IDRAs
depending on its scale; for example, Fig. 1 shows
a source domain S, a destination domain D, and
a transit provider T that is split into two RCDs,
T1 and T2.

The role of the IDRAs is twofold. On one
hand, they are the ones that distribute the rout-
ing and signaling information between RCDs.
On the other hand, they are in charge of the
computation and establishment of interdomain
lightpaths in a distributed way — similar to the
path computation element (PCE) model [7]. A
major difference, however, between the IDRA-
based and PCE-based route control models is
that BGP/OBGP is not present in the case of
IDRAs.

Our IDRAs will act as the glue between the
intradomain and interdomain routing schemes of
RCDs. They can compute primary and backup
lightpaths subject to performance and/or reliabil-
ity constraints, using the TE information received

through the reference points of their RCD. A ref-
erence point represents one of the three stan-
dardized interfaces used to connect optical
networks: the user-network interface (UNI),
internal network-network interface (I-NNI), and
external network-network interface (E-NNI). In
particular, the E-NNI supports the communica-
tion and signaling operations either between dif-
ferent RCDs within the same autonomous system
(AS) or between different ASs. The visibility of
the internal resources within each RCD is con-
trolled by the policies ruling the exchange of
information through the E-NNIs.

ROUTING AND TE 
INFORMATION EXCHANGE MODEL

The establishment of an interdomain lightpath is
performed in three phases: routing, signaling,
and setup. During the routing phase, the IDRA
in the source domain uses the information adver-
tised by neighboring IDRAs to find a loose end-
to-end lightpath between the local optical node
requesting the path and the destination node. In
the second phase the source IDRA signals the
chosen path to the IDRAs of the RCDs tra-
versed by this path. The setup of the lightpath
takes place in the third phase, where the IDRA
at each of the traversed RCDs is responsible for
establishing the portion of the path that runs
through its RCD.

The advertisements distributed by the IDRAs
contain the usual NRI, in addition to TE infor-
mation consisting of PSI and the set of offered
services by the RCDs along a path (Fig. 1). Dur-

! Figure 1. Architecture of the IDRA-based routing and TE control model.
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model a cost is associated with each candidate
(path, wavelength) pair. For simplicity, we shall
only outline here the motivations for its use, and
succinctly describe its computation and adver-
tisement; for a detailed formulation we refer the
reader to [8].

The goal is that the cost reflects the current
load in the availability of wavelengths in an inter-
domain path, allowing an IDRA to compare
routes more accurately than directly using the
ENAWs between the source and destination. To
this end, the cost computed and advertised
between the IDRAs increases when the ENAW
along the different segments of an interdomain
path decreases. Likewise, the cost increases when
the length of an interdomain path increases,
where the length is computed as the number of
hops H from the source OXC to the destination
OXC, considering each intradomain subpath as a
single hop. The source IDRA will choose the
(path, wavelength) pair with the minimum cost.

It is worth highlighting that different paths
offering the same ENAW will frequently have
different costs (loads). For instance, in Fig. 2b
OXC S can reach OXC D through both RCD T
and RCD T′. The ENAW of type λ1 through
RCD T is ES,D(λ1) = 1, and this is also the case
for λ2 through RCD T′ (i.e., ES,D(λ2) = 1). By
computing the costs, the IDRA in domain S can
discriminate between these two paths and select
the one through RCD T, given that λ1 is less
loaded than λ2 (notice that H = 5 for both
paths). It is worth highlighting that in the cases
where the difference in the availability of wave-
lengths between two candidate paths is not as

obvious as in Fig. 2b, our evaluations confirm
that the proposed approach offers a reasonable
trade-off between the length H and the wave-
length load on the lightpaths chosen.

In summary, the PSI advertised by the IDRAs
consists of a set of candidate (loose) paths,
together with their ENAWs and costs.

RWA STRATEGY
In OBGP the optical information is encoded and
advertised using multiprotocol BGP extensions
and extended communities. The OBGP routing
process, on the other hand, is basically the same
used in BGP, so OBGP would generally choose
the lightpath that traverses the least number of
ASs. Similar to BGP, OBGP exchanges NRI, but
it does not handle PSI. Understanding that this
is a missing piece in the routing models provided
by BGP/OBGP is easy nowadays, but contribut-
ing solutions capable of highly improving the
performance of these routing protocols without
increasing the number and frequency of the
routing messages exchanged between domains is
a challenging task.

In this article we propose a simple method to
cope with this problem. As in the case of BGP,
the IDRAs exchange Keepalive messages to con-
firm that the processing modules (i.e., the elec-
trical and software modules) of neighboring
IDRAs are still operational. It is worth recalling
that neighboring IDRAs are physically linked to
each other, so failures at the optical layer can be
detected and repaired by much faster means
than the exchange of Keepalive messages. In

! Figure 2. a) Computation of the ENAW; b) advantage of the cost computation.
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BGP, Keepalive messages are of fix length, con-
sisting only of the 19-byte BGP header. In our
model we extend the Keepalive concept with the
purpose of piggybacking PSI only when relevant
PSI needs to be updated.

A simplified version of the lightpath selection
process is shown in Fig. 3 (for simplicity we only
show the selection of a single route). Figure 3
shows that the IDRAs choose minimum-cost
paths (step 1), and if more than one path shows
the same (minimum) cost, the IDRAs break the
tie first by the highest ENAW along the candi-
date paths, then by the shortest number of hops
H, and after that by following essentially the
same steps as BGP.

PERFORMANCE EVALUATION
The aim of this section is to compare the perfor-
mance of the IDRA-based route control model
against OBGP. Our interest is to examine the

blocking ratio (BR) of interdomain lightpath
requests and the number of routing messages
exchanged to achieve such blocking. To this end,
we have conducted extensive simulations using
OPNET.

The scenario chosen for the trials is illustrat-
ed in Fig.  4. This network was introduced in [9]
as a reference topology suited for a pan-Euro-
pean fiber optic network. It is composed of 28
domains and 41 interdomain links, and the nodes
were chosen in [9] to include some of the main
European Internet exchange points. During the
last years, this sample topology has become
increasingly used as a reference simulation sce-
nario. For the topologies inside each domain, we
have randomly generated 10 different scenarios.
For each of the 10 random scenarios, we have in
turn chosen 10 different configurations by ran-
domly placing 18 sources and 10 destinations,
covering the pan-European network with a
source or a destination inside each domain. This
yields a total of 100 different settings for our
tests. The results shown here are the averages
over those 100 settings for both the BR and the
number of routing messages exchanged through-
out the simulation runtime.

We used 5 fibers per link and 12 wavelengths
per fiber thoughout the entire pan-European
network. In order to assess the impact of the fre-
quency of update in the PSI, we have used dif-
ferent Keepalive update intervals (KT). BGP
nodes usually use a default Keepalive value of 60
s, and three consecutive Keepalive messages
need to be lost so that a node proceeds to shut
down a BGP session. We have tested three
scaled and normalized values: KT = 1, KT = 3,
and KT = 5 units through the simulation run-
time. Clearly, the higher the values of KT, the
more time is needed by the IDRAs to detect and
react when the electrical or software modules of
a neighboring IDRA become inoperative. There-
fore, a major advantage of conveying PSI piggy-
backed on Keepalive messages is that low values
of KT are desired both to increase the respon-
siveness between neighboring IDRAs as well as
to support updating PSI more frequently.

The results shown here were obtained using
cross traffic between all the sources and destina-
tions in the pan-European network. Traffic was
modeled according to a Poisson distribution with
exponentially distributed arrival and departure
rates, and, as shown in Fig. 5, the trials were
performed for different traffic loads, varying
from 100 up to 300 Erlangs.

In order to contrast the performance of our
IDRA-based route control model against OBGP
under comparable conditions, we made the fol-
lowing decisions:
Decision 1: For the simulation results shown

here, the multipath routing capabilities of
the IDRAs were switched off.

Decision 2: In OBGP a node is not aware of
the subset of wavelengths W(P) that are no
longer available along the different seg-
ments of a path P. A node only receives a
reachability message indicating the with-
drawal of path P when all the candidate
wavelengths in P have been consumed. A
straightforward way to significantly reduce
the BR experienced by OBGP is to update! Figure 4. Pan-European reference network topology.
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! Figure 3. IDRA RWA decision process.

Input: NRI associated with each destination d
PSI between OXCs s and d

Output: The best (path, wavelength) pair between s and d

1: Choose the (path, wavelength) pair with the minimum cost
2: If the costs are equal choose the path with the highest ENAW
3: If the ENAWs are equal choose the path with the shortest number of hops

H, and assign the wavelength λι with the lowest identifier i
4: If the hops H are equal prefer the path with the highest ENAW to the

remote border OXC
5: If more than one path is still available run BGP tie-breaking rules [4]
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BGP, Keepalive messages are of fix length, con-
sisting only of the 19-byte BGP header. In our
model we extend the Keepalive concept with the
purpose of piggybacking PSI only when relevant
PSI needs to be updated.

A simplified version of the lightpath selection
process is shown in Fig. 3 (for simplicity we only
show the selection of a single route). Figure 3
shows that the IDRAs choose minimum-cost
paths (step 1), and if more than one path shows
the same (minimum) cost, the IDRAs break the
tie first by the highest ENAW along the candi-
date paths, then by the shortest number of hops
H, and after that by following essentially the
same steps as BGP.

PERFORMANCE EVALUATION
The aim of this section is to compare the perfor-
mance of the IDRA-based route control model
against OBGP. Our interest is to examine the

blocking ratio (BR) of interdomain lightpath
requests and the number of routing messages
exchanged to achieve such blocking. To this end,
we have conducted extensive simulations using
OPNET.

The scenario chosen for the trials is illustrat-
ed in Fig.  4. This network was introduced in [9]
as a reference topology suited for a pan-Euro-
pean fiber optic network. It is composed of 28
domains and 41 interdomain links, and the nodes
were chosen in [9] to include some of the main
European Internet exchange points. During the
last years, this sample topology has become
increasingly used as a reference simulation sce-
nario. For the topologies inside each domain, we
have randomly generated 10 different scenarios.
For each of the 10 random scenarios, we have in
turn chosen 10 different configurations by ran-
domly placing 18 sources and 10 destinations,
covering the pan-European network with a
source or a destination inside each domain. This
yields a total of 100 different settings for our
tests. The results shown here are the averages
over those 100 settings for both the BR and the
number of routing messages exchanged through-
out the simulation runtime.

We used 5 fibers per link and 12 wavelengths
per fiber thoughout the entire pan-European
network. In order to assess the impact of the fre-
quency of update in the PSI, we have used dif-
ferent Keepalive update intervals (KT). BGP
nodes usually use a default Keepalive value of 60
s, and three consecutive Keepalive messages
need to be lost so that a node proceeds to shut
down a BGP session. We have tested three
scaled and normalized values: KT = 1, KT = 3,
and KT = 5 units through the simulation run-
time. Clearly, the higher the values of KT, the
more time is needed by the IDRAs to detect and
react when the electrical or software modules of
a neighboring IDRA become inoperative. There-
fore, a major advantage of conveying PSI piggy-
backed on Keepalive messages is that low values
of KT are desired both to increase the respon-
siveness between neighboring IDRAs as well as
to support updating PSI more frequently.

The results shown here were obtained using
cross traffic between all the sources and destina-
tions in the pan-European network. Traffic was
modeled according to a Poisson distribution with
exponentially distributed arrival and departure
rates, and, as shown in Fig. 5, the trials were
performed for different traffic loads, varying
from 100 up to 300 Erlangs.

In order to contrast the performance of our
IDRA-based route control model against OBGP
under comparable conditions, we made the fol-
lowing decisions:
Decision 1: For the simulation results shown

here, the multipath routing capabilities of
the IDRAs were switched off.

Decision 2: In OBGP a node is not aware of
the subset of wavelengths W(P) that are no
longer available along the different seg-
ments of a path P. A node only receives a
reachability message indicating the with-
drawal of path P when all the candidate
wavelengths in P have been consumed. A
straightforward way to significantly reduce
the BR experienced by OBGP is to update! Figure 4. Pan-European reference network topology.
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Input: NRI associated with each destination d
PSI between OXCs s and d

Output: The best (path, wavelength) pair between s and d

1: Choose the (path, wavelength) pair with the minimum cost
2: If the costs are equal choose the path with the highest ENAW
3: If the ENAWs are equal choose the path with the shortest number of hops

H, and assign the wavelength λι with the lowest identifier i
4: If the hops H are equal prefer the path with the highest ENAW to the

remote border OXC
5: If more than one path is still available run BGP tie-breaking rules [4]
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the subset W(P) through the Keepalive mes-
sages exchanged between OBGP neighbors.
This provides more granular and updated
NRI at the source OBGP node. Our imple-
mentation of OBGP follows this approach.
We shall show that without this strategy,
the BR experienced by OBGP would be
much higher than that shown in Fig. 5.
Figure 5 shows the BR and standard devia-

tion for the different traffic loads and different
Keepalive update intervals assessed. Clearly, the
IDRAs are able to drastically reduce the block-
ing obtained with OBGP. Whereas OBGP expe-
riences blocking for all traffic loads tested, the
IDRAs only start to show some negligible block-
ing after reaching 200 Erlangs. In order to quan-
tify the gain in terms of blocking, we define the
improvement factor (IF) as the ratio between
the BR obtained with OBGP and the BR
obtained with the IDRAs for the same traffic
load. Table 1 summarizes the IF for 200, 250,
and 300 Erlangs, as well as the number of rout-
ing messages exchanged for the different traffic
loads and values of KT tested. The results show
that OBGP yields an overall BR between 7.93
and 363.97 times larger than that obtained with
the IDRAs, depending on the traffic load and
update interval KT. Even in the case of the high-
est traffic load simulated, 300 Erlangs, the BR
obtained with OBGP is approximately one order
of magnitude larger than that experienced by the
IDRAs.

The purpose of Fig. 5 is to reflect the con-
trast between two different route control strate-
gies, so the values of the BRs per se should not
be taken as representative of those expected in
operational networks. More specifically, recent
studies like the one developed in the framework
of IST project NOBEL [10] have benchmarked
the blocking performance for different applica-
tions. For example, [10] recommends that for
real-time and streaming applications, the block-
ing should be less than or equal to 0.1 percent.
Our results show that OBGP is unable to reach
this bound for all the simulation conditions test-
ed. To reach such a bound, extra resources (e.g.,
more wavelengths and/or fibers) would need to
be added to the pan-European network in the
case of OBGP. On the other hand, the IDRAs
are able to reach the 0.1 percent bound for 200
Erlangs for the three values of KT, and even for
250 Erlangs when KT = 1. In particular, for 200
Erlangs and KT = 1, the IF in the BR offered by
the IDRAs is 363.97, and Table 1 shows that this
can be achieved with approximately a third of
the routing messages needed in the case of
OBGP.

Figure 5 also confirms what we anticipated
while describing our implementation decision 2.
It is clear that the performance of OBGP
degrades as KT increases. Thus, when the subset
W(P) is not conveyed and updated through the
Keepalive messages, the BR yield by OBGP
becomes rather independent of KT,  but the
results obtained are worse than those shown for
KT = 5 in Fig. 5.

A fundamental aspect is that for the condi-
tions described here, our route control model
always needs a smaller overall number of routing
messages than OBGP (Table 1). The reason for

! Figure 5. Comparison between OBGP and the IDRAs for different traffic
loads, and Keepalive Update Intervals (KT).
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this is threefold. First, PSI updates are never
triggered between neighboring IDRAs, but are
rather piggybacked on the Keepalive messages
used by both OBGP and the IDRAs. Second,
whereas in OBGP the interdomain routing mes-
sages can potentially reach all the nodes in the
network, in our route control model these mes-
sages only need to reach the IDRAs, which rep-
resent a small fraction of the total number of
OBGP nodes in the network. Third, OBGP tends
to exhaust the available wavelengths along the
shortest AS-path before switching to an alterna-
tive path. This triggers network reachability mes-
sages and path exploration after paths become
blocked. Conversely, the IDRAs explicitly con-
sider the ENAW and cost in the RWA algo-
rithm, so they are able to provide much better
traffic distribution than OBGP. This produces
drastic reductions in the BR; hence, fewer net-
work reachability messages need be exchanged.

It is worth emphasizing that for the multido-
main network tested here, the global overhead
in the size of the Keepalive messages exchanged
between the IDRAs is negligible.

CONCLUSIONS
In this article we have argued in favor of the
opportunity to make a change offered by future
optical networking, and as a first step in this
direction we have proposed and tested a route
control model that is an alternative to BGP/
OBGP. One of the major advantages of our
model is its simplicity. It is built on well-known
techniques in networking; it reuses some of the
strengths of BGP/OBGP, and effortlessly inte-
grates highly aggregated PSI in the form of two
integer values.

Despite its simplicity, the proposed route
control model is able to drastically reduce the
blocking obtained with OBGP, and such
improvements can be achieved without needing
to exchange more routing messages than with
OBGP. In fact, our strategy reduces the number
of routing messages exchanged between
domains, since by decrementing the blocking, it

is possible to reduce the exchange of network
reachability messages and path explorations
when blocking occurs.

These are promising findings, but more
research is needed in this direction. First, our
results and conclusions apply to a rather small
multidomain optical scenario (the pan-Euro-
pean reference network shown in Fig. 4), so fur-
ther studies are needed to analyze the
performance of the proposals made here in a
large-scale environment. Second, our results
were obtained under the wavelength continuity
constraint, so it is necessary to analyze the
potential impact of wavelength conversion, par-
ticularly when the conversion is performed at
domain boundaries. Third, standardization
efforts will be needed to appropriately incorpo-
rate the exchange of NRI and PSI at the I-NNI
and E-NNI interfaces.
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less effective, and hence, the more likely it is that the oscilla-
tions reappear. In light of this, it is necessary to explore more
scalable route control strategies that can safely support the
foreseeable spread of IRC solutions.

In principle, two research approaches can be taken. On the
one hand, the research community could formally study the
stability properties of IRC practices and provide guidelines on
how to design IRC systems with guaranteed stability. Unfortu-
nately, several challenging stages must be completed properly
before a formal study of stability can be conducted. For
instance, accurate measurements are required to understand
comprehensively the actions of the closed-source IRC systems
deployed today (e.g., [2–4]) and thereby, model the stochastic
distribution of path switches in a competitive IRC environ-
ment. Only after characterizing the distribution of path
switches, is it possible to formally study the stability aspects of
competitive IRC.

In the absence of such characterization, the practical alter-
native is to find ways to drastically reduce the potential inter-
ference between competing route controllers without
penalizing the end-to-end traffic performance. This is precise-
ly the challenge addressed in this work. This article makes the
following contributions:
• We show that although randomization offers a straightfor-

ward way to mitigate the oscillations, it leads to a large
number of unnecessary path switches.

• We report some of our recent results on the development of
strategies blending randomization with a lightweight and
more “sociable” route-control algorithm. The term sociable
route control (SRC) refers here to a route control strategy
that explicitly considers the potential implications of its
decisions in the performance of the network and can adap-
tively restrain its intrinsic selfishness depending on the net-
work conditions.

• We show that a simple enhancement to randomized IRC

systems, such as endowing them with an SRC
algorithm supported by adaptive filtering
techniques, is enough to drastically reduce
the number of path switches, and most impor-
tantly, this can be accomplished without
penalizing the end-to-end traffic perfor-
mance. Extensive simulations show that with
SRC, it is possible to reduce the overall num-
ber of path switches between approximately
40 to 80 percent on average (depending on
the load on the network) and still obtain bet-
ter end-to-end traffic performance than with
randomized IRC techniques in a competitive
environment.
The rest of the article is structured as follows.

First, we present the basics of IRC. Then, we
overview the most relevant related work. Next,
we analyze some general aspects of different
IRC strategies and describe the SRC approach
together with some of our main results. We con-
clude with directions for future research in the
area of IRC.

The Basics of IRC
A typical IRC scenario with two different con-
figurations is shown in Fig. 1. The IRC box at
the top of Fig. 1 is connected by a span port off
a router or switch so although the egress traffic
is controlled by the box, it is never forwarded
through it. The IRC box in the multihomed net-
work at the bottom of Fig. 1 is placed along the

data path so traffic always is forwarded through it. Typically,
the former configuration offers a more scalable solution than
the latter, in the sense that it is able to control and optimize a
larger number of traffic flows.

Conceptually, an IRC system is composed of the following
three modules (Fig. 1):
• Monitoring and measurement module (MMM)
• Route control module (RCM)
• Reporting and viewer module (RVM)

The existing IRC systems can control a moderately large
number of flows1 toward a set of target destination networks.
These target destinations can be configured manually or dis-
covered by means of passive measurements performed by the
MMM. By using passive measurements, the MMM can rank
the destinations according to the amount of traffic sourced
from the local network and subsequently optimize the perfor-
mance for the traffic toward the D destinations at the top of
the rank. The MMM also uses passive measurements to moni-
tor the target flows in real time and analyze packet losses,
latency, and retransmissions, among others, as indicators of
conformance or degradation of the expected traffic perfor-
mance. To assist the RCM in the dynamic selection of the
best egress link to reach each target destination, the MMM
probes all the candidate paths using both Internet Control
Message Protocol (ICMP) and Transmission Control Protocol
(TCP) probes.

The set of active and passive measurements collected by
the MMM enables IRC systems to concurrently assess the
quality of the active and the alternative paths toward the tar-
get destinations. The role of the RCM is to dynamically

! Figure 1. The IRC model. IRC systems are composed of three modules: the
monitoring and measurement module (MMM), the route control module
(RCM), and a reporting and viewer module (RVM).
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1 Typically this is on the order of several hundreds and even thousands,
using a configuration like the one shown at the top of Fig. 1 with several
border routers.
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After extensive evaluations and analysis, we confirmed that
PRC performs much better than RRC. The reason for this is
that proactive approaches can anticipate network congestion
situations, which in the reactive case, typically demands sever-
al traffic relocations when congestion already was reached. In
addition, we found that in a competitive environment, CP-
based route control strategies can outperform the FP ones.
Therefore, our SRC algorithm (outlined in the following sec-
tion) is supported by a CP-based route control strategy.

Sociable Route Control
In the SRC strategy that we conceive, each controller remains
independent so the SRC boxes do not require any kind of
coordination with one another — just as conventional IRC
systems operate today. Moreover, our SRC strategy does not
introduce changes in the way measurements are conducted
and reported by conventional IRC systems, so both the MMM
and the RVM in Fig. 1 remain unmodified. Our SRC strategy
introduces changes only on the algorithmic aspects of the
RCM.

High-Level Description of the SRC Strategy
For simplicity in the exposition, we focus on the optimization
of a single application, namely, voice over IP (VoIP), and we
describe the overall SRC process for the round-trip time
(RTT) performance metric. For a comprehensive and formal
analysis, the reader is referred to [12].

Our goal is that a controller CC becomes capable of adap-
tively adjusting its proactivity, depending on the RTT condi-
tions for each target destination d. To be precise, a sociable
controller analyzes the evolution of the RTT, that is,
{RTTe

(d,t)}, and depending on its dynamics, the controller can
restrain its traffic reassignments adaptively (i.e., its proactivi-
ty). To this end, the RCM processes the RTT samples gath-
ered from the MMM using two filters in cascade (Fig. 2). The
first filter corresponds to the median RTT, Me

(d,t), which is
constantly computed through a sliding window. This approach
is used widely in practice because the median represents a
good estimator of the delay that the users’ applications cur-

rently are experiencing in the network. These medians are
precisely the input to the second filter, where the social
nature of the route control algorithm covers two different
facets:
• CP
• SRC

Controlled Proactivity
On the one hand, the proactivity of box CC is controlled to
avoid minor changes in the medians triggering traffic reloca-
tions at S. This prevents interfering too often with other route
controllers. For this reason, our sociable controllers filter the
medians.

The second filter in Fig. 2 works like an analog-to-digital
(A/D) converter, with quantization step ∆, and its output is
one of the levels of the converter Qe

(d,t). The right-hand side
of Fig. 2 illustrates how the instantaneous samples of RTT are
filtered to obtain the median Me

(d,t), and then, the latter is fil-
tered to obtain Qe

(d,t).
As described earlier, IRC systems compare the quality of

the active and alternative paths by means of a performance
function Pe

(d,t), which as shown in Fig. 2, is fed by Qe
(d,t). The

controller CC would switch traffic toward d only when the vari-
ations of Qe

(d,t) cause that Pebest
(d,t) − Pe

(d,t) ≥ Rth. A more detailed
description of the route selection process is shown in Algo-
rithm 1. For simplicity, only the stationary operation of the
algorithm is summarized. The randomized nature of Algo-
rithm 1 is discussed later. The timer in Step 8 is also intro-
duced later.

For the RCM described here, we simply used the outcome
of the digital conversion as the performance function Pe

(d,t),
that is, the number of quantization steps in the quantification
level Qe

(d,t). Similarly, Rth represents the difference in the
number of quantization steps that Pe

(d,t) must reach to trigger
a path switch.

Overall, the advantage of this filtering technique is that it
produces the desired effect (i.e., controlled proactivity)
because it prevents minor changes in the medians from trig-
gering unnecessary traffic relocations at S.

Socialized Route Control
The second facet of the social behavior of the algorithm
relates to the dynamics of the median RTTs; more precisely,

! Figure 2. Filtering process and interaction between the monitoring and measurement module (MMM) and the route control module
(RCM) of a sociable route controller. The Randomized SRC Algorithm within the RCM is outlined in Algorithm 1.
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5 We notice that with CP, ebest might be different from e′.
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with how rapid the variations are in the median values that
are typically computed by IRC systems using a sliding window.
The motivation for this is that when the median values start to
show rather quick variations, the algorithm must react so as to
avoid a large number of traffic reassignments in a short
timescale. Such RTT dynamics typically occur when several
route controllers compete for the same resources, leading to
situations where their traffic reassignments interfere with each
other. To cope with this problem, we turn the second filter in
Fig. 2 into an adaptive filter. This filter is endowed with an
adaptive quantization step ∆(d,t) for each target destination d
that is automatically adjusted by the algorithm according to
the evolution of the median RTTs. If the RTT conditions are
smooth, the quantization step is small, and more proactivity is
allowed by the controller CC. However, if the RTT conditions
could lead to instability, the quantization step ∆(d,t) automati-
cally increases, so the number of changes in the values of
Qe

(d,t) is diminished or even stopped until the network condi-
tions become smooth again. This has the effect of desynchro-
nizing only the competing route controllers. Therefore, the
filtering technique outlined here allows a controller CC to
“sociably” decide whether to switch traffic to an alternative
egress link or not, in the sense that the degree of proactivity
of CC is constantly adjusted by the adaptive nature of the sec-
ond filter.

For the sake of simplicity, we focused here on the optimiza-
tion of a single performance metric (the RTT), but the con-
cept of SRC is general and can be extended to consider other
metrics, such as available bandwidth, packet losses, and jitter.
When multiple metrics are used, two straightforward
approaches can be followed.

On the one hand, a combination of two or more metrics
can be used in the same performance function Pe

(d,t). For
instance, [12] introduces a more general performance function
based on a non-linear combination of the quantification level
Qe

(d,t) and the available bandwidth (AB) in the egress links of
the source network. This, in turn, can be extended to consider
the AB along the entire path to a target destination d, using
available bandwidth estimation techniques like the one
described in [5]. With this approach, the weights of the differ-
ent metrics combined in Pe

(d,t) can be tuned on an application
basis, for example, to prioritize the role of the AB over the
RTTs (or vice versa) depending on the application type.

On the other hand, multiple performance functions Pe
(d,t)

can be used (e.g., one for each metric), and the selection of
the best path for each target destination can be performed by
sequentially comparing the performance functions Pe

(d,t) and
tie-breaking similarly to the BGP tie-breaking rules [7]. With
this approach, the order in which the performance functions
are compared can be tuned on an application basis. For exam-
ple, a controller might select the path with the maximum AB,
and if there is more than one path with the same AB, choose
the one with the lowest RTT.

In either case, adaptive filtering techniques are required to
prevent rapid variations in the performance metrics consid-
ered.

Randomization
Randomization is present in Algorithm 1 in two different
ways: implicitly and explicitly. On the one hand, the route
control decisions in Algorithm 1 are inherently stochastic for a
number of reasons, for example, due to its adaptive features
along time, the fact that different controllers might have con-
figured different thresholds Rth, and others. On the other
hand, we explicitly use a hysteresis switching timer TH that we
introduced in a previous work [13] and that guarantees a ran-
dom hysteresis period after each traffic relocation. More pre-
cisely, traffic toward a given destination d cannot be relocated
until the random and decreasing timer TH = 0. A similar
approach was used in [5] for one of the randomized algo-
rithms presented there.

Performance Evaluation
The performance of our SRC strategy is compared against
that obtained with:
• Randomized IRC
• Default IGP/BGP routing

Evaluation Methodology and Simulation Set Up
The simulation tests were performed using the event-driven
simulator J-Sim [14]. All the functionalities of the route con-
trollers were developed on top of the IGP/BGP implementa-
tions available in this platform.

Network Topology — The network topology was built using
the Boston University Representative Internet Topology
gEnerator (BRITE) [15]. The topology was generated using
the Waxman model with (α, β) set to (0.15, 0.2) [16], and it
was composed of 100 domains with a ratio of domains to
inter-domain links of 1:3. This simulated network aims at
representing a set of ISPs that can provide connectivity and
reachability to customers operating stub networks. We
assume that all ISPs operate points of presence (PoPs)
through which the stub networks are connected. We consid-
ered 12 uniformly distributed stub networks across the
domain-level topology as the traffic sources toward the set
of target destinations. These source networks are connected
to the routers located at the PoPs of three different ISPs.
We considered triple-homed stub networks given that signif-
icant performance improvements are not expected from
higher degrees of multihoming [1]. For the stub networks
containing target destinations, we considered 25 uniformly
distributed destinations across the domain-level topology.
This offers an emulation of 12 × 25 = 300 IRC flows com-
peting for the same network resources during the simulation
run time.

Furthermore, given that IRC solutions operate in short
timescales, we assumed that the domain-level topology
remains invariant during the simulation run time.

! Algorithm 1. Randomized SRC algorithm.

Input: d – A target destination of network S
{e} – Set of egress links of network S
Pe

(d,t) – Performance function to reach d through e at time t

Output: ebest – The best egress link to reach target destination d

1:  Wait for changes in P
(d,t)
ebest

2:  if P
(d,t)
ebest – Pe

(d,t) < Rth ∀e ≠ ebest then go to Step 1
3:  /* Egress link selection process for d */
4:     Choose e′ as Pe′

(d,t) = min{Pe
(d,t)}

5:     Estimate the performance after switching the traffic
6:     if P

(d,t)
ebest – Pe′

(d,t)
Estimate ≥ Rth then

7:         Wait until TH =0 /* Hysteresis Switching Timer */

8:         Switch traffic toward d from ebest to e′
9:       ebest ← e′
10:      P

(d,t)
ebest ← Pe′

(d,t)

11:   end if
12:  /* End of egress link selection process for d */
13:  Go to Step 1
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Simulation Scenarios — We run the same simulations sepa-
rately using three different scenarios:
• Default IGP/BGP routing, where BGP routers choose their

best routes based on the shortest AS-path
• BGP combined with the SRC strategy at the 12 source

domains
• BGP combined with randomized IRC systems at the 12

source domains
For a more comprehensive comparison between the differ-

ent route control strategies, we performed the simulations for
three different network loads. We considered the following
load factors (L):
• L = 0.450, low load corresponding to an average occupancy

of 45 percent of the egress links capacity
• L = 0.675, medium load corresponding to an average occu-

pancy of 67.5 percent of the egress links capacity
• L = 0.900, high load corresponding to an average occupan-

cy of 90 percent of the egress links capacity

Simulation Conditions — The simulation tests were conducted
using traffic aggregates sent from the source domains to each
target destination d. These traffic aggregates were composed
of a variable number of multiplexed Pareto flows as a way to
generate the traffic demands, as well as to control the network
load during the tests. The flow arrivals were modeled accord-
ing to a Poisson process and were independently and uniform-
ly distributed during the simulation run time. This approach
aims at generating sufficient traffic variability to support the
assessment of the different route control strategies.

In addition, we used the following method to generate traf-
fic demands for the remaining Internet traffic, usually referred
to as background traffic. We started by randomly picking four
nodes in the network. The first one chosen acts as the origin
(O) node, and the remaining three nodes act as destinations
(D) of the background traffic. We assigned one Pareto flow
for each O-D pair. This process continues until all the nodes

are assigned with three outgoing flows (including those in the
multihomed stub domains and those in the ISPs). All back-
ground connections were active during the simulation run
time.

Furthermore, the frequency and size of the probes sent by
the route controllers were correlated with the outbound traffic
being controlled, just as conventional route controllers do
today [2–4].

Finally, we assume that the route controllers have pre-
established performance bounds (i.e., the MTTs) for the traf-
fic under control. For instance, the recommendation G.114 of
the International Telecommunication Union-Telecommunica-
tion Standardization Sector-(ITU-T) suggests a one-way-delay
(OWD) bound of 150 milliseconds to maintain a high quality
VoIP communication over the Internet. Thus, for VoIP traf-
fic, the maximum RTT tolerated was chosen as twice this
OWD bound, that is, 300 ms.

Objectives of the Performance Evaluation
Our evaluations have two main objectives.

Assess the Number of Path Switches — The first objective of
the simulation study is to demonstrate that the sociable nature
of our SRC strategy contributes to drastically reducing the
potential interference between competing route controllers.
To this end, we compared the number of path switches that
occurred during the simulation run time for the 300 compet-
ing IRC flows for the SRC and randomized IRC scenarios.
The number of path switches is obtained by adding the num-
ber of route changes that are required to meet the desired
RTT bound for each target destination d.

It is worth emphasizing that in both the randomized IRC
and SRC strategies, the route controllers operate indepen-
dently and compete for the same network resources. This
allows us to evaluate the overall impact on the traffic caused
by the interference between several standalone route con-

! Figure 3. Number of path switches (top) and <RTTs> (bottom) for L = 0.450 (left), L = 0.675 (center), and L = 0.900 (right).
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trollers running at different stub domains. Thus, when analyz-
ing the results for the different route control strategies, it is
important to keep in mind that we take into account all the
competing route controllers present in the network.

To contrast the number of path switches under fair condi-
tions, we made the following decisions. First, both the ran-
domized IRC and SRC controllers are endowed with the
same (explicit) randomization technique [5, 13]. This approach
avoids the appearance of persistent oscillations that might
lead to a large number of path switches in the case of conven-
tional IRC [5]. Second, both types of controllers follow a con-
trolled proactivity approach. We have conducted the
simulations modeling the same triggering condition Rth for
both of them. The main difference is that in the SRC case,
the social adaptability of the controllers can result in the trig-
ger being reached more often, or less often, depending on the
variability of the RTTs on the network.

End-to-End Traffic Performance — The second objective of the
simulation study is to demonstrate that the drastic reduction
in the number of path switches obtained with our SRC strate-
gy can be achieved without penalizing the end-to-end traffic
performance. To this end, we compared the RTTs obtained
for the 300 flows in the three different scenarios, namely,
default IGP/BGP, SRC, and randomized IRC.

Main Results
The top of Fig. 3 illustrates the total number of path switches
performed by both the randomized IRC and SRC strategies,
in all the stub networks, and for the three different load fac-
tors: L = 0.450 (left), L = 0.675 (center), and L = 0.900
(right). The number of path switches is contrasted for differ-
ent triggering conditions, that is, for different values of the
threshold Rth (shown on a logarithmic scale).

Several conclusions can be drawn from the results shown in
Fig. 3. In the first place, the results confirm that SRC drasti-
cally reduces the number of path switches compared to a ran-
domized IRC technique.6 An important result is that the
reductions are significant for all the load factors assessed. For
instance, when compared with randomized IRC, our SRC
strategy contributes to reductions of up to:
• 77 percent for Rth = 1 and 71 percent for Rth = 2 when L =

0.450
• 75 percent for Rth = 1 and 74 percent for Rth = 2 when L =

0.675
• 34 percent for Rth = 1 and 36 percent for Rth = 2 when L =

0.900

The second observation is that the reductions in the num-
ber of path switches offered by the SRC strategy become
more and more evident as the proactivity of the controllers
increases, that is, for low values of Rth, which is precisely the
region where IRC solutions operate today. It is worth recall-
ing that these results were obtained when both route control
strategies were complemented by the same randomized deci-
sions. This confirms that in a competitive environment, SRC
is much more effective than pure randomization in reducing
the potential interference between route controllers.

On the other hand, our results show that when the route
control strategies become less proactive, that is, for higher val-
ues of Rth, randomized IRC and SRC tend to behave compar-
atively the same so SRC does not introduce any benefit over a
randomized IRC technique.

To assess the effectiveness of SRC, it is mandatory to con-
firm that the reductions obtained in the number of path
switches are not excessive, resulting in a negative impact on
the end-to-end traffic performance. To this end, we first ana-
lyze the performance of randomized IRC and our SRC “glob-
ally,” that is, by averaging the RTTs obtained by “all”
competing route controllers. This is shown at the bottom of
Fig. 3 and in Fig. 4. The end-to-end performance obtained by
“each” route controller individually, is shown in Fig. 5.

The bottom of Fig. 3 reveals that as expected, both SRC
and randomized IRC perform much better than IGP/BGP for
all values of L and Rth, and the improvements in the achieved
performance become more evident as the network utilization
increases. In particular, SRC is capable of improving the
〈RTTs〉7 by more than 40 percent for L = 0.675 and by more
than 35 percent for L = 0.900 when compared with IGP/BGP.

Moreover, the 〈RTTs〉 obtained by SRC and IRC are compar-
atively the same and particularly for L = 0.675, SRC not only
drastically reduces the number of path switches, but also
improves the end-to-end performance for almost all the trigger-
ing conditions assessed. It is worth emphasizing that a low value
of Rth together with a load factor of L = 0.675 reasonably reflect
the conditions in which IRC currently operates in the Internet.

Our results also reveal an important aspect: by allowing
more path switches, some route controllers can improve
slightly their end-to-end performance, but such actions have
no major effect on the overall 〈RTTs〉. Indeed, a certain num-
ber of path switches is always required, and this number of
path switches is what actually ensures the average perfor-
mance observed in the RTTs at the bottom of the Fig. 3 (this
becomes clear as the proactivity decreases).

By analyzing Fig. 3 as a whole, it becomes evident that the

! Figure 4. Complementary cumulative distribution function (CCDF) of the RTTs for the 300 competing IRC flows, for Rth = 1, and 
for L = 0.450 (left), L = 0.675 (center), and L = 0.900 (right).
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6 Clearly, no results are shown for the default IGP/BGP routing scenario
here because BGP does not perform path switching actively.

7 As mentioned previously, this average is computed over the RTTs
obtained by all competing route controllers in the network.
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selection of the best triggering condition actually depends on
the load present in the network. For this particular case, the
best trade-offs are Rth = 30 for L = 0.450, Rth = 10 for L =
0.675, and Rth = 7 for L = 0.900, which is a reasonable pro-
gression to lower values of Rth because the route controllers
require less proactivity when the network utilization is low.
The corollary is that the triggering condition should be adap-
tively adjusted as well, depending on the amount of traffic
carried through the egress links of the domain. We plan to
investigate this in the future.

Figure 4 compares the distribution of the RTTs obtained by
IGP/BGP, SRC, and randomized IRC for the 300 competing
IRC flows, for the three different load factors assessed, and
for Rth = 1, which as mentioned above is in the range of oper-
ation of the IRC solutions presently deployed in the Internet.
To facilitate the interpretation of the results, we use the com-
plementary cumulative distribution function (CCDF).

An important observation is that under high egress link uti-
lization, that is, L = 0.900, there is a fraction of 〈RTTs〉 for
which the bound of 300 ms is exceeded in the case of
IGP/BGP; whereas both SRC and the randomized IRC fulfill
the targeted bound.

To complete the analysis, Fig. 5 provides a more granular

picture than Fig. 4 because it shows the CCDFs of the RTTs
obtained by each of the 12 competing route controllers. The
figure shows the results for the three studied scenarios and for
all the load factors assessed when Rth = 1. Our results show
that the targeted bound of 300 ms is satisfied by both SRC
and randomized IRC in all cases and for all controllers.
IGP/BGP, however, shows a distribution of large delays given
that the shortest AS-paths are not necessarily the best per-
forming paths. Figure 5 also shows that when considering
boxes individually, randomized IRC achieves slightly better
end-to-end performance for some of them but at the price of
a much larger number of path switches:
• ≈ 435 percent larger for L = 0.450
• ≈ 400 percent larger for L = 0.675
• ≈ 80 percent larger for L = 0.900 when Rth = 1.

Conclusion
In this article, we examined the strengths and weaknesses of
randomized IRC techniques in a competitive environment.
We proposed a way to blend randomization with a sociable
route control (SRC) strategy, where by sociable, we mean a
route control strategy that explicitly considers the potential

! Figure 5. CCDFs for IGP/BGP routing (top), SRC (center), and randomized IRC (bottom), for L = 0.450 (left), L = 0.675 (center),
and L = 0.900 (right).
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Outline

1 iBGP, eBGP, and Route Reflectors
2 Case study: Japanese Earthquake in 2011.
3 Interdomain Traffic Engineering
4 Research challenges in interdomain routing
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Well-known issues in BGP ...

1 Slow convergence
2 Scalability Issues
3 High churn rate of route advertisements
4 Limited expressiveness of routing policies and TE control
5 Security vulnerabilities
6 ...

These are due:

... in part to the utilization of path vectors

... in part to implementation decisions made in BGP
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Slow Convergence
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Slow Convergence

Depending on the location of the origin of an event and
where the observation is made, a BGP convergence might
vary between tens and several hundreds of seconds [C.
Labovitz et al. 1999, 2001].
This slow convergence is mainly caused by the path
hunting performed by BGP.
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Slow Convergence (cont.)

The path exploration or path hunting phenomenon
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Source: M. Yannuzzi, R. Serral-Gracia, and X. Masip-Bruin, ”Chapter 3: Distance and Path Vector Routing
Models,” to be published in the book "MULTI-DOMAIN NETWORKS: A PRACTICAL PERSPECTIVE,"
Springer Series, Series Ed.: B. Mukherjee, Eds: N. Ghani, M. Peng, and I. Monga.
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Slow Convergence (cont.)

Another example of path-exploration:
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Figure 1: Path exploration triggered by a fail-down
event.

For all the destination prefixes announced in the Internet, we
cluster their BGP updates into routing events and classify
the events into different convergence classes. We then char-
acterize path exploration and convergence time of each class
of events. The results reported in this paper are obtained
from BGP logs of January 2006, which are representative
of data we have examined during other time periods. The
main contributions of this paper are summarized as follows.

• We provide the first quantitative assessment on path
explorations for the entire Internet destination pre-
fixes. Our results confirmed the wide existence of path
exploration and slow convergence in the Internet, but
also revealed that the extent of the problem depends
on where a prefix is originated and where the obser-
vation is made in the Internet routing hierarchy. When
observed from a top tier Internet service provider (ISP),
there is relatively little path exploration, and this is
especially true when the prefixes being observed are
also originated from some other top tier ISPs. On the
other hand, an observer in an edge network is likely to
notice a much higher degree of path exploration and
slow convergence, especially when the prefixed being
observed are originated from other edge networks. In
other words, the existing widely different opinions on
the extent of path exploration and slow convergence
may be a reflection of where one takes measurement
and which prefixes are being examined.

• We provide the first measurement and analysis on the
convergence times of route change events in the en-
tire operational Internet, without artificially manipu-
lating path lengths as done in previous measurements.
Our results show that route fail-over events, where the
paths move from shorter or more preferred ones to
longer or less preferred ones, has much shorter conver-
gence time than route failure events, where the desti-
nations become unreachable. Moreover, we find that,
on average, the durations of various route convergence
events take the following order: among all routing
events, those moving from longer or less preferred to
shorter or more preferred paths, symbolically denoted
as Tshort events, have the shortest convergence delay,
which are closely followed by new prefix announce-
ments (denoted as Tup event), which in turn have sim-

ilar convergence delay as the routing events of moving
from shorter to longer paths (denoted as Tlong). Fi-
nally, route failure events, denoted as Tdown, have a
substantially longer delay than all the above events.
In short, we have Tshort < Tup ≈ Tlong � Tdown.

• A major challenge in our data analysis is how to differ-
entiate Tlong and Tshort events, which requires knowing
routers’ path preferences. We have developed a new
path ranking algorithm to infer relative preference of
each path among all the alternative paths to the same
destination prefix. We believe that our path ranking
algorithm can be of useful in many other BGP data
analysis studies.

The rest of the paper is organized as follows. Section 2
describes our general methodology and data set where we
develop a path ranking algorithm to classify events into dif-
ferent types. We analyze the extent of path exploration and
slow convergence for each type of events in Sections 3 and
4. Section 5 discuss related work and Section 6 concludes
the paper.

2. METHODOLOGY AND DATA SET
Previous measurement results on BGP slow convergence

were obtained through controlled experiments. In these ex-
periments, a small number of “beacon” prefixes are peri-
odically announced and withdrawn by their origin ASes at
fixed time intervals [1, 2], and the resulting routing updates
are collected at remote monitoring routers and analyzed. In
addition to generate announcements and withdrawals (Tup

and Tdown events), one can also use a beacon prefix to gen-
erate Tlong events by doing AS prepending [10]. For a given
beacon prefix, because one knows exactly what, when, and
where is the root cause of each routing update, one can
easily measure the routing convergence time by calculating
the difference between when the root cause is triggered and
when the last update due to the same root cause is observed.
Although routing updates for beacon prefixes may also be
generated by unexpected path changes in the network, those
updates can be clearly identified through the use of anchor
prefixes as explained later in this section. Unfortunately one
cannot assess the overall Internet routing performance from
observing the small number of existing beacon prefixes.
In this paper, our goal is to obtain a comprehensive un-

derstanding of BGP path explorations in the operational
Internet. Our basic approach is to first cluster routing up-
dates from the same monitor and for the same prefix into
events, sort all the routing events into several classes, and
then measure the duration and number of paths explored
for each class of events. This is a significantly more diffi-
cult task than measuring the convergence delay of beacon
prefixes for the following reasons. First, there is no easy
way to tell whether a sequence of routing updates is due to
the same, or different root causes in order to properly group
them into events. Second, upon receiving an update for a
prefix, one cannot tell what is the root cause of the update,
as is the case with beacon prefixes. Furthermore, when the
path to a given destination prefix changes, it is difficult to
determine whether the new path is a more preferred or less
preferred path compared to the previous one, i.e. whether
the prefix experiences a Tshort or a Tlong event in our event
classification.

Source: R. Oliveira, B. Zhang, D. Pei, and L. Zhang, “Quantifying Path Exploration in the Internet,”
IEEE/ACM Trans. on Networking, Vol. 17, No. 2., pp. 445-458, April 2009.
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A detailed example of path exploration

AS 0

AS 1AS 2

R

2 -> 0  21R
2 -> 1  21R

2 -> 0  21R
2 -> 1  21R

2 -> 0  21R
2 -> 1  21R

2 -> 0  21R
2 -> 1  21R

2 -> 0  21R
2 -> 1  21R

0 -> 1  02R
0 -> 2  02R

0 -> 1  02R
0 -> 2  02R

2 -> 0  201R
2 -> 1  201R

0 -> 2  W
0 -> 1  W 1 -> 0  120R

1 -> 2  120R

2 -> 0  201R
2 -> 1  201R

0 -> 1  02R
0 -> 2  02R

2 -> 0  201R
2 -> 1  201R 0 -> 2  W

0 -> 1  W 1 -> 0  120R
1 -> 2  120R 0 -> 2 012R

0 -> 1 012R

0 -> 2  W
0 -> 1  W 1 -> 0  120R

1 -> 2  120R 0 -> 2 012R
0 -> 1 012R

Routing Tables

0(*R, 1R, 2R)     1(0R, *R, 2R)     2(0R, 1R, *R)

steady state

Messages Processing Messages Queued in System

 1 -> 0  10R
 1 -> 2  10R

0

R withdraws its route1
 0 -> 2  01R
 0 -> 1  01R

 1 -> 0  10R
 1 -> 2  10R

1 -> 0  12R
1 -> 2  12R2

1 and 2 receive new announcement from 0

 1 -> 0  10R
 1 -> 2  10R0(-, -, *2R)     1(-, -, *2R)     2(*01R, 10R, -)

 0 -> 1  01R
 0 -> 2  01R

R -> 0  W
R -> 1 W
R -> 2 W

1 -> 0  12R
1 -> 2  12R3

0 and 2 receive new announcement from 1

1 -> 2  12R
1 -> 0  12R

4

1 -> 0  12R
1 -> 2  12R5

0 and 1 receive new announcement from 2

0 and 2 receive new announcement from 1

6

N/A

N/A

N/A

N/A

N/A

N/A

 N/A

0(-, *1R, 2R)     1(*0R, -, 2R)      2(*0R, 1R, -)

0(-, *1R, 2R)     1(-, -, *2R)     2(01R, *1R, -)

2 -> 0  20R
2 -> 1  20R

2 -> 0  20R
2 -> 1  20R

2 -> 0  20R
2 -> 1  20R

2 -> 0  20R
2 -> 1  20R

0 and 1 receive new announcement from 2

(steps omitted)

48 N/A 0(-, -, -)     1(-, -, -)     2(-, -, -)
steady state

0(-, -, -)     1(-, -, *20R)     2(*01R, 10R, -)

0 -> 1  02R
0 -> 2  02R

2 -> 0  201R

0(-, *12R, -)     1(-, -, *20R)     2(*01R, -, -)

0(-, *12R, 21R)     1(-, -, -)     2(*01R, -, -)

2 -> 1  201R

1 -> 0    W
1 -> 2    W

Stage      Time 
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Source: C. Labovitz, A. Ahuja, A. Abose, and F. Jahanian, “Delayed Internet routing convergence,”
IEEE/ACM Trans. on Networking, vol. 9, no. 3, pp. 293–306, June 2001.
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A detailed example of path exploration (cont.)
Sheet1

Page 1

Stage Routing Tables Messages queued or delivered though not processed yet

0 Steady State
0(*R, 1R, 2R)    1(0R, *R, 2R)    2(0R, 1R, *R)

1 R withdraws its route R   0 (w)→ 0   1 (01R)→ 1   0 (10R)→ 2   0 (20R)→
R   1 (w)→ 0   2 (01R)→ 1   2 (10R)→ 2   1 (20R)→

0( ­ , *1R, 2R)    1(*0R, ­ , 2R)    2(*0R, 1R, ­ ) R   2 (w)→

2 1 and 2 receive the updates from 0 0   1 (01R)→ 1   0 (10R)→ 2   0 (20R)→ 1   0 (12R)→ 2   0 (21R)→
0   2 (01R)→ 1   2 (10R)→ 2   1 (20R)→ 1   2 (12R)→ 2   1 (21R)→

0( ­ , *1R, 2R)    1( ­ , ­ , *2R)    2(01R, *1R, ­ )

3 0 and 2 receive the updates from 1 1   0 (10R)→ 2   0 (20R)→ 1   0 (12R)→ 2   0 (21R)→ 0   1 (02R)→ 2   0 (201R)→
1   2 (10R)→ 2   1 (20R)→ 1   2 (12R)→ 2   1 (21R)→ 0   2 (02R)→ 2   1 (201R)→

0( ­ , ­ , *2R)    1( ­ , ­ , *2R)    2(*01R, 10R, ­ )

4 0 and 1 receive the updates from 2 2   0 (20R)→ 1   0 (12R)→ 2   0 (21R)→ 0   1 (02R)→ 2   0 (201R)→ 0   1 (w)→ 1   0 (120R)→
2   1 (20R)→ 1   2 (12R)→ 2   1 (21R)→ 0   2 (02R)→ 2   1 (201R)→ 0   2 (w)→ 1   2 (120R)→

0( ­ , ­ , ­ )    1( ­ , ­ , *20R)    2(*01R, 10R, ­ )

5 0 and 2 receive the updates from 1 1   0 (12R)→ 2   0 (21R)→ 0   1 (02R)→ 2   0 (201R)→ 0   1 (w)→ 1   0 (120R)→ 0   1 (012R)→
1   2 (12R)→ 2   1 (21R)→ 0   2 (02R)→ 2   1 (201R)→ 0   2 (w)→ 1   2 (120R)→ 0   2 (012R)→

0( ­ , *12R , ­ )    1( ­ , ­ , *20R)    2(*01R, ­ , ­ )

6 0 and 1 receive the updates from 2 2   0 (21R)→ 0   1 (02R)→ 2   0 (201R)→ 0   1 (w)→ 1   0 (120R)→ 0   1 (012R)→ 1   0 (w)→
2   1 (21R)→ 0   2 (02R)→ 2   1 (201R)→ 0   2 (w)→ 1   2 (120R)→ 0   2 (012R)→ 1   2 (w)→

0( ­ , *12R , 21R)    1( ­ , ­ , ­ )    2(*01R, ­ , ­ )

… .... .... .... ....

Messages 
Processed

Source: C. Labovitz, A. Ahuja, A. Abose, and F. Jahanian, “Delayed Internet routing convergence,”
IEEE/ACM Trans. on Networking, vol. 9, no. 3, pp. 293–306, June 2001.
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A detailed example of path exploration (cont.)

Number of paths that can be potentially explored

For a complete graph of n nodes there exist O((n − 1)!) distinct paths
to reach a destination.

P(n) = (n − 1) + (n − 1)(n − 2) + · · ·+ (n − 1)!

P(n) = (n − 1)!
[
1 +

1
2!

+
1
3!

+ · · ·+ 1
(n − 2)!

]
≈ (n − 1)!

In slide 95: n = 4⇒ P(4) = 3 + 3.2 + 3.2.1 = 15 (15 different paths
in total in the bad gadget)

Source: C. Labovitz, A. Ahuja, A. Abose, and F. Jahanian, “Delayed Internet routing convergence,”
IEEE/ACM Trans. on Networking, vol. 9, no. 3, pp. 293–306, June 2001.
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Convergence Time (usual metrics)

Time Metrics

Tup: A previously unreachable destination becomes reachable
through a path by the end of the event.
Tdown: A previously reachable destination becomes unreachable
by the end of the event.
Tshort : A reachable destination has changed the path to a more
preferred one by the end of the event.
Tlong : A reachable destination has changed the path to a less
preferred one by the end of the event.
Tequal : A reachable destination has changed the path by the end
of the event, but the starting and ending paths have the same
preference.
Tpdist : The AS path is the same before and after the event, with
some transient change(s) during the event.

Source: R. Oliveira, B. Zhang, D. Pei, and L. Zhang, “Quantifying Path Exploration in the Internet,”
IEEE/ACM Trans. on Networking, Vol. 17, No. 2., pp. 445-458, April 2009. 2001.
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The effects of path exploration

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  50  100  150  200  250  300

F
re

qu
en

cy
 (

C
D

F
)

Event duration (s)

Tup
Tdown
Tshort
Tlong
Tpdist

Figure 10: Duration of Events.
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Figure 11: Number of Updates per Event.

this is due to the MinRouteAdvertisementInterval (MRAI)
timer, which controls the interval between consecutive up-
dates sent by a router. The default range of MRAI timer
has the average value of 26.5 seconds, making events last for
multiples of this value. Table 1 also shows that Tpdist events
have the longest duration, the most updates and explore the
most unique paths. This suggests that Tpdist likely contains
two events very close in time, e.g., a link failure followed
shortly by its recovery. A study [18] on network failures in-
side a tier-1 provider revealed that about 90% of the failures
on high-failure links take less that 3 minutes to recover, while
50% of optical-related failures take less than 3.5 minutes
to recover. Therefore there are many short-lived network
failures and they can very well generate routing events like
Tpdist. On the other hand, Tspath events are much shorter
and have less updates. It is because that Tspath is likely due
to routing changes inside the AS hosting the monitor, and
thus does not involve inter-domain path exploration.

Third, among the path changing events, Tdown events last
the longest, have the most updates, and explore the most
unique paths. Figures 10, 11 and 12 show the distributions
of event duration, number of updates per event, and number
unique paths explored per event respectively. The results
show that route fail-down events (Tdown) last considerably
longer than route fail-over events (Tlong). In fact, Figure 10
shows that about 60% of Tlong events have duration of zero,
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Figure 12: Number of Unique Paths Explored per
Event.

while 50% of Tdown events last more than 80 seconds. In
addition, Figure 11 shows that about 60% of Tlong events
have only 1 update, while about 70% of Tdown events have 3
or more updates. Figure 12 shows that Tdown explore more
unique paths than Tlong. These results are in accordance
with our previous analytical results in [19], but contrary to
the results of previous measurement work [12], which con-
cluded that the duration of Tlong events is similar to that
of Tdown and longer than that of Tup and Tshort. In [19]
we showed that the upper bound of Tlong convergence time
is proportional to M(P − J), where M is the MRAI timer
value, P is the path length of to the destination after the
event, and J is the distance from the failure location to the
destination. Since P is typically small for most Internet
paths, and J could be anywhere between 0 and P , the dura-
tion of most Tlong events should be short. We believe that
the main reason [12] reached a different conclusion is be-
cause they conducted measurements by artificially increas-
ing P to 30 AS hops using AS prepending. The analysis in
[19] shows that an overestimate of P would result in a longer
Tlong convergence time, which would explain why they ob-
served longer durations for beacon prefixes than what we
observed for operational prefixes.

4. POLICIES, TOPOLOGY AND ROUTING
CONVERGENCE

In this section we compare the extent of slow convergence
across different prefixes and different monitors to examine
the impacts of routing polices and topology on slow conver-
gence.

4.1 MRAI Timer
In order to make fair comparisons of slow convergence

observed by different monitors, we need to be able to tell
whether a monitor enables MRAI timer or not. The BGP
specification (RFC 4271 [22]) defines the MinRouteAdver-
tisementInterval (MRAI) as the minimum amount of time
that must elapse between two consecutive updates sent by
a router regarding the same destination prefix. Lacking
MRAI timer may lead to significantly more update mes-
sages and longer global convergence time [9]. Even though
it is a recommended practice to enable the MRAI timer, not
all routers are configured this way. Since MRAI timer will

Source: R. Oliveira, B. Zhang, D. Pei, and L. Zhang, “Quantifying Path Exploration in the Internet,”
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The effects of path exploration (cont.)
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Figure 10: Duration of Events.
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this is due to the MinRouteAdvertisementInterval (MRAI)
timer, which controls the interval between consecutive up-
dates sent by a router. The default range of MRAI timer
has the average value of 26.5 seconds, making events last for
multiples of this value. Table 1 also shows that Tpdist events
have the longest duration, the most updates and explore the
most unique paths. This suggests that Tpdist likely contains
two events very close in time, e.g., a link failure followed
shortly by its recovery. A study [18] on network failures in-
side a tier-1 provider revealed that about 90% of the failures
on high-failure links take less that 3 minutes to recover, while
50% of optical-related failures take less than 3.5 minutes
to recover. Therefore there are many short-lived network
failures and they can very well generate routing events like
Tpdist. On the other hand, Tspath events are much shorter
and have less updates. It is because that Tspath is likely due
to routing changes inside the AS hosting the monitor, and
thus does not involve inter-domain path exploration.

Third, among the path changing events, Tdown events last
the longest, have the most updates, and explore the most
unique paths. Figures 10, 11 and 12 show the distributions
of event duration, number of updates per event, and number
unique paths explored per event respectively. The results
show that route fail-down events (Tdown) last considerably
longer than route fail-over events (Tlong). In fact, Figure 10
shows that about 60% of Tlong events have duration of zero,
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while 50% of Tdown events last more than 80 seconds. In
addition, Figure 11 shows that about 60% of Tlong events
have only 1 update, while about 70% of Tdown events have 3
or more updates. Figure 12 shows that Tdown explore more
unique paths than Tlong. These results are in accordance
with our previous analytical results in [19], but contrary to
the results of previous measurement work [12], which con-
cluded that the duration of Tlong events is similar to that
of Tdown and longer than that of Tup and Tshort. In [19]
we showed that the upper bound of Tlong convergence time
is proportional to M(P − J), where M is the MRAI timer
value, P is the path length of to the destination after the
event, and J is the distance from the failure location to the
destination. Since P is typically small for most Internet
paths, and J could be anywhere between 0 and P , the dura-
tion of most Tlong events should be short. We believe that
the main reason [12] reached a different conclusion is be-
cause they conducted measurements by artificially increas-
ing P to 30 AS hops using AS prepending. The analysis in
[19] shows that an overestimate of P would result in a longer
Tlong convergence time, which would explain why they ob-
served longer durations for beacon prefixes than what we
observed for operational prefixes.

4. POLICIES, TOPOLOGY AND ROUTING
CONVERGENCE

In this section we compare the extent of slow convergence
across different prefixes and different monitors to examine
the impacts of routing polices and topology on slow conver-
gence.

4.1 MRAI Timer
In order to make fair comparisons of slow convergence

observed by different monitors, we need to be able to tell
whether a monitor enables MRAI timer or not. The BGP
specification (RFC 4271 [22]) defines the MinRouteAdver-
tisementInterval (MRAI) as the minimum amount of time
that must elapse between two consecutive updates sent by
a router regarding the same destination prefix. Lacking
MRAI timer may lead to significantly more update mes-
sages and longer global convergence time [9]. Even though
it is a recommended practice to enable the MRAI timer, not
all routers are configured this way. Since MRAI timer will

Source: R. Oliveira, B. Zhang, D. Pei, and L. Zhang, “Quantifying Path Exploration in the Internet,”
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The effects of path exploration (cont.)
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Figure 14: Duration of Tdown events as seen by mon-
itors at different tiers.
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Figure 15: Number of unique paths explored during
Tdown as seen by monitors at different tiers.

(representing a tier-1 AS) has only one no-valley path to
reach node 7 (path [3 4 6 7]), while node 5 has three paths
to reach the same destination: [5 6 7], [5 4 6 7] and [5 3 4
6 7]. In order to reach a destination, tier-1 ASes can only
utilize provider-customer links and peer-peer links to other
tier-1s, but a lower tier AS can also use customer-provider
links and peer-peer links in the middle tier, which leads to
more alternative paths to explore during Tdown events.

We studied how Tdown events are experienced by moni-
tors in different tiers, but we do not know how the origin
of the event impacts the convergence process. Note that we
must divide again the results according to the monitor lo-
cation, otherwise we may introduce bias caused by the fact
that most of our monitors are in the middle tier. We use
the notation x → y, where x is the tier where the Tdown

event is originated from and y is the tier of the monitor
that observe the event. In our measurements, we observed
that the convergence times of x → y case were close to the
y → x case. Therefore, from these two cases we will only
show the case where we have a higher percentage of moni-
tors. For instance, between core → edge and edge → core
cases we will only show the later since our monitor set cov-
ers about 27% of the core but only a tiny percentage of the
edge. Figure 17 shows the duration of Tdown events for pre-
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Figure 16: Topology example.
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Figure 17: Duration of Tdown events observed and
originated in different tiers.

fixes originated and observed at different tiers. We omit the
cases middle → core and middle → middle for clarity of the
figure, since they almost overlap with curves edge → core
and edge → middle respectively. The figure shows that the
core → core case is the fastest, and the edge → middle,
edge → edge cases are the slowest. This observation is
also confirmed by Figure 18, which shows the number of
paths explored during Tdown. Table 2 lists the median du-
rations of Tdown events originated and observed at different
tiers. Events observed by the core have shortest durations,
which confirms our previous observation (Figure 14). Note
that the edge → edge convergence is slightly faster than
the edge → middle convergence. We believe this happens
because, as mentioned before, our set of edge monitors are
very close to the core. Therefore, they may not observe so
much path exploration as the middle monitors, which may
have a number of additional peer links to reach other edge
nodes without going through the core.

We know that about 80% of the autonomous systems in
the Internet are located at the edge. Furthermore, in the
next subsection we will show that about 68% of the Tdown

events are originated at the edge. Therefore, we expect that
the edge → edge case reflects most of the slow routing con-
vergence observed in the Internet.

4.3 Origin of Fail-down Events
We will now examine where the Tdown events are orig-

inated in the Internet hierarchy. Since we expect the set
of Tdown events be common to all the 32 monitors of our

Source: R. Oliveira, B. Zhang, D. Pei, and L. Zhang, “Quantifying Path Exploration in the Internet,”
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The effects of path exploration (cont.)
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itors at different tiers.
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(representing a tier-1 AS) has only one no-valley path to
reach node 7 (path [3 4 6 7]), while node 5 has three paths
to reach the same destination: [5 6 7], [5 4 6 7] and [5 3 4
6 7]. In order to reach a destination, tier-1 ASes can only
utilize provider-customer links and peer-peer links to other
tier-1s, but a lower tier AS can also use customer-provider
links and peer-peer links in the middle tier, which leads to
more alternative paths to explore during Tdown events.

We studied how Tdown events are experienced by moni-
tors in different tiers, but we do not know how the origin
of the event impacts the convergence process. Note that we
must divide again the results according to the monitor lo-
cation, otherwise we may introduce bias caused by the fact
that most of our monitors are in the middle tier. We use
the notation x → y, where x is the tier where the Tdown

event is originated from and y is the tier of the monitor
that observe the event. In our measurements, we observed
that the convergence times of x → y case were close to the
y → x case. Therefore, from these two cases we will only
show the case where we have a higher percentage of moni-
tors. For instance, between core → edge and edge → core
cases we will only show the later since our monitor set cov-
ers about 27% of the core but only a tiny percentage of the
edge. Figure 17 shows the duration of Tdown events for pre-
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fixes originated and observed at different tiers. We omit the
cases middle → core and middle → middle for clarity of the
figure, since they almost overlap with curves edge → core
and edge → middle respectively. The figure shows that the
core → core case is the fastest, and the edge → middle,
edge → edge cases are the slowest. This observation is
also confirmed by Figure 18, which shows the number of
paths explored during Tdown. Table 2 lists the median du-
rations of Tdown events originated and observed at different
tiers. Events observed by the core have shortest durations,
which confirms our previous observation (Figure 14). Note
that the edge → edge convergence is slightly faster than
the edge → middle convergence. We believe this happens
because, as mentioned before, our set of edge monitors are
very close to the core. Therefore, they may not observe so
much path exploration as the middle monitors, which may
have a number of additional peer links to reach other edge
nodes without going through the core.
We know that about 80% of the autonomous systems in

the Internet are located at the edge. Furthermore, in the
next subsection we will show that about 68% of the Tdown

events are originated at the edge. Therefore, we expect that
the edge → edge case reflects most of the slow routing con-
vergence observed in the Internet.

4.3 Origin of Fail-down Events
We will now examine where the Tdown events are orig-

inated in the Internet hierarchy. Since we expect the set
of Tdown events be common to all the 32 monitors of our
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itors at different tiers.
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(representing a tier-1 AS) has only one no-valley path to
reach node 7 (path [3 4 6 7]), while node 5 has three paths
to reach the same destination: [5 6 7], [5 4 6 7] and [5 3 4
6 7]. In order to reach a destination, tier-1 ASes can only
utilize provider-customer links and peer-peer links to other
tier-1s, but a lower tier AS can also use customer-provider
links and peer-peer links in the middle tier, which leads to
more alternative paths to explore during Tdown events.

We studied how Tdown events are experienced by moni-
tors in different tiers, but we do not know how the origin
of the event impacts the convergence process. Note that we
must divide again the results according to the monitor lo-
cation, otherwise we may introduce bias caused by the fact
that most of our monitors are in the middle tier. We use
the notation x → y, where x is the tier where the Tdown

event is originated from and y is the tier of the monitor
that observe the event. In our measurements, we observed
that the convergence times of x → y case were close to the
y → x case. Therefore, from these two cases we will only
show the case where we have a higher percentage of moni-
tors. For instance, between core → edge and edge → core
cases we will only show the later since our monitor set cov-
ers about 27% of the core but only a tiny percentage of the
edge. Figure 17 shows the duration of Tdown events for pre-
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fixes originated and observed at different tiers. We omit the
cases middle → core and middle → middle for clarity of the
figure, since they almost overlap with curves edge → core
and edge → middle respectively. The figure shows that the
core → core case is the fastest, and the edge → middle,
edge → edge cases are the slowest. This observation is
also confirmed by Figure 18, which shows the number of
paths explored during Tdown. Table 2 lists the median du-
rations of Tdown events originated and observed at different
tiers. Events observed by the core have shortest durations,
which confirms our previous observation (Figure 14). Note
that the edge → edge convergence is slightly faster than
the edge → middle convergence. We believe this happens
because, as mentioned before, our set of edge monitors are
very close to the core. Therefore, they may not observe so
much path exploration as the middle monitors, which may
have a number of additional peer links to reach other edge
nodes without going through the core.

We know that about 80% of the autonomous systems in
the Internet are located at the edge. Furthermore, in the
next subsection we will show that about 68% of the Tdown

events are originated at the edge. Therefore, we expect that
the edge → edge case reflects most of the slow routing con-
vergence observed in the Internet.

4.3 Origin of Fail-down Events
We will now examine where the Tdown events are orig-

inated in the Internet hierarchy. Since we expect the set
of Tdown events be common to all the 32 monitors of our
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One of the causes→ failures of eBGP peerings (cont.)

...almost 3 Tdown events per minute....
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Figure 18: Number of paths explored during Tdown

events observed and originated in different tiers.

Tdown duration (s)

core→core 54
middle→core 60

edge→core 61
middle→middle 83

edge→edge 85
edge→middle 87

Table 2: Median of duration of Tdown events observed
and originated in different tiers.

data set (section 3), we will use in this subsection a single
monitor, the router 144.228.241.81 from Sprint. Note that
similar results are obtained from other monitors.

Because our data set spans over 1 month period, we do
not know if during this time there was any high-impact event
that triggered an abnormal number of Tdown failures, which
could bias our results. Figure 19 plots the cumulative num-
ber of Tdown events as observed by the monitor during Jan-
uary 2006. The cumulative number of events grow linearly,
with an approximate constant number of 3,600 Tdown events
per day. This uniform distribution along the time dimension
seems also to suggest that most fail-down events have a ran-
dom nature.

Table 3 shows the break down of Tdown events by the tier
that they are originated from. We observe that about 68%
of the events are originated at the edge. However, the edge
also announces a chunk of 56% of the prefixes. Therefore, in
order to assess the stability of each tier, and since our iden-
tification of events is based on prefix, a simple event count
is not enough. A better measure is to divide the number of
events originated at each tier by the total number of prefixes
originated from that tier. Looking at the line “No. events
per prefix” in Table 3, we observe that if the core originates
n events per prefix, the middle originates 2×n and the edge
originates 3×n such events, yielding the interesting propor-
tion 1:2:3. This seems to indicate that generally, prefixes in
the middle are twice as unstable as prefixes in the core, and
prefixes at the edge are three times as unstable as prefixes
in the core.

5. RELATED WORK
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Figure 19: Number of Tdown events over time.

Core Middle Edge

No. of events 3,011 34,514 78,149
No. of prefixes 14,367 81,988 122,877
originated
No. of events 0.21 0.42 0.63
per prefix

Table 3: Tdown Events by Origin AS

There are two types of BGP update characterization work
in the literature: passive measurements [13, 14, 11, 26, 3,
16, 23, 27, 7], and active measurements [10, 12, 17]. The
work presented in this paper belongs to the first category.
We conducted a systematic measurement to classify routing
instability events and quantify path exploration for all the
prefixes in the Internet. Our measurement also showed the
impact of AS’s tier level on the extent of path explorations.
Existing measurements of path exploration and slow con-

vergence have all been based on active measurements [10,
12, 17], where controlled events were injected into the In-
ternet from a small number of beacon sites. These mea-
surement results demonstrated the existence of BGP path
exploration and slow convergence, but did not show to what
extent they exist on the Internet under real operational con-
ditions. In contrast, in this paper we classify routing events
of all prefixes, as opposed to a small number of beacon sites,
into different categories, and for each category we provide
measurement results on the updates per event and event
durations. Given we examine the updates from multiple
peers for all the prefixes in the global routing table, we are
able to identify the impact of AS tier levels on path ex-
ploration. Regarding the relation between the tier levels of
origin ASes, our results agree with previous active measure-
ment work [12] (using a small number of beacon sites) that
prefixes originated from tier-1 ASes tend to experience less
slow convergence compared to prefixes originated from lower
tier ASes. Moreover, our results also showed that, for the
same prefix, routers of different AS tiers observe different
degree of slow convergence, with tier-1 ASes seeing much
less than lower tier ASes.
Existing passive measurements have studied the instabil-

ity of all the prefixes. The focuses have been on update

Source: R. Oliveira, B. Zhang, D. Pei, and L. Zhang, “Quantifying Path Exploration in the Internet,”
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Industry ... the MRAI timers

8 6

19

4

7 5 3

2

10.0.0.0/8

T1: 2, 3, 4T2: 5, 6

T2: 7   {2,1}

T3: 9   {7, 2,1}

T3: 8

T3: 7   {5,3,1}

T4: 7    {8,6,4,1}

T3 + MRAI: 9    { 7,5,3,1}

T3 + 2.MRAI: 9    { 7,8,6,4,1}

Min AS-path: {7,2,1}    3

Max AS-path: {7,8,6,4,1}    5

C(t)= [(Max AS-path) - (Min AS-path)].MRAI  + ∑
−pathASMin 

iD

Marcelo Yannuzzi Routing in the Future Internet: Graduate Course, INCO, Montevideo, Uruguay, 2012. 106



Scalability Issues
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Scalability Issues

FIB Evolution

Source: CIDR Report.
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Scalability Issues

RIB Evolution

Source: CIDR Report.
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A study from ARBOR Networks (2010)
External Interconnection Denseness

p/24

ISP 1 ISP 2

ISP 3

 Consider N ASes: if an edge 
AS E connects to one of the N 
ASes, each AS has (N-1) 
paths to each prefix p
announced by E

 When E connects to n of N 
ASes, each AS has at least  
n*N routes to p

 In general the total number of 
routes  to p  can grow super-
linearly with n

 Edge AS multi-homing n times to 
the same ISP does NOT have this 
effect on adjacent ISPs

 It’s common for ISPs to have 
10 or more interconnects 
with other ISPs
 when E connects to n ISPs, each 

ISP likely to see n*10 routes for p 
announced by E

 New ISPs in core, or nested 
transit relationships, often 
exacerbate the problem

ISP1 - one unique prefix (p), 22 routes total on PE 
routers, without intra-domain BGP effects

Source: Danny McPherson (ARBOR Networks) “Prefixes, Paths & Internet Routing System Scalability,”
ARIN 25, April 2010.
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A study from ARBOR Networks (2010) (cont.)
Growth: Prefixes v. Routes

6

DFZ - Unique Prefixes

Unique IPv4 Routes

Both growing linearly, 
paths slightly more steep 

Source: Danny McPherson (ARBOR Networks) “Prefixes, Paths & Internet Routing System Scalability,”
ARIN 25, April 2010.
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A study from ARBOR Networks (2010) (cont.)
ANY Best Route Change Means….

Adj-RIB-In

Adj-RIB-In

Adj-RIB-In

Adj-RIB-Out

Adj-RIB-Out

Adj-RIB-OutLoc-RIB
(sh ip bgp)

Input Policy Engine

BGP Decision 
Algorithm

Output Policy Engine

Route Table Manager

Static RIB

Connected RIB

IS-IS
LSDB

SPF

IS-IS RIB
(sh isis route)

IP Routing Information Base - RIB
(sh ip route)

Distance/Weight Applied

IP Forwarding Information Base - FIB
(sh ip cef)

dFIB dFIB dFIBdFIB dFIB

OSPF
LSDB

SPF

OSPF RIB
(sh ospf route)

“DFZ” == ~300kroutes == 2-6M

< ~350k

Any BGP route change will trigger decision 
algorithm.        ANY best BGP route change can 
result in lots of internal and wider instability. 

Don’t forget that IBGP MRAI
is commonly set to 0 secs!

Source: Danny McPherson (ARBOR Networks) “Prefixes, Paths & Internet Routing System Scalability,”
ARIN 25, April 2010.
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split the prefixes and will often tune its adver-
tisements (on a trial and error basis), so as to
adapt to variations in the inbound traffic. This,
in turn, increases the dynamics of the global
routing table.

In LA outbound traffic typically represents a
small fraction of inbound traffic. However, the
policy for managing outbound traffic requires
special care, since the utilization of links with
different capacities might degrade the perfor-
mance of end users’ applications, especially in
frequent cases where the egress links are chosen
using a round-robin scheme.

The second scenario considered here repre-
sents another frequent situation in LA, which
comes up when the intercontinental connectivity
from LA to the NAPs is part of the ISP network,
meaning that the ISP owns termination equip-
ment at both ends. This scenario is depicted in
Fig. 1b, where the ISP backbone is composed of
local (inexpensive) 10G bundles, and interconti-
nental (expensive) STM-x bundles to different
transit providers. Note that traffic among POP1,
POP2, and POP3 should be kept local, and clear-
ly the choice of uplink/downlink for interdomain
traffic might considerably affect the ISP’s eco-
nomics. The main complexity of this scenario lies
in the utilization of bundles of links. This means
that both inbound and outbound interdomain
traffic policies should be further refined, and
coordinated with intradomain routing, to opti-
mize the usage of the expensive intercontinental
links. The optimization of the distribution of
traffic in this scenario usually involves a mixture
of manual BGP-based TE techniques, TE based
on tweaking the IGP metrics, and/or multiproto-
col label switching (MPLS)-TE tunneling. These
kinds of settings usually aggravate even more the
de-aggregation of IP prefixes as well as the
dynamics of the global BGP routing table.

The third scenario consists of a variation on
the previous one, where the intercontinental
connectivity is supported by aggregation at the
synchronous digital hierarchy (SDH) layer (Fig.
1c). The strength of this solution is that it simpli-
fies the layer 3 topology, since multiple links that
were formerly connected at layer 3 are now
managed as a single trunk. This approach has

the potential to reduce the de-aggregation of IP
prefixes. The weakness, on the other hand, is
that the trunks are frequently composed of het-
erogeneous circuits, so the loss of granularity at
layer 3 makes it extremely hard to fine-tune the
distribution of traffic within the trunks.

Overall, these scenarios show the complexity
of traffic management for ISPs in LA, dominat-
ed by largely manual trial-and-error procedures.

LA PEERING INFRASTRUCTURES AND
DE-AGGREGATION FACTOR

Table 1 shows the number of Internet exchange
points (IXPs) per regional Internet registry
(RIR). It is worth highlighting that 12 of the 24
Latin American IXPs are located in Brazil, since
the latter gathers a large amount of LA’s inter-
domain traffic. This suggests that TE solutions
for LA may differ depending on the geographi-
cal area, since the network infrastructure in
Brazil is substantially different from the rest of
LA. Another characteristic of LA is the lack of
significant regional content providers. LA con-
sumes traffic mainly from the United States and
Europe, showing only a small exchange of traffic
among countries in the region. This limits the
interest of large providers in deploying IXPs in
LA, and is why most of the transit links are ter-
minated in U.S. NAPs. However, peer-to-peer
applications are changing the region’s traffic
profile, increasing the amount of regional traffic
as countries share languages and cultural habits.

As described in scenario #1 in Fig. 1a, the
de-aggregation of IP prefixes occurs when a
domain advertises CIDR blocks with longer pre-
fixes than those allocated by its RIR. To quanti-
fy this, the Internet community has defined the
de-aggregation factor (DF), which represents a
measure of the current routing table size vs. its
aggregated size, and is formally defined as

(1)

Up-to-date values for the global routing table
size and the DF are shown in Table 1 (columns
three and four, respectively). The distribution of
the DF in LA is shown in Fig. 2. The figure
shows the DF vs. the number of upstream
autonomous systems (ASs) for all the ASs regis-
tered in the LACNIC region. We observe that
the larger DFs come from ASs with a small num-
ber of upstream ASs — many of them even with
a single upstream AS. This suggests that several
of the ASs that are connected to a few transit
providers, leak their internal partitioning of pre-
fixes in their BGP advertisements.

The large DF in LA is a consequence of:
• The problem of managing traffic over het-

erogeneous and complex infrastructures
like the ones described in Fig. 1

• The intrinsic limitations of BGP-based TE
techniques [8]

• The overloading of IP address semantics [2]
The adverse effects of the permanent increase

in the DF are, fundamentally, the processing
capacity needed by the routers supporting the
global routing table (e.g., stringent memory,

DF = Prefixes in the Global Routing Table

Aggreegatable Prefixes

⎛

⎝
⎜

⎞

⎠
⎟.

�� Table 1. Statistics by region (data of April 2009, extracted from [1] and
APNIC [7]).

Region IXPs # of prefixes De-aggregation
factor (DF)

Africa 21 5K 3.46

Asia & Pacific 73 66K 2.81

Europe & Mid. East 123 67K 1.74

LA & Caribbean 24 26K 4.38

North America 88 124K 1.87

Global BGP table Global average

288K 2.12
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DF =

(
Prefixes in the Global Routing Table

Aggregatable Prefixes

)

Source: M. Yannuzzi, X. Masip-Bruin, E. Grampin, R. Gagliano, A. Castro, M. German,
“Managing interdomain traffic in Latin America: a new perspective based on LISP,”
IEEE Communications Magazine, Vol. 47 , no. 7, July 2009.
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CPU, and power requirements) and the impact
on the BGP convergence time, since the larger
the routing table, the slower the convergence.
Moreover, the practice of adjusting the distribu-
tion of interdomain traffic based on the de-
aggregation of IP prefixes adversely affects the
dynamics of the global routing table.

In the next section we overview a novel
approach that can dramatically reduce the size
and churn rate of the global routing table, and at
the same time offer a promising perspective for
dealing with the peculiarities and complexities of
interdomain traffic management in LA.

OVERVIEW OF LISP
In April 2009 the Internet Engineering Task
Force (IETF) chartered the LISP Working
Group, and experimental Requests for Com-
ments (RFCs) are expected by 2010. LISP [3, 4]
uses IP-over-IP tunnels deployed between bor-
der routers located at different domains. The IP
addresses configured on the external interfaces
of the border routers act as RLOC addresses for
the end systems in the local domain. Since an
AS usually has several border routers, the local
EID addresses can be reached through multiple
RLOC addresses. LISP separates the address
space into two parts, where only addresses from
the RLOC address space are assigned to the
transit Internet. Therefore, only RLOC address-
es are routable through the Internet; EID
addresses are considered routable only within
their local domain. To illustrate the basics of
LISP we use Fig. 3 (extracted from [3]). For a
comprehensive understanding of LISP, the read-
er is referred to [3, 4].

LISP DATA PLANE
When local end host S with EID address 1.0.0.1
(Fig. 3) wants to communicate with end host D
in a different domain whose EID address is
2.0.0.2, the following sequence of events occur in
LISP.

The first step is the usual lookup of the desti-
nation address ED in the DNS (ED corresponds
to 2.0.0.2 in the example in Fig. 3). Once ED is
obtained, the packets sourced from ES traverse
the domain and reach one of the local border
routers. In LISP the latter are referred to as
ingress tunnel routers (ITRs). Since only RLOC
addresses are globally routable, when an ITR
receives packets toward ED, it queries the con-

trol plane to retrieve the ED-to-RLOC mapping.
After the ED-to-RLOC mapping resolution, the
ITR encapsulates and tunnels packets between
the local RLOC address (ITR address 11.0.0.1 in
the example) and the RLOC address retrieved
from the mapping system, the egress tunnel
router (ETR) address in LISP terminology
(either 12.0.0.2 or 13.0.0.2 to ED depending on
the mapping). At the destination domain, the
ETR decapsulates the packets received through
the tunnel and forwards them to ED — which, as
mentioned above, is locally routable within the
domain. From the first packet received, the ETR
caches a new entry, solving in this way the
reverse mapping for the packets to be tunneled
back from ED to ES.

As shown at the bottom of Fig. 3, the map-
ping system can return multiple RLOC address-
es for the same destination. Each of the entries
returned has a priority and a weight attribute.
The priority determines the order in which the
ETRs must be selected, while the weight tells
how to distribute the traffic among ETRs with
the same priority. In the example the priorities

�� Figure 2. Distribution of the de-aggregation factor as a function of the num-
ber of upstream providers in Latin America (data of April 2009, extracted
from [1] and APNIC [7]).
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�� Figure 3. The basics of LISP.

Provider X
12.0.0.0/8

Provider Y
13.0.0.0/8

DNS entry: D’s EID address is 2.0.0.2
Mapping

entry

EID-prefix: 2.0.0.0/8
Locator-set:
12.0.0.2, priority: 1, weight: 50 (D1)
13.0.0.2, priority: 1, weight: 50 (D2)

Policy controlled
by the destination
site

Internet

EID-prefix
1.0.0.0/8

EID-prefix
2.0.0.0/8

S D
S1

S2
D2

D1

11.0.0.1

10.0.0.1

1.0.0.1 ->2.0.0.2

ITR
ETR

ETR
ITR

Legend: Locators ->Red
EIDs -> Blue

1.0.0.1 ->2.0.0.2

12.0.0.2

13.0.0.2

11.0.0.1 ->12.0.0.2

1.0.0.1  ->2.0.0.2

11.0.0.1->12.0.0.2

1.0.0.1 ->2.0.0.2

Provider B
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Provider A
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Problems with BGP-4: Churn

The number of updates grew approximately by 200% over three years
(2005–2007).

On the scalability of BGP:
the roles of topology growth and update rate-limiting

Ahmed Elmokashfi Amund Kvalbein Constantine Dovrolis
Simula Simula Georgia Tech

ABSTRACT
The scalability of BGP routing is a major concern for the
Internet community. Scalability is an issue in two different
aspects: increasing routing table size, and increasing rate of
BGP updates. In this paper, we focus on the latter. Our
objective is to characterize the churn increase experienced
by ASes in different levels of the Internet hierarchy as the
network grows. We look at several “what-if” growth sce-
narios that are either plausible directions in the evolution of
the Internet or educational corner cases, and investigate their
scalability implications. In addition, we examine the effect
of the BGP update rate-limiting timer (MRAI), considering
both major variations with which it has been deployed. Our
findings explain the dramatically different impact of multi-
homing and peering on BGP scalability, identify which topo-
logical growth scenarios will lead to faster churn increase,
and emphasize the importance of not rate-limiting explicit
withdrawals (despite what RFC-4271 recently required).

1. INTRODUCTION
Recently, there is a significant concern among both

Internet operators and researchers about the scalabil-
ity of interdomain routing with BGP. A workshop or-
ganized by the Internet Architecture Board concluded
that “routing scalability is the most important problem
facing the Internet today” [24]. The concern is that we
are soon approaching the point where the global rout-
ing system, and the core routers in particular, will no
longer be able to keep up with routing dynamics. BGP
scalability is an issue in two different aspects: increas-
ing routing table size, and increasing rate of BGP up-
dates (churn). Note that, in general, an increase in the
routing table size (number of routable prefixes) also in-

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
ACM CoNEXT 2008, December 10-12, 2008, Madrid, SPAIN
Copyright 2008 ACM 978-1-60558-210-8/08/0012 ...$5.00.
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Figure 1: Growth in churn from a monitor in
France Telecom’s network.

creases churn, since the number of networks that can
fail or trigger a route change increases. In this paper,
we focus on the issue of increasing churn.

A recent measurement study [16] showed that BGP
churn increases at a much faster pace than the routing
table size. During 2005, the daily rate of update mes-
sages almost doubled, while the size of the routing table
grew by only 18%. Projections of this growth trend in-
dicate that the processing load on core routers demands
expensive router upgrades. This problem is exacerbated
by the burstiness of BGP update traffic: routers should
be able to process peak update rates that are up to 1000
times higher than the daily averages [15]. To illustrate
the growth and variability in churn, we plot the rate
of BGP updates received from a RIPE routing moni-
tor located in France Telecom’s backbone network [29].
Figure 1 shows how the number of updates sent each
day increased through 2005-2007. Due to the high vari-
ability, we used the Mann-Kendall test to estimate the
trend in churn growth. Using this estimation technique,
the number of updates received from this monitor grew
approximately by a total of 200% over these three years.

The goal of this study is to improve our understand-
ing of the underlying reasons for the experienced growth
in churn. Churn is a result of a complex interplay of
1) the routing protocol, including policy annotations
and various BGP mechanisms like update rate limit-
ing, route flap dampening etc. 2) events like prefix an-
nouncements, link failures, session resets, traffic engi-
neering operations that generate routing updates, and

Growth in churn from a monitor in France Telecom’s network.

Source: A. Elmokashfi, A. Kvalbein, C. Dovrolis, “On the scalability of BGP: the roles of topology growth and
update rate-limiting,” ACM CoNEXT 2008, Madrid, Spain, December 2008.
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28-08-2009 16

Growth of Active BGP Entries
(from Jan’89 to Mar’08)

~15-20%

~25%

(*) RIB/FIB ratio can vary from ~3 to 30 (function of number of BGP peering 
sessions at sample point)

Source: BGP Routing Table Analysis Reports - http://bgp.potaroo.net/index-bgp.html

Jan.1 2011 (low-end predictions)
- FIB Size: [370,000;400,000] prefixes
- Update Rate: 2.8M prefix updates / day
- Withdrawal Rate: 1.6M withdrawals per day
- 550Mbytes Memory
- 120% of a 1.5Ghz processor

Jan.1 2011 (low-end predictions)
- FIB Size: [370,000;400,000] prefixes
- Update Rate: 2.8M prefix updates / day
- Withdrawal Rate: 1.6M withdrawals per day
- 550Mbytes Memory
- 120% of a 1.5Ghz processor

Jan.1 2006
– FIB Size: 176,000 prefixes
– Update Rate: 0.7M prefix updates / day
– Withdrawal Rate: 0.4M prefix withdrawals / day
– 250Mbytes memory
– 30% of a 1.5Ghz processor
RIB/FIB ratio (779057/266725): 2.9208 (*)
Jan.1 2009
- FIB size: [275,000;300,000] prefixes
- Update Rate: 1.7M prefix updates / day
- Withdrawal Rate: 0.9M withdrawals / day
- 400Mbytes Memory
- 75% of a 1.5Ghz processor

Jan.1 2006
– FIB Size: 176,000 prefixes
– Update Rate: 0.7M prefix updates / day
– Withdrawal Rate: 0.4M prefix withdrawals / day
– 250Mbytes memory
– 30% of a 1.5Ghz processor
RIB/FIB ratio (779057/266725): 2.9208 (*)
Jan.1 2009
- FIB size: [275,000;300,000] prefixes
- Update Rate: 1.7M prefix updates / day
- Withdrawal Rate: 0.9M withdrawals / day
- 400Mbytes Memory
- 75% of a 1.5Ghz processor
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In practice...
• Static: DFZ routing tables

– 300.000 prefix entries (growing at ~20-25% per year) 
– 30.000 ASs (growing ~15-20% per year)

• Dynamics BGP updates (routing convergence)
– Average: 2-3 per sec. – Peak: O(1000) per sec.
– BGP suffers from churn which increases load on BGP routers 

(due to link/nodes failures and traffic engineering)
– BGP’s path vector amplifies these problems
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One of the causes→ failures of eBGP peerings
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Figure 1: Failures of eBGP peerings

The second information that we gathered from the IS-IS trace
was the duration of the failures. Figure 2 provides the cumulative
distribution of the duration of the failures that affected the all BGP
peering links as well as the most stable eBGP peering links. The
curve labelled ’All eBGP peering links’ shows than most eBGP
peering link failures last less than 100 seconds. However, this num-
ber is biased by the large amount of flapping on some of the studied
links.

To reduce this flapping bias, we removed from the analysis the
five eBGP peering links that caused most of the failures and draw
the curve labelled ’Stable eBGP peering links’. An analysis of the
failures affecting the stable BGP peering links reveals several in-
teresting points. First, 22% of the eBGP peering link failures last
less than 1 second. Such a transient failure should clearly not cause
the exchange of a large number of BGP messages inside the transit
AS to converge towards new routes. Second, 82% of the failures
of the most stable eBGP peering links lasted less than 180 seconds.
This is similar to the study of intradomain link failures reported
in [21],where about 70% of the failures lasted less than 3 minutes.
Note that if we consider all eBGP peering links in our analysis in-
stead of only the most stable ones, then 97.5% of the eBGP peering
link failures last less than three minutes.
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Figure 2: Duration of the failures of the eBGP peering links

2.3 Implications
Our study confirms the three major results of the intradomain

studies : peering link failures are common events, a small number
of peering links are responsible for a large fraction of the failures
and peering link failures are usually transient events. Since most
of those failures last less than a few minutes, those events are good
candidates to be protected by using a fast reroute technique. For
the transient failures, by using such a technique and waiting say
one minute before advertising the link failure via BGP, it could be
possible to reduce the BGP churn.

3. PROBLEM STATEMENT
There are several ways of interconnecting ASes together [38].

To design our fast reroute technique, we first assume that if ASx
considers that a BGP peering link with ASy is valuable enough to
be protected, then there should at least be a second link between
ASx and ASy. This is a very reasonable requirement from an
operational viewpoint.

This type of interconnection is very common between transit
ISPs and when stub ASes are connected with redundant links to
their provider. For such multi-connected ASes, the failure of one
interdomain link can be naturally handled by redirecting the pack-
ets sent on the protected link to another link with the same AS. For
example, in figure 3, if link R1−X1 fails, then R1 should be able
to immediately reroute the packets that were using the failed link
to X2 via R2. This redirection of the packets is possible provided
that the same destinations are reachable via the two parallel links.
This is a common requirement for peering links [8] and can be a
design guideline to provide sub-50 milliseconds recovery in case
of failures.

A similar interconnection is also used in BGP/MPLS VPNs (right
part of figure 3). For important customer sites, it is common to at-
tach two customer edge (CE) routers from this site to two different
provider edge (PE) routers of the service provider. In the right part
of figure 3, if link PE1 − CE1 fails, then PE1 should be able to
immediately reroute the packets that were using the failed link to
CE2 via PE2.

Figure 3: The parallel-links problem for peering links and
BGP/MPLS VPNs

We call the problem of protecting such links the parallel-links
problem in the remainder of this document. To be deployable, a
solution to the parallel-links problem will need to meet four re-
quirements.

1. The same solution should be applicable for both directions
of the interdomain link.

2. As a router controls its outgoing traffic, it should be able to
protect it without any cooperation with BGP routers outside

33

Source: O. Bonaventure, C. Filsfils, and P. Francois, “Achieving Sub-50 Milliseconds Recovery Upon BGP
Peering Link Failures,” ACM CoNEXT 2005, Toulouse, France, October 2005.
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The second information that we gathered from the IS-IS trace
was the duration of the failures. Figure 2 provides the cumulative
distribution of the duration of the failures that affected the all BGP
peering links as well as the most stable eBGP peering links. The
curve labelled ’All eBGP peering links’ shows than most eBGP
peering link failures last less than 100 seconds. However, this num-
ber is biased by the large amount of flapping on some of the studied
links.

To reduce this flapping bias, we removed from the analysis the
five eBGP peering links that caused most of the failures and draw
the curve labelled ’Stable eBGP peering links’. An analysis of the
failures affecting the stable BGP peering links reveals several in-
teresting points. First, 22% of the eBGP peering link failures last
less than 1 second. Such a transient failure should clearly not cause
the exchange of a large number of BGP messages inside the transit
AS to converge towards new routes. Second, 82% of the failures
of the most stable eBGP peering links lasted less than 180 seconds.
This is similar to the study of intradomain link failures reported
in [21],where about 70% of the failures lasted less than 3 minutes.
Note that if we consider all eBGP peering links in our analysis in-
stead of only the most stable ones, then 97.5% of the eBGP peering
link failures last less than three minutes.
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2.3 Implications
Our study confirms the three major results of the intradomain

studies : peering link failures are common events, a small number
of peering links are responsible for a large fraction of the failures
and peering link failures are usually transient events. Since most
of those failures last less than a few minutes, those events are good
candidates to be protected by using a fast reroute technique. For
the transient failures, by using such a technique and waiting say
one minute before advertising the link failure via BGP, it could be
possible to reduce the BGP churn.

3. PROBLEM STATEMENT
There are several ways of interconnecting ASes together [38].

To design our fast reroute technique, we first assume that if ASx
considers that a BGP peering link with ASy is valuable enough to
be protected, then there should at least be a second link between
ASx and ASy. This is a very reasonable requirement from an
operational viewpoint.

This type of interconnection is very common between transit
ISPs and when stub ASes are connected with redundant links to
their provider. For such multi-connected ASes, the failure of one
interdomain link can be naturally handled by redirecting the pack-
ets sent on the protected link to another link with the same AS. For
example, in figure 3, if link R1−X1 fails, then R1 should be able
to immediately reroute the packets that were using the failed link
to X2 via R2. This redirection of the packets is possible provided
that the same destinations are reachable via the two parallel links.
This is a common requirement for peering links [8] and can be a
design guideline to provide sub-50 milliseconds recovery in case
of failures.

A similar interconnection is also used in BGP/MPLS VPNs (right
part of figure 3). For important customer sites, it is common to at-
tach two customer edge (CE) routers from this site to two different
provider edge (PE) routers of the service provider. In the right part
of figure 3, if link PE1 − CE1 fails, then PE1 should be able to
immediately reroute the packets that were using the failed link to
CE2 via PE2.

Figure 3: The parallel-links problem for peering links and
BGP/MPLS VPNs

We call the problem of protecting such links the parallel-links
problem in the remainder of this document. To be deployable, a
solution to the parallel-links problem will need to meet four re-
quirements.

1. The same solution should be applicable for both directions
of the interdomain link.

2. As a router controls its outgoing traffic, it should be able to
protect it without any cooperation with BGP routers outside

33

Source: O. Bonaventure, C. Filsfils, and P. Francois, “Achieving Sub-50 Milliseconds Recovery Upon BGP
Peering Link Failures,” ACM CoNEXT 2005, Toulouse, France, October 2005.
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Other causes ... duplicates ...Duplicates are responsible for most traffic 
during busiest times – PAM ’10, Park et al. 

AS1853
86.42%

17,925 updates in total
17,492 (~97%) are duplicates

Illustrates that duplicates are responsible for the majority of router processing 
loads during their busiest times

86.42% of the total updates during the busiest 267 seconds are duplicates

Source: Danny McPherson (ARBOR Networks) “Prefixes, Paths & Internet Routing System Scalability,”
ARIN 25, April 2010.
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Other causes ... duplicates ... (cont.)

Source: J. H. Park, D. Jen, M. Lad, S. Amante, D. McPherson, and L. Zhang “Investigating occurrence of
duplicate updates in BGP announcements,” Passive and Active Measurement Conference (PAM), Zurich,
Switzerland, 2010.
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Cross dependencies
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ure shows that unfortunately, none of the
existing mechanisms is able to strengthen
the accomplishment of some of the objec-
tives without weakening the accomplish-
ment of some other. From our perspective
the issue remains largely unsolved, and will
remain in this state unless we thoroughly
understand the intrinsic trade-offs between
some of the objectives in Fig. 3 and, based
on this understanding, succeed in develop-
ing novel mechanisms that could timely
balance the accomplishment of all the
objectives at the same time.

Scalability Problems Due to
Multihoming
Several studies such as [17] have shown
that BGP routing tables are growing sig-
nificantly fast, which imposes a consider-
able pressure on the scalability of BGP. In
the early 1990s, such a growth resulted in
the definition of the CIDR IP address allocation architecture.
The main reason for the recent growth lies in the fact that most
stub ASes have chosen to increment their connectivity to the
Internet for both resilience and load balancing reasons. As stat-
ed earlier, this practice of connecting to multiple ISPs is known
as multihoming. To explain how multihoming affects the size of
BGP routing tables, let us consider the example in Fig. 4.
Assume that multihomed stub AS1 originates two IP prefixes,
194.100.80.0/20 (obtained from AS2’s block of IP prefixes) and
200.2.160.0/20 (obtained from AS3). In order to load balance
its inbound traffic and count with a fault-tolerant routing
scheme, AS1 chooses to advertise its prefixes so that:
• Traffic targeting 194.100.80.0/20 should primarily enter the

AS via AS2 and use AS3 as a backup path.
• Traffic targeting 200.2.160.0/20 should primarily enter the

AS via AS3 and use AS2 as a backup path.
To accomplish these goals, AS1 selectively prepends its own

AS number in its BGP advertisements with the aim of increas-
ing the AS path length for the specific prefixes, and hence
influence selection of the best route in upstream ASes.4 Fig-
ure 4 shows the BGP advertisements sent by AS1. In this fig-
ure we assume that AS2 and AS3 are configured differently.
AS3 propagates the two BGP advertisements received from
AS1. AS2, on the other hand, sends an aggregate advertise-
ment for 194.100.0.0/16. As this prefix includes
194.100.80.0/20, the advertisement received from AS1 is not
propagated. This is typically so when a customer advertises a
prefix that belongs to one of its ISP’s block of prefixes. In
such a case the ISP could aggregate the customer advertise-
ment into a shorter prefix when advertising the prefix to other
customers or peers.

As shown in Fig. 4, even though AS1 originates only two
prefixes, AS4 receives four routes for three different prefixes:
194.100.80.0/20 (from AS3), 194.100.0.0/16 (from AS2), and
200.2.160.0/20 (from both AS3 and AS2). This increases the
size of the BGP routing table of R41 since it receives more
than one route for the same prefix.

Despite the prepending operation, all traffic from AS4
toward AS1 will be routed via AS3. This is because:

• The shortest AS-path for 200.2.160.0/20 is via AS3.
• The traffic for 194.100.80.0/20 will also be sent via AS3

because a BGP router always prefers the most specific (i.e.,
longest) prefix when forwarding packets.

In such conditions AS2 will usually stop aggregating AS1’s
prefixes so that AS1 can start receiving traffic for
194.100.80.0/20 via AS2. This disaggregation causes AS2 to
advertise two prefixes to AS4: the customer’s prefix,
194.100.80.0/20, and the aggregate 194.100.0.0/16 with an
additional increment in size of the BGP routing tables.

In the example, prefix 194.100.10.0/20 belongs to AS2, so this pre-
fix cannot be aggregated by another ISP (AS3). As a general rule, a
multihomed AS has several providers, and its prefixes cannot be
aggregated by all of its providers. In fact, when a multihomed stub
AS has allocated its own IP address space, the usual situation is that
none of the providers is able to aggregate the prefixes of this AS.

In sum, load balancing and poor aggregation are the main
reasons BGP tables are growing so fast.5 The application of
these practices makes the overall BGP routing tables nearly

n Figure 3. The complex and still unsolved balance between three interdomain routing
objectives.
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n Figure 4. Growth of BGP routing tables: lack of aggregation
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AS3
AS4

R41

AS2

R12

R11

AS1

194.100.80.0/20

194.100.80.0/20
AS path: {AS1, AS1}

200.2.160.0/20

200.2.160.0/20
AS path: {AS1}

194.100.0.0/16
AS path: {AS2, AS1}

200.2.160.0/20
AS path: {AS2, AS1, AS1}

194.100.80.0/20
AS path: {AS1}

200.2.160.0/20
AS path: {AS1, AS1}

194.100.80.0/20
AS path: {AS3, AS1, AS1}

200.2.160.0/20
AS path: {AS3, AS1}

4 It is worth mentioning that even though prepending is widely used in
operational networks to influence how traffic enters an AS, for several rea-
sons it does not always work. One of these reasons is addressed in the rest
of the example. Other reasons are addressed later.

5 While the maximum number of entries in a BGP router was around 1 ×
105 in 2001, at present this number is larger than 1.63 × 105 [4, 17].
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Source: M. Yannuzzi et al. “Open issues in interdomain routing: a survey,” IEEE Network, Nov./Dec. 2005.
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Routing Policies and Traffic
Engineering Limitations

Marcelo Yannuzzi Routing in the Future Internet: Graduate Course, INCO, Montevideo, Uruguay, 2012. 124



The effects of routing policies

The example of the bad gadget

1 3

2

0

Source: T. Griffin T, and G. Wilfong G, “An Analysis of BGP Convergence Properties,” ACM/SIGCOMM,
Cambridge MA, USA, 1999.
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The effects of routing policies (cont.)
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Source: M. Yannuzzi, R. Serral-Gracia, and X. Masip-Bruin, ”Chapter 3: Distance and Path Vector
Routing Models,” to be published in the book "MULTI-DOMAIN NETWORKS: A PRACTICAL
PERSPECTIVE," Springer Series, Series Ed.: B. Mukherjee, Eds: N. Ghani, M. Peng, and I. Monga.
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Limited Traffic Engineering (TE) functionality

Limited Control

BGP only offers a limited set of TE functionalities, whose effects
are rarely predictable beyond the local domain.

Basic TE requirements, such as route control remain unsolved in
practice.

A BGP router only advertises its best path toward a destination,
i.e., the path contained in its FIB which the one used by the
router to forward traffic to the destination. Clearly, this improves
the overall scalability of the routing system, but adversely
reduces the number of paths that can be used for improving the
performance and reliability of inter-domain traffic.

Business-driven competition between domains together with the
potentially conflicting nature of routing policies, make the
accurate control of inter-domain routing an extremely hard
problem to solve.
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Limited TE control

EEQoS'05, Paris, France, June 21-22 2005© 2005, B. Quoitin 6

Interdomain Path diversity (1)Interdomain Path diversity (1)

BGP reduces path diversity

In each router,
BGP selects a single
best-route towards
each prefix.

Source: B. Quoitin and O. Bonaventure, “A Cooperative Approach to Interdomain Traffic Engineering,”
1st Conference on Next Generation Internet Networks Traffic Engineering (NGI 2005), Rome, Italy,
April 18-20th 2005.
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Routing limitations of Path Vector Protocols

With the current implementation of BGP, a router has no means to find
inter-domain paths subject to constraints, such as:

paths with a certain amount of available bandwidth
with bounded delay
bounded losses
... or combinations of these.

The protocol also lacks multi-path routing capabilities, and therefore, the traffic
cannot be balanced among different paths—except for specific settings and
vendor implementations.

This restriction also disables the possibility of finding and establishing primary
and protection paths for critical communications.

QoS Routing (QoSR): cumbersome and expensive both in CAPEX and OPEX
.... providers have preferred to simplify the operation and maintenance of their
networks and relied on capacity overprovisioning for improving the performance
and reliability of their services.
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Single path in the FIB (... and the only one advertised)

MIRO: Multi-path Interdomain ROuting

Wen Xu and Jennifer Rexford
Department of Computer Science

Princeton University

ABSTRACT
The Internet consists of thousands of independent domains with
different, and sometimes competing, business interests. However,
the current interdomain routing protocol (BGP) limits eachrouter
to using a single route for each destination prefix, which maynot
satisfy the diverse requirements of end users. Recent proposals for
source routing offer an alternative where end hosts or edge routers
select the end-to-end paths. However, source routing leaves transit
domains with very little control and introduces difficult scalability
and security challenges. In this paper, we present a multi-path inter-
domain routing protocol called MIRO that offers substantial flexi-
bility, while giving transit domains control over the flow oftraffic
through their infrastructure and avoiding state explosionin dissem-
inating reachability information. In MIRO, routers learn default
routes through the existing BGP protocol, and arbitrary pairs of do-
mains can negotiate the use of additional paths (bound to tunnels
in the data plane) tailored to their special needs. MIRO retains the
simplicity of BGP for most traffic, and remains backwards compat-
ible with BGP to allow for incremental deployability. Experiments
with Internet topology and routing data illustrate that MIRO offers
tremendous flexibility for path selection with reasonable overhead.

Categories and Subject Descriptors:
C.2.6 [Communication Networks]: Internetworking

General Terms: Design, Experimentation.

Keywords: BGP, flexibility, inter-domain routing, multipath rout-
ing, scalability.

1. INTRODUCTION
The Internet consists of thousands of independently administered

domains (or Autonomous Systems) that rely on the Border Gate-
way Protocol (BGP) to learn how to reach remote destinations. Al-
though BGP allows ASes to apply a wide range of routing policies,
the protocol requires each router to select a single “best” route for
each destination prefix from the routes advertised by its neighbors.
This leaves many ASes with little control over the paths their traffic
takes. For example, an AS might want to avoid paths traversing an
AS known to have bad performance or filter data packets based on

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
SIGCOMM’06,September 11–15, 2006, Pisa, Italy.
Copyright 2006 ACM 1-59593-308-5/06/0009 ...$5.00.
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Figure 1: Single-path routing to AS F

their contents. This is the situation in Figure 1, where thick lines
represent the paths chosen to reach AS F. AS A does not want AS E
to carry its traffic, but it has no choice because B and D have both
selected paths through E. Simply asking B to switch to the route
BCF is not an attractive solution, since this would not allowAS B
and its other neighbors to continue using BEF.

Recent research has considered several alternatives to single-
path routing, including source routing and overlay networks. In
source routing, an end user or AS picks the entire path the pack-
ets traverse [1–5]. In overlay networks, packets can travelthrough
intermediate hosts to avoid performance or reliability problems on
the direct path [6]. However, these techniques do not give transit
ASes, such as Internet Service Providers (ISPs), much control over
the traffic traversing their networks. This control is important for
ASes to engineer their networks to run efficiently, and to maximize
revenue. The lack of control for ISPs is a significant impediment
to the eventual adoption of source routing. In addition, both source
routing and overlay networks may not scale to a network the size
of the Internet. Instead, we explore an alternative solution where
the interdomain routing protocol supports multi-path routing, while
providing flexible control for transit ASes and avoiding state explo-
sion in disseminating routing information.

Our solution is motivated by several observations about today’s
interdomain-routing system:

• Having each router select and advertise a single route for
each prefix is not flexible enough to satisfy the diverse per-
formance and security requirements. In Figure 1, today’s
routing system does not enable AS A to circumvent AS E
in sending traffic to AS F.

• The existing routes chosen by BGP are sufficient for a large
portion of the traffic. In Figure 1, AS B and its other cus-
tomers may be perfectly happy with the path BEF.

• End users need control over thepropertiesof the end-to-end
path, rather than complete control over which path is taken.
In Figure 1, AS A only wants to avoid AS E and does not
care about the rest of the path.

Source: W. Xu and J. Rexford, “MIRO: Multi-path Interdomain ROuting,” ACM SIGCOMM, Pisa, Italy,
September 2006.
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Limited expressiveness of policies and TE control
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BGP-based approaches

Local-Pref Out Domain X X X
IGP weights Out Domain X (X) X

Sel. announcements In Internet X Not robust to access link failure.
More spec. prefixes In Internet X Sensitive to filtering

MED In Neighbor(s) X X (X) Requires bilateral agreement(s)
AS-Path prepending In Internet X X Limited granularity (given the

diameter of the Internet). Impact
difficult to predict.

Communities In Internet X X Impact difficult to predict. Large
search space.

Non BGP-based approaches

RON, Detours In/Out Internet X X Require modifications to end-
systems. Rely on a large number
of IP tunnels.

NAT In Internet X Target multi-homed enterprise
networks. Poses problem when
one access link fails.

New architectures In/Out Internet X X X Difficult to deploy in the current
Internet.

Table 4.3: Summary of traffic engineering methods.Source: B. Quoitin, “BGP-based Interdomain Traffic Engineering,” Doctoral Thesis, Louvain-la-Neuve,
Belgium, 2006.
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offline or in any case is known in advance,
so dynamic computation only addresses the
detailed node-level path (INs and BNs).

• Diversity requirements apply at the node
level but not at the domain level (i.e., both
paths cross exactly the same set of domains).

These assumptions are helpful for a simpler pre-
sentation of the computation mechanisms but do
not restrict the generality of the results present-
ed below.

Additionally, Resource Reservation Protocol
with TE (RSVP-TE) [6] is the signaling protocol
assumed. Recall that a typical RSVP-TE signal-
ing procedure starts with a downstream flow of
PATH messages (from source to destination),
and follows with an upstream flow of RESV mes-
sages. The head-end node (source) can enforce
an explicit route by including the list of network
elements to be traversed into a specific object
within the PATH messages, an explicit route
object (ERO). The ERO can be strict or loose,
depending on whether or not the list is complete.
More generally, the ERO can be used by any
node along the path to enforce explicit routing of
a downstream LSP section. In an interdomain
environment, this feature can be used by any
ingress BN to explicitly control the LSP section
within its own domain to the egress BN.

CURRENTLY PROPOSED SCHEMES
Here we present three schemes that have been
recently proposed for interdomain diverse path
computation. The first scheme follows the think-
before-make approach, and is based on the so-
called PCE architecture currently under
consideration by the IETF4 [5]. The other two

mechanisms can be implemented with small
extensions to the current RSVP-TE protocol, and
do not require architectural modification. All
three schemes are being discussed in the IETF.

PCE-BASED SCHEME (THINK-BEFORE-MAKE)
In the scheme proposed by [7] path computation
and LSP installation are performed in separate
phases. The first phase involves collaborative
communication between the PCEs along the
chain of domains in order to collectively deter-
mine the detailed node-level path. In the case of
multiple path computation, all paths can be
computed jointly as described below. At the end
of this phase, the detailed path list is returned to
the head-end node so that it can start the instal-
lation phase by including it in the ERO. The
computation mechanism proposed in [7] ensures
an optimal end-to-end solution (i.e., a path pair
with minimal total cost). It achieves this through
distributed coordination of the PCEs along the
domains involved. Figure 1 depicts a generic sec-
tion of the domain-level path. Index k denotes
the order of the crossed domain (k = 1 is the
source domain), and Nk the number of BNs
between domains k – 1 and k. Let us first consid-
er the case of single path computation to a
remote destination d, with some constraints
(e.g., available bandwidth) and the objective of
minimizing some additive link cost. The basic
idea is that PCE(k + 1) advertises a set of Nk+1
candidate paths to PCE(k) along with associated
costs (arrow 1, Fig. 1). This set includes the opti-
mal path from each of the Nk+1 entry points
(from domain k) toward d. Then PCE(k) can
build a virtual topology where the Nk+1 border
nodes are directly connected to d by virtual links

nnnn Figure 1. Reference interdomain scenario and PCE-based computation scheme.
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with the advertised costs. On top of this virtual
topology, PCE(k) can compute a set of Nk opti-
mal paths, from each of the Nk ingress border
nodes (from domain k – 1) towards d. These Nk
candidate paths are then advertised back to
PCE(k – 1) and the procedure is repeated. It can
be easily shown that the number of paths adver-
tised at each stage from PCE(k) to PCE(k – 1) is
equal to the number Nk of ingress candidate
BNs. The optimality of the final solution is guar-
anteed since each stage advertises a candidate
optimal path for each entry point, which leads to
an exhaustive search.

The extension of this mechanism for diverse
path computation is straightforward. In order to
ensure a globally optimal solution, PCE(k) has
to advertise an optimal candidate path for each
possible pair of entry points, for a total of Nk (Nk
–1)/2 paths. By extension, optimal computation
of m diverse paths requires that at each stage

paths are advertised by PCE(k).
The implementation of this mechanism relies

on the PCE architecture proposed in [6]. There-
in no assumption is made about the communica-
tion protocol between the PCEs during the
computation phase. At a more abstract level, the
PCE architecture introduces a kind of interdo-
main path computation plane, composed of the
PCEs and associated PCE–PCE communication
processes, that is logically separated by the sig-
naling plane for LSP installation.

PPRO-BASED SCHEME (COMBINED APPROACH)
A relatively simple scheme for the setup of dis-
joint LSPs foresees the subsequent installation of
the two paths in separate phases and is based on
the primary path route object (PPRO), a new
RSVP-TE object proposed in [8]. With this
scheme, the first LSP (primary) is signaled with
the standard RSVP-TE procedure: in each
domain, the ingress BN computes the local path
section toward the destination until the next
egress BNs (a simple run of Dijkstra suffices) and
uses the ERO in the PATH messages to drive the
label allocation along the computed path section.
During the primary LSP signaling, the record
route object (RRO) is activated in the RESV mes-
sages with the role of collecting the detailed node-
level path of the established LSP and reporting it
back to the head-end node. Subsequently, the
head-end node starts the setup phase of the sec-
ondary LSP with a new downstream PATH flow.

The basic idea of this scheme is to include an
additional object in the PATH messages of the
secondary LSP advertising the node-level net-
work elements included in the primary LSP so
that they can be explicitly excluded by the path
computation of the secondary LSP. A new
object, the PPRO, was proposed in [8] specifical-
ly for this purpose; hence, we denote this scheme
PPRO-based . Each BN computes the down-
stream (secondary) path section over a reduced
graph where the elements listed in the PPRO —
and all other elements with common SRLGs —
are pruned. Since the PPRO content is copied
by the head-end node from the RRO received

from the primary path, intersections between the
two paths are avoided. With this scheme the
computation and installation functions for each
LSP (primary, secondary) are combined in a sin-
gle PATH/RESV cycle. However, the secondary
path is set subsequent to the primary path.

Note that also the exclude route object
(XRO) proposed in [9] can be used in place of
the PPRO. In general, the semantics of XRO
and ERO are complementary: while the latter
explicitly includes, the former explicitly excludes
specific elements from path computation. Inter-
domain path diversity is listed among the appli-
cations of XRO in [9]. Within the scope of this
work the role of XRO is equivalent to PPRO;
therefore, we maintain the PPRO-based termi-
nology to address both options.

The advantages of the PPRO-based solution
are its simplicity and the marginal impact on the
existing RSVP-TE protocol, since only one addi-
tional new object is required. However, a poten-
tial point of concern is the performance of the
underlying computation scheme. In fact, in cer-
tain cases a pair of diverse paths exists in the net-
work graph but the subsequent computation
strategy fails to find them. A simple example is
provided in Fig. 2. This and similar cases are
called “trap topologies”: they are well known in
the literature of intradomain protection schemes,
and according to [10] are found in typical carrier
network backbones. In other cases, subsequent
computation might lead to paths with suboptimal
total cost (an example is provided in [11, Fig. 6]).

ARO-BASED SCHEME (COMBINED APPROACH)
The mechanism proposed in [12] (see also [11])
aims to overcome the limitations of the PPRO-
based scheme, while keeping a comparable
degree of simplicity and adherence to the legacy
RSVP-TE specifications. Similar to the above,
an additional object is required in the RSVP-TE
messages, an associated route object (ARO).
Again, the setup of a disjoint connection pair
involves two subsequent signaling procedures
along the primary and secondary paths. But in
this case the computation of both paths is con-
centrated in the first phase. In other words, the
two paths are computed jointly. This is accom-
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

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nnnn Figure 2. Trap topology: The shortest path from i to e across b–c leaves the
residual graph disconnected. Therefore, sequential computation fails to com-
pute the diverse pair (i-a-d-c-e and i-b-f-g-e).
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Problem: 2 Link Disjoint Paths

Given a source node s and a destination node t , find two link-disjoint (s, t)-paths p1
and 2 of minimum total weight W (p1) + W (p2).

The path with minimum weight can be used as the primary path and the second
one as the backup path.

A relevant problem is to find two paths p1 and p2 that minimize
max{W (p1),W (p2)}. The solution to this problem can achieve a better balance
between the delay of the primary and backup path, but this problem is NP-hard.

The standard algorithm used for solving this problem is the one provided by
Suurballe and Tarjan (full topology must be known to every node in the network).
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Security vulnerabilities

Add-on instead of built-in

BGP lacks both path and origin authentication
A BGP router can be perfectly used to advertise any
possible (prefix, path vector) pair to the Internet
This makes the inter-domain routing system extremely
vulnerable to certain attacks, since both IP prefixes and
routes can be hijacked
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The approach we considered includes a bit vector in each sig-
nature, and includes a map (from bits to peers) in the speak-
er’s X.509 certificate, similar to ASPolicyCert by soBGP.
Rather than transient session conditions, these certificates
represent business relationships between peering ASes. An
alternative is to include a list of ASes as intended recipients
[14].

Secure Path Vector — Hu et al. [15] proposed the secure path
vector (SPV) for BGP path authentication. Instead of expen-
sive public key cryptography, SPV relies on symmetric crypto-
graphic primitives: one-way hash chains, Merkle hash trees,
and one-time signatures. The authors compared SPV with S-
BGP (assuming S-BGP uses the RSA algorithm). SPV pro-
vides a similar level of security with an assumption: no
neighboring ASes are colluding. Furthermore, one-time signa-
tures are secure when they are used to sign only one message.
Multiple Updates for the same prefix can increase the proba-
bility of falsifying AS paths. In terms of performance, the
authors concluded that SPV performed 22 times faster with
2.7 times longer signatures.

Listen and Whisper — Subramanian et al. proposed the Listen
and Whisper protocols for efficient path authentication [16].
Similar to psBGP and IRV, speakers rely on consistency
checks to detect invalid route information. The Whisper pro-
tocol uses hash function and redundant routes to detect
inconsistency on AS paths. One detection triggers an alarm.
Multiple alarms can help identify a malicious AS. Further-
more, the Listen protocol uses TCP flows to verify that a spe-
cific prefix is actually reachable. Compared to other security
proposals, Listen and Whisper offers weaker security. Howev-
er, it does not rely on any centralized infrastructure or
database.

Performance Evaluation
Analysis
The above security proposals have their strengths and draw-
backs. We are interested in understanding their performance
impacts, one important factor that affects their deployment in
the real world. Table 1 summarizes their properties and com-
pares their performance qualitatively, based on the perfor-
mance evaluation in studies by authors of the proposals.

Most of the security proposals use hierarchical PKI archi-
tecture to express and verify IP address ownership. General-
ly, this approach provides relatively stronger security than
distributed models based on consistency checking. Most of
the proposals choose to prepare address ownership proofs
offline. The time overhead of sending and verifying a proof
is fairly low. There are two types of approaches to store
these proofs. soBGP and IRV use independent servers
and/or even independent supporting protocols to manage the
databases of certificates and attestations. This approach
offloads the memory burden from BGP speakers. Moreover,
independent supporting protocols allow servers to distribute
and validate the database in the background.

Approaches to path authentication demonstrate diversity.
Digital signature approaches provide strong security. S-BGP
incurs significant overhead costs in computation and space. S-
A and psBGP use additional tricks to speed up signing and
verification operations. Unfortunately, such techniques result
in even higher space costs. Aggregated path authentication
(APA) schemes are the best of all signature-based approaches
in terms of time and space costs. Other proposals use
approaches other than digital signatures to improve perfor-
mance. SPV uses symmetric cryptographic primitives. soBGP,
IRV, and Listen and Whisper apply a monitoring approach.
However, all of them degrade security to some degree. Inter-

n Table 1. Qualitative comparison of security proposals. The security and performance comparison are relative to S-BGP. Space over-
head refers to additional costs on Update messages or local memory. Additional costs outside BGP speakers are not considered.

Proposals

Origin authentication Path authentication

Design Security
Overhead

Design Security
Overhead

Time Space Time Space

S-BGP Hierarchical PKI
local memory Strong Low High Signatures in message Strong High High

soBGP Hierarchical PKI
separate database Strong Low Low Topology map Medium Low Low

psBGP Distribute PALs
local memory Medium Low High Signatures bit vector Strong Low Very high

IRV Separate IRV servers Strong Low Low Distributed database Medium High Low

OA Delegation OATs in
message Strong Low High – – – –

S-A – – – – Signature bit vector hash tree Strong Low Very high

APA – – – – Aggregate signature, bit vector,
hash tree Strong Low Medium

SPV – – – – Hash chain hash tree one-time
signature Medium Low Very high

Listen
Whisper – – – – Consistency check TCP flow Low Low Low
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estingly, although SPV uses symmetric cryptographic primi-
tives to speed up Update message processing, it actually
increases space costs. Database approaches such as soBGP
and IRV use independent servers to distribute path authenti-
cation information. Such approaches reduce the space costs
because speakers do not process or store security-related data
locally. However, their protection of AS paths is not very sat-
isfying. There always seem to be trade-offs between perfor-
mance and security.

With this preliminary comparison, no single proposal stands
out as the best solution to BGP security. One might argue
that security and performance are not the only two factors
that affect the practicability of a security proposal; flexibility
and scalability are important design criteria as well. We are
confident that it is very difficult for a security proposal with
expensive cost to achieve other nice properties at the same
time. Next, we use simulation to obtain more concrete under-
standing of performance impacts.

Simulation Evaluation
We use SSFNet to simulate performance of some of these
BGP security proposals. The simulation model contains an
AS-level topology of 110 ASes and 110 BGP speakers. Our
previous reports [1–3] present the details of the complete
evaluation framework for performance study. The simulated
network has one BGP speaker for each AS. Although simpli-
fied, single-speaker ASes suffice for this performance study
because the security protocols are mostly focused on inter-AS
BGP sessions. We provided detailed discussion on model vali-
dation in [1].

The experiments measure performance during router
reboot. The goal is to understand performance impacts while
BGP speakers are under stress. We use three major measure-
ment metrics: BGP convergence time, message size, and
memory costs. We present mean values of 20 simulation runs.
Convergence time is the most important metric we use to
understand computational overheads by security protocols.
We choose convergence time rather than CPU utilization
because it better reflects the impact on BGP behavior of the
security protocols.

A routing systems is said to be unstable if it converges
slowly. BGP instability causes all sorts of network prob-
lems. To avoid unexpected effects of network traffic on
BGP behavior, we choose not to model abnormal network
activities such as dropping packets or congestion. Certainly,
as we develop more concrete simulation models for BGP
security, it would be very useful to examine what impacts
the prolonged convergence time may have on packet-level
network traffic.

Path Authentication — We focus our evaluation on proposals
that use digital signatures for strong authentication on AS
paths. We simulated S-BGP with standard DSA. We also sim-
ulated S-BGP with several unimplemented optimizations:
• With caching of generated and verified signatures (cDSA)
• With precomputation of all DSA signatures (pDSA)
• With caching and precomputation (cpDSA)

We also simulated S-A and S-A with validated path caching.
Finally, we applied the SAS technique to S-BGP route attesta-
tions to decrease space cost. We simulated this S-BGP variant
as well as the SAS caching validated signatures.

Convergence Time — Figure 1 shows the relative impact of
security protocols on convergence time. We start with a base-
line of 153.7 s for ordinary BGP without any security extension.
All the variants of S-BGP considered significantly increase con-
vergence time; even optimized, convergence time is 46 percent
larger than ordinary BGP. Such slowdowns can lead to routing
fluctuations that create all sorts of network problems, such as
increased packet loss rates, increased network latencies,
increased network congestion, and even disconnections. On the
other hand, S-A achieves much faster convergence without the
additional burden of caching large amounts of data in memory.
Interestingly, the effort of applying SAS to S-BGP exacerbates
slow convergence, mainly because like RSA, private key opera-
tions by SAS are expensive compared to DSA.

In simulations we modeled running times based on stan-
dard crypto libraries on typical processors. The application of
hardware accelerators will speed up security operations. For a
fixed problem size, this will reduce the relative impact of cryp-
tography on convergence. However, as we increase the size of
the networks, the number of announcements processed during
rebooting grows superlinearly, and the differences between
protocols again becomes significant. From the point of view of
scaling, everything that can be done to reduce overhead must
be done to reduce it, including hardware acceleration and
software optimizations.

Message Size — SAS produces one signature for an AS path;
it outperforms other schemes on message size. S-A carries
long signatures, bit vectors, and hash paths for an AS path.
The resulting Update messages are extremely long. Our
experiment results, shown in Table 2, present the difference.
For both S-BGP and S-A, the number of signatures in mes-
sages grows as the path length increases.

n Figure 1. Relative increase in convergence time of path authen-
tication schemes relative to ordinary BGP.
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estingly, although SPV uses symmetric cryptographic primi-
tives to speed up Update message processing, it actually
increases space costs. Database approaches such as soBGP
and IRV use independent servers to distribute path authenti-
cation information. Such approaches reduce the space costs
because speakers do not process or store security-related data
locally. However, their protection of AS paths is not very sat-
isfying. There always seem to be trade-offs between perfor-
mance and security.

With this preliminary comparison, no single proposal stands
out as the best solution to BGP security. One might argue
that security and performance are not the only two factors
that affect the practicability of a security proposal; flexibility
and scalability are important design criteria as well. We are
confident that it is very difficult for a security proposal with
expensive cost to achieve other nice properties at the same
time. Next, we use simulation to obtain more concrete under-
standing of performance impacts.

Simulation Evaluation
We use SSFNet to simulate performance of some of these
BGP security proposals. The simulation model contains an
AS-level topology of 110 ASes and 110 BGP speakers. Our
previous reports [1–3] present the details of the complete
evaluation framework for performance study. The simulated
network has one BGP speaker for each AS. Although simpli-
fied, single-speaker ASes suffice for this performance study
because the security protocols are mostly focused on inter-AS
BGP sessions. We provided detailed discussion on model vali-
dation in [1].

The experiments measure performance during router
reboot. The goal is to understand performance impacts while
BGP speakers are under stress. We use three major measure-
ment metrics: BGP convergence time, message size, and
memory costs. We present mean values of 20 simulation runs.
Convergence time is the most important metric we use to
understand computational overheads by security protocols.
We choose convergence time rather than CPU utilization
because it better reflects the impact on BGP behavior of the
security protocols.

A routing systems is said to be unstable if it converges
slowly. BGP instability causes all sorts of network prob-
lems. To avoid unexpected effects of network traffic on
BGP behavior, we choose not to model abnormal network
activities such as dropping packets or congestion. Certainly,
as we develop more concrete simulation models for BGP
security, it would be very useful to examine what impacts
the prolonged convergence time may have on packet-level
network traffic.

Path Authentication — We focus our evaluation on proposals
that use digital signatures for strong authentication on AS
paths. We simulated S-BGP with standard DSA. We also sim-
ulated S-BGP with several unimplemented optimizations:
• With caching of generated and verified signatures (cDSA)
• With precomputation of all DSA signatures (pDSA)
• With caching and precomputation (cpDSA)

We also simulated S-A and S-A with validated path caching.
Finally, we applied the SAS technique to S-BGP route attesta-
tions to decrease space cost. We simulated this S-BGP variant
as well as the SAS caching validated signatures.

Convergence Time — Figure 1 shows the relative impact of
security protocols on convergence time. We start with a base-
line of 153.7 s for ordinary BGP without any security extension.
All the variants of S-BGP considered significantly increase con-
vergence time; even optimized, convergence time is 46 percent
larger than ordinary BGP. Such slowdowns can lead to routing
fluctuations that create all sorts of network problems, such as
increased packet loss rates, increased network latencies,
increased network congestion, and even disconnections. On the
other hand, S-A achieves much faster convergence without the
additional burden of caching large amounts of data in memory.
Interestingly, the effort of applying SAS to S-BGP exacerbates
slow convergence, mainly because like RSA, private key opera-
tions by SAS are expensive compared to DSA.

In simulations we modeled running times based on stan-
dard crypto libraries on typical processors. The application of
hardware accelerators will speed up security operations. For a
fixed problem size, this will reduce the relative impact of cryp-
tography on convergence. However, as we increase the size of
the networks, the number of announcements processed during
rebooting grows superlinearly, and the differences between
protocols again becomes significant. From the point of view of
scaling, everything that can be done to reduce overhead must
be done to reduce it, including hardware acceleration and
software optimizations.

Message Size — SAS produces one signature for an AS path;
it outperforms other schemes on message size. S-A carries
long signatures, bit vectors, and hash paths for an AS path.
The resulting Update messages are extremely long. Our
experiment results, shown in Table 2, present the difference.
For both S-BGP and S-A, the number of signatures in mes-
sages grows as the path length increases.

n Figure 1. Relative increase in convergence time of path authen-
tication schemes relative to ordinary BGP.
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The Internet Protocol Journal
3

This concept mirrors the resource allocation framework of the 
Internet Assigned Numbers Authority (IANA), the Regional Internet 
Registries (RIRs), operators, and others, and the certificate provides 
a means for a third party (relying party) to formally validate asser-
tions related to resource allocations[8].

The hierarchy of the Resource Public Key Infrastructure (RPKI) is 
based on the administrative resource allocation hierarchy, where 
resources are distributed from the IANA to the RIRs, Local Internet 
Registries (LIRs), National Internet Registries (NIRs), and end users. 
The RPKI mirrors this allocation hierarchy with certificates that 
match current resource allocations (Figure 1).

The Certification Authorities (CAs) in this RPKI correspond to enti-
ties that have been allocated resources. Those entities are able to sign 
authorities and attestations, and to do so they use specific-purpose 
End Entity (EE) certificates. This additional level of indirection allows 
the entity to customize each issued authority for specific subsets of 
number resources that are administered by this entity. Through the 
use of single-use EE certificates, the issuer can control the validity of 
the signed authority through the ability to revoke the EE certificate 
used to sign the authority. As is often the case, a level of indirection 
comes in handy.

Figure 1: Hierarchy of the RPKI
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Source: G. Huston and R. Bush, “Securing BGP with BGPsec,” Internet Protocol Journal, June 2011.
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The way in which ROAs are used to validate the origin of routes in 
BGP differs from many previous proposals for securing BGP. In this 
framework the ROAs are published in the RPKI distributed reposi-
tory framework. Each RP can use the locally cached collection of 
valid ROAs to create a validation filter collection, with each element 
of the set containing an address, prefix size constraints, and an origi-
nating AS. It is this filter set—rather than the ROAs themselves—that 
are fed to the local routers[13]. An example of the way in which ROAs 
can be used to detect prefix hijack attempts is shown in Figure 2.

Figure 2: Use of ROAs to detect 
Unauthorized Route Origination
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The model of injecting validation of origination into the BGP domain 
is an example of a highly modular and piecemeal deployment. There 
are no changes to the BGP protocol for this origin validation part of 
the secure routing framework.

The process of securing origination starts with the address holder, 
who generates local keys and requests certification of their address 
space from the entity from whom their addresses were allocated or 
assigned. With this Certification Authority resource certificate, the 
address holder is then in a position to generate an EE certificate and 
a ROA that assigns an authority for a nominated AS to advertise 
a route for an address prefix drawn from its address holdings. The 
one condition here is that if an address holder issues a ROA for an 
address prefix providing an authority for one AS to originate a route 
for this prefix, then the address holder is required to issue ROAs for 
all the ASs that have been similarly authorized to originate a route 
for this address prefix. The address holder publishes this ROA in its 
publication point in the distributed RPKI repository structure.

Relying parties can configure a locally managed cache of the dis-
tributed RPKI repository and collect the set of valid ROAs. They 
can then, with the dedicated RPKI cache-to-router protocol[13], main-
tain, on a set of “client” routers, the set of address prefix/originating 
AS authorities that are described in valid ROAs. The BGP-speaking 
router can use this information as an input to the local route decision 
process.

BGP Security:  continued

Source: G. Huston and R. Bush, “Securing BGP with BGPsec,” Internet Protocol Journal, June 2011.
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Figure 3: BGPsec AS Path Protection

AS 1
key1

10.0.1.0/24

BGP Update
BGP Update

AS 3

AS 2
key2

10.0.1.0/24, AS Path: 2, 1,
BGPsec: (key1, signature1)
 (key2, signature2)

10.0.1.0/24, AS Path: 1
BGPsec: (key1, signature1)

10.0.1.0/24, AS 1, AS 2, key1

Signed: Router AS 1

signature1, AS 2, AS 3, key2

Signed: Router AS s2

This interlocking of signatures allows a receiver of a BGP update to 
use the interlocking chain of digital signatures to validate (for each 
AS in the AS Path) that the corresponding signature was correctly 
generated “in the name of” that AS in the AS Path, and that the next 
AS in the path matches the next AS in the signed material. The “for-
ward signing” that includes the AS to which the update is being sent 
prevents a man-in-the-middle attack of the form of taking a legiti-
mate outbound route announcement destined for one neighbor AS 
and redirecting it to another AS. But this signing of the AS Path is not 
quite enough to secure the route update, because the AS Path needs 
to be coupled to the actual address prefix by the route originator. The 
route originator needs to sign across not only the local AS and the AS 
to whom the route update is being sent, but also the address prefix 
and the expiry time of the route. This action allows the path to be 
“bound” to the prefix and prevents a man-in-the-middle from splic-
ing a signed path or signed-path fragment against a different prefix.

If the signatures that “span” the AS Path in the BGP update can all 
be validated, then the receiver of the BGP update can validate, in a 
cryptographic sense, the currency of the routing update. It can also 
validate that the route update was propagated across the inter-AS 
routing space in a manner that is faithfully represented in the AS Path 
of the route.

The expiry time of the EE certificates used in conjunction with signed 
route updates introduces a new behavior into BGPsec. In the context 
of BGP, an announced route remains current until it is explicitly 
withdrawn or until the peer session that announced the route goes 
down. This property of BGP introduces the possibility of “ghost-
route” attacks in BGP, wherein a BGP speaker fails to propagate a 
withdrawal in order to divert the consequent misdirected traffic from 
its peers. 

Source: G. Huston and R. Bush, “Securing BGP with BGPsec,” Internet Protocol Journal, June 2011.
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The atomic approach ... a big mistake ...

Cross dependencies are strong, issues cannot be addressed isolatedly ...
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Questions?
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