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1 Interdomain aspects: Truths and Myths
AS interconnection
Peering policies among ASs and valley-free routes
Topological properties
Evolution and invariant metrics

2 Demystify me!

Marcelo Yannuzzi Routing in the Future Internet: Graduate Course, INCO, Montevideo, Uruguay, 2012. 2



The Peering Myth
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Relationships between ASs (Myth)

There are three types of relationships ...

... which correspond to the different traffic exchange agreements between
neighboring domains

customer-provider : applies when a domain buys Internet connectivity from a
provider.

peer-peer : applies when two providers that exchange a significant amount of
traffic, agree to connect directly to each other to avoid transiting through, and
thus pay, a third-party provider. Peers share the costs of the connection between
them, so there is no customer-provider relationship in this case.

sibling-sibling: this relationship is quite infrequent, and are sometimes used
between merging companies. According to data from CAIDA’s AS Relationships
Dataset, less than 0.3% of the total number of relationships between Internet
domains were siblings in March of 2010.
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The Tiered Structure Myth
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Tiered Hierarchy of Autonomous Systems (Myth)
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The Valley-free Routes Myth
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No Valley Policies (Myth)

The commercial relationships between domains impose
constraints on the forwarding policies of domains.
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No Valley Policies (cont.) (Myth)
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No Valley Policies (cont.) (Myth)
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Summary of Forwarding policies (Myth)

Filtering Policies (FPs)

FP1) Traffic coming from a provider will not be forwarded to a peer or another provider.

FP2) Traffic coming from a peer will not be forwarded to another peer or provider.

FP3) Traffic coming from or directed to a customer can always be forwarded by a
domain.
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More formally ... (Myth)

Table: Valley-free policies applied by domain ASj for the transit from
domain ASi to domain ASk through ASj (ASi → ASj → ASk ).

Commercial relationship ASj is a customer ASj is a provider ASj is a peer
of ASk of ASk of ASk

ASi is a provider of ASj × X ×
ASi is a customer of ASj X X X
ASi is a peer of ASj × X ×
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The Power-laws Myth
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The AS graph shape...an invariant?? (Myth)

Power-laws and scale free shape ...

Tier-1 ISP

Tier-2 ISP

Tier-3 ISPs
and stub
domains
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Internet’s Topological Properties (Myth)

Invariants after 10 years of evolution

A hierarchical structure is clearly observable (Myth)
Power-law degree distribution (Myth)
Strong clustering (Myth)
Almost constant average path length (?)

Sources:

A. Dhamdhere, and C. Dovrolis, “Ten Years in the Evolution of the Internet Ecosystem,” in Proc. of ACM
Sigcomm/USENIX Internet Measurement Conference (IMC) 2008, Vouliagmeni, Greece, October 2008.

A. Elmokashfi, A. Kvalbein, and C. Dovrolis, “On the Scalability of BGP: the roles of topology growth and
update rate-limiting,” ACM CoNEXT 2008, Madrid, Spain, December 2008.
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Faloutsos 1999: The rank power-law (Myth)

The rank power-law: oi ∝ rγi
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(a) Int-11-97 (b) Int-04-98Figure 3: The rank plots. Log-log plot of the outdegree dv versus the rank rv in the sequence of decreasing outdegree.
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(a) Int-12-98 (b) Rout-95Figure 4: The rank plots. Log-log plot of the outdegree dv versus the rank rv in the sequence of decreasing outdegree.�gures 5 and 6. In these plots, we exclude a small percent-age of nodes of higher outdegree that have frequency of one.Speci�cally, we plot the outdegrees starting from one untilwe reach an outdegree that has frequency of one. As we sawearlier, the higher outdegrees are described and captured bythe rank exponent. In any case, we plot more than 98% ofthe total number of nodes. The solid lines are the result ofthe linear regression.The major observation is that the plots are approxi-mately linear (see Table 8). The correlation coe�cients arebetween 0.968-0.99 for the inter-domain graphs and 0.966for the Rout-95. This leads us to the following power-lawand de�nition.Power-Law 2 (outdegree exponent)The frequency, fd, of an outdegree, d, is proportionalto the outdegree to the power of a constant, O:fd / dODe�nition 2 We de�ne the outdegree exponent, O, to bethe slope of the plot of the frequency of the outdegrees versusthe outdegrees in log-log scale.

The second striking observation is that the value of theoutdegree exponent is practically constant in our graphs ofthe inter-domain topology. The exponents are �2:15, �2:16and �2:2, as shown in Appendix B. It is interesting to notethat even the Rout-95 graph obeys the same power-law (Fig-ure 6.b) with an outdegree exponent of �2:48. These factssuggest that Power-Law 2 describes a fundamental propertyof the network.The intuition behind this power-law is that the distri-bution of the outdegree of Internet nodes is not arbitrary.The qualitative observation is that lower degrees are morefrequent. Our power-law manages to quantify this observa-tion by a single number, the outdegree exponent. This way,we can test the realism of a graph with a simple numeri-cal comparison. If a graph does not follow Power-Law 2,or if its outdegree exponent is considerably di�erent fromthe real exponents, it probably does not represent a realistictopology.4.3 The hop-plot exponent HIn this section, we quantify the connectivity and distancesbetween the Internet nodes in a novel way. We choose to

Source: M. Faloutsos, P. Faloutsos, and C. Faloutsos, “On power-law relationships of the Internet topology,”
ACM/SIGCOMM, Cambridge MA, USA, August 1999.
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Faloutsos 1999: The outdegree power-law (Myth)

The outdegree power-law: fo ∝ oβ

Chou (2000) proved that the rank and outdegree power laws derived by Faloutsos et al. are equivalent
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(a) Int-12-98 (b) Rout-95Figure 6: The outdegree plots: Log-log plot of frequency fd versus the outdegree d.study the size of the neighborhood within some distance,instead of the distance itself. Namely, we use the total num-ber of pairs of nodes P (h) within h hops, which we de�neas the total number of pairs of nodes within less or equalto h hops, including self-pairs, and counting all other pairstwice.Let us see the intuition behind the number of pairs ofnodes P (h). For h = 0, we only have the self-pairs: P (0) =N . For the diameter of the graph �, h = �, we have the self-pairs plus all the other possible pairs: P (�) = N2, which isthe maximum possible number of pairs. For a hypotheticalring topology, we have P (h) / h1, and, for a 2-dimensionalgrid, we have P (h) / h2, for h � �. We examine whetherthe number of pairs P (h) for the Internet follows a similarpower-law.In �gures 7 and 8, we plot the number of pairs P (h) as afunction of the number of hops h in log-log scale. The datais represented by diamonds, and the dotted horizontal linerepresents the maximum number of pairs, which is N2. Wewant to describe the plot by a line in least-squares �t, forh � �, shown as a solid line in the plots. We approximatethe �rst 4 hops in the inter-domain graphs, and the �rst 12hops in the Rout-95. The correlation coe�cients are is 0:98

for inter-domain graphs and 0:96, for the Rout-95, as wesee in Appendix B. Unfortunately, four points is a rathersmall number to verify or disprove a linearity hypothesis ex-perimentally. However, even this rough approximation hasseveral useful applications as we show later in this section.Approximation 1 (hop-plot exponent) The to-tal number of pairs of nodes, P (h), within h hops,is proportional to the number of hops to the power ofa constant, H: P (h) / hH; h� �De�nition 3 Let us plot the number of pairs of nodes, P (h),within h hops versus the number of hops in log-log scale. Forh � �, we de�ne the slope of this plot to be the hop-plotexponent,H.Observe that the three inter-domain datasets have prac-tically equal hop-plot exponents; 4:6; 4:7, and 4:86 in chrono-logical order, as we see in Appendix B. This shows that thehop-plot exponent describes an aspect of the connectivity ofthe graph in a single number. The Rout-95 plot, in �g. 8.b,

Source: M. Faloutsos, P. Faloutsos, and C. Faloutsos, “On power-law relationships of the Internet topology,”
ACM/SIGCOMM, Cambridge MA, USA, August 1999.
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Siganos 03: Rank and outdegree power-laws (Myth)

Five-year span from November 1997 to February 2002 (*)
(*) Reverse cumulative distribution function of power-law 2SIGANOSet al.: POWER LAWS AND AS-LEVEL INTERNET TOPOLOGY 521

Fig. 8. Evolution of the slope of the rank exponent.

Fig. 9. Evolution of the slope of the degree exponent.

future. However, we see in Fig. 2 that for the more complete
topology we have a higher correlation coefficient.

Evolution of Degree Slope: We study the slope of the cu-
mulative degree exponent and its evolution in time. In Fig. 9,
we plot the degree exponent versus time. The degree exponent
power law holds for all the instances with a correlation coeffi-
cient always higher than 0.99. We observe from the graph that
the slope is between1.12 and 1.22, i.e., a variation of less
than 9%.

Evolution of Eigen Exponent: In Fig. 10, we plot the time
evolution of the eigen exponent. The power law holds for all the
instances we have measured. As we can see from the graph, the
value of the eigen exponent decreases for the first 150 instances
and then starts to rise again for the rest of the instances. We do
not have an intuitive explanation for this behavior. Note that the
eigenvalues of a graph does not depend on the way the nodes
are enumerated.

Evolution of Hop-Plot Exponent:In Fig. 11, we plot the time
evolution of the hop-plot exponent’s slope. The power law holds
for all the instances with a correlation coefficient always higher
than 0.97. We observe that the value of slope increases steadily.
The initial value of the hop-plot exponent is 4.6 and for the latest
instance is 5.7.

Fig. 10. Evolution of the slope of the eigen exponent.

Fig. 11. Evolution of the slope of the hop-plot exponent.

Understanding the Hop-Plot Increase:As we saw, the net-
work size increases significantly, while the distances between
nodes increase very little. In Table III, we list the percentage
of nodes that we can reach as a function of the number of hops
or the neighborhood of a node within hops. We compare
two graph instances, November 8, 1997, and our last instance,
February 28, 2002. Although the size of the graph quadrupled,
we reach approximately the same percentage of nodes with
the same number of hops. In absolute numbers, the number of
nodes we can reach in six hops increased from approximately
3000 to 13 000.

VI. GENERATION OFPOWER LAWS

Why would such an uncontrolled4 entity like the Internet
follow any statistical regularities? Note that the high correla-
tion coefficients rule out the possibility of pure coincidence.
Intrigued by the previous question, and by the appearance of
power laws in many diverse fields, many scientists have tried to

4The termuncontrolledrefers to the fact that the Internet is not governed
by a central authority, and its growth and design is driven by many different
optimization goals, such as financial, business, and performance related.
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of nodes that we can reach as a function of the number of hops
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tion coefficients rule out the possibility of pure coincidence.
Intrigued by the previous question, and by the appearance of
power laws in many diverse fields, many scientists have tried to

4The termuncontrolledrefers to the fact that the Internet is not governed
by a central authority, and its growth and design is driven by many different
optimization goals, such as financial, business, and performance related.

Source: G. Siganos, M. Faloutsos, P. Faloutsos, and C. Faloutsos, “Power-laws and the AS-level Internet
Topology,” IEEE/ACM Trans. on Networking, Vol. 11, no. 4, pp. 514-524, August 2003.
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Wang 2003: The rank and outdegree power-laws

10 IEEE CIRCUITS AND SYSTEMS MAGAZINE FIRST QUARTER 2003

Network Size Clustering coefficient Average path length Degree exponent 

Internet, domain level [13] 32711 0.24 3.56 2.1

Internet, router level [13] 228298 0.03 9.51 2.1

WWW [14] 153127 0.11 3.1 γin = 2.1 γout = 2.45

E-mail [15] 56969 0.03 4.95 1.81

Software [16] 1376 0.06 6.39 2.5

Electronic circuits [17] 329 0.34 3.17 2.5

Language [18] 460902 0.437 2.67 2.7

Movie actors [5, 7] 225226 0.79 3.65 2.3

Math. co-authorship [19] 70975 0.59 9.50 2.5

Food web [20, 21] 154 0.15 3.40 1.13

Metabolic system [22] 778 — 3.2 γin = γout = 2.2

Table 1. 
Small-world pattern and scale-free property of several real networks. Each network has the number of nodes N , the clustering coeffi-
cient C , the average path length L and the degree exponent γ of the power-law degree distribution. The WWW and metabolic network
are described by directed graphs.

is globally coupled, which means that every node in the
network connects to every other node. In a completely
random network consisting of N nodes, C ∼ 1/N , which is
very small as compared to most real networks. It has been
found that most large-scale real networks have a tendency
toward clustering, in the sense that their clustering coeffi-
cients are much greater than O(1/N), although they are
still significantly less than one (namely, far away from
being globally connected). This, in turn, means that most
real complex networks are not completely random. There-
fore they should not be treated as completely random and
fully coupled lattices alike.

Degree Distribution
The simplest and perhaps also the most important char-
acteristic of a single node is its degree. The degree ki of a
node i is usually defined to be the total number of its con-
nections. Thus, the larger the degree, the “more impor-
tant” the node is in a network. The average of ki over all i
is called the average degree of the network, and is denot-
ed by < k >. The spread of node degrees over a network
is characterized by a distribution function P(k), which is
the probability that a randomly selected node has exact-
ly k edges. A regular lattice has a simple degree sequence
because all the nodes have the same number of edges;
and so a plot of the degree distribution contains a single
sharp spike (delta distribution). Any randomness in the
network will broaden the shape of this peak. In the limit-
ing case of a completely random network, the degree
sequence obeys the familiar Poisson distribution; and the
shape of the Poisson distribution falls off exponentially,

away from the peak value < k >. Because of this expo-
nential decline, the probability of finding a node with k
edges becomes negligibly small for k >> < k >.In the past
few years, many empirical results showed that for most
large-scale real networks the degree distribution deviates
significantly from the Poisson distribution. In particular, for
a number of networks, the degree distribution can be bet-
ter described by a power law of the form P(k) ∼ k−γ . This
power-law distribution falls off more gradually than an
exponential one, allowing for a few nodes of very large
degree to exist. Because these power-laws are free of any
characteristic scale, such a network with a power-law
degree distribution is called a scale-free network. Some
striking differences between an exponential network and a
scale-free network can be seen by comparing a U.S.
roadmap with an airline routing map, shown in Fig. 5.

The small-world and scale-free features are common to
many real-world complex networks. Table 1 shows some
examples that might interest the circuits and systems
community (for example, the discovery of the scale-free
feature of the Internet has motivated the development of
a new brand of Internet topology generators [9-12]).

Complex Network Models

Measuring some basic properties of a complex network,
such as the average path length L, the clustering coeffi-
cient C , and the degree distribution P(k), is the first step
toward understanding its structure. The next step, then,
is to develop a mathematical model with a topology of
similar statistical properties, thereby obtaining a plat-
form on which mathematical analysis is possible.

Authorized licensed use limited to: UNIVERSITAT POLITÈCNICA DE CATALUNYA. Downloaded on June 1, 2009 at 05:56 from IEEE Xplore.  Restrictions apply.

Source: X. F. Wang, G. Chen, “Complex networks: small-world, scale-free and beyond,” Circuits and
Systems Magazine, IEEE, Vol. 3, No. 1., pp. 6-20, 2003.
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Wang 2003: Small-World and Scale-Free

11FIRST QUARTER 2003 IEEE CIRCUITS AND SYSTEMS MAGAZINE

Regular Coupled Networks
Intuitively, a globally coupled network has the smallest
average path length and the largest clustering coefficient.
Although the globally coupled network model captures the
small-world and large-clustering properties of many real
networks, it is easy to notice its limitations: a globally cou-
pled network with N nodes has N(N − 1)/2 edges, while
most large-scale real networks appear to be sparse, that is,
most real networks are not fully connected and their num-
ber of edges is generally of order N rather than N2.

A widely studied, sparse, and regular network model is
the nearest-neighbor coupled network (a lattice), which
is a regular graph in which every node is joined only by a

few of its neighbors. The term “lattice” here may suggest
a two-dimensional square grid, but actually it can have
various geometries. A minimal lattice is a simple one-
dimensional structure, like a row of people holding
hands. A nearest-neighbor lattice with a periodic bound-
ary condition consists of N nodes arranged in a ring,
where each node i is adjacent to its neighboring nodes,
i = 1, 2, · · · , K/2, with K being an even integer. For a large
K , such a network is highly clustered; in fact, the cluster-
ing coefficient of the nearest-neighbor coupled network is
approximately C = 3/4.

However, the nearest-neighbor coupled network is not
a small-world network. On the contrary, its average path
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Exponential Network Scale-Free Network
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Figure 5. [Courtesy of A.-L. Barabási] Differences between an exponential network—a U.S. roadmap and a scale-free network—an air-
line routing map. On the roadmap, the nodes are cities that are connected by highways. This is a fairly uniform network: each major
city has at least one link to the highway system, and there are no cities served by hundreds of highways. The airline routing map dif-
fers drastically from the roadmap. The nodes of this network are airports connected by direct flights among them. There are a few
hubs on the airline routing map, including Chicago, Dallas, Denver, Atlanta, and New York, from which flights depart to almost all
other U.S. airports. The vast majority of airports are tiny, appearing as nodes with one or a few links connecting them to one or sev-
eral hubs. 

Authorized licensed use limited to: UNIVERSITAT POLITÈCNICA DE CATALUNYA. Downloaded on June 1, 2009 at 05:56 from IEEE Xplore.  Restrictions apply.
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Source: X. F. Wang, G. Chen, “Complex networks: small-world, scale-free and beyond,” Circuits and
Systems Magazine, IEEE, Vol. 3, No. 1., pp. 6-20, 2003.
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Small-World and Scale-Free

Small World

In the small-world model, the connectivity distribution of a
network peaks at an average value and decays exponentially.
Such networks are called “exponential networks" or
“homogeneous networks", because each node has about the
same number of link connections.

Scale-free

Preferential attachment rule (“rich get richer").

Source: X. F. Wang, G. Chen, “Complex networks: small-world, scale-free and beyond,” Circuits and
Systems Magazine, IEEE, Vol. 3, No. 1., pp. 6-20, 2003.
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The Evolution and Invariant
Metrics Myth
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Evolution of the Internet (Myth)
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Figure 2: Evolution of the number of ASes and CP links. The
regression curves are also shown.
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Figure 3: Evolution of CP and PP links in absolute numbers
and as a fraction of the total number of links.

The bottom panel in Figure 3 shows the fraction of CP and PP
links. The fraction of PP links has been increasing steadily after
2001, even though the growth rate of CP links is larger than that of
PP links. The reason is that the relative increase rate of PP links is
larger than that of CP links. Given that we probably underestimate
the number of PP links, the fraction of PP links at the end of 2007
is at least 20%.
Evolution of AS-path length and multihoming trends: Next, we
investigate the evolution of the average AS-path length (after re-
moving AS-path prepending). We do so by calculating the average
length of the AS-paths observed in each snapshot. The upper panel
in Figure 4 shows that the average path length has remained practi-
cally constant (at 4.2 AS hops) over the last 10 years. This is inter-
esting, given the significant growth of the underlying network. The
fact that the average AS-path length has remained constant points
to a densification process that increases the average degree of ASes
at a sufficiently high rate to keep the average AS-path length con-
stant. Indeed, the upper panel of Figure 4 shows that the aver-
age AS degree, counting only CP links, has increased consistently
over time, from 3.2 links to 4.3 links per AS. The median degree
(not shown) is dominated by small networks that have just 1 or 2
providers, and hence it does not show an increasing trend. This
densification process has also been studied by Leskovec et al. [22],
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Figure 4: Evolution of average AS degree, AS-path length, and
multihoming degree.

who observed that the effective diameter 4 of the AS graph slowly
decreases with time. Earlier modeling work, such as the preferen-
tial attachment growth model of Albert and Barabasi [1], predicted
an average path length that grows slowly with the size of the net-
work (O(ln ln n)), when a newly attached node has at least two
edges. Such a growth model would result in an increase in the av-
erage path length from 4.2 to 4.7 over the last 10 years, contrary to
the constant average path length of 4.2 that we observed. An inter-
esting possibility is that ASes choose their providers in a “distance-
aware" manner, so that the AS-path length from/to their major In-
ternet sources/destinations remains practically constant with time.

A plausible explanation for the densification of the Internet is the
increasing popularity of multihoming for economic, reliability and
performance reasons. The bottom panel of Figure 4 shows the av-
erage multihoming degree,5 defined as the number of providers of
a given AS, for two broad classes of ASes: stubs (i.e., ASes that
never had customers during their observed lifetime), and non-stubs
(the rest of ASes). We find that the average multihoming degree has
been increasing in both classes. Non-stubs, however, have been in-
creasing their average multihoming degree much faster than stubs
(from 1.5 to about 3.5), in particular after 2003. This may be be-
cause non-stubs, which are typically content/access/hosting/transit
providers, attempt to optimize their connectivity, and at the same
time improve their reliability, by multihoming to several upstream
transit providers. For many stubs, on the other hand, one or two
(primary) transit providers is often enough.
Growth versus rewiring: Next, we seek to understand the relative
significance of growth versus rewiring. Growth refers to the addi-
tion of new ASes in the network (together with their corresponding
links), while rewiring refers to changes in the connectivity of exist-
ing ASes. Specifically, we focus on the number of CP link births
due to AS births (growth) versus CP link births due to rewiring.
We also look at the number of CP link deaths due to AS deaths
versus CP link deaths due to rewiring. The top panel of figure 5
shows, for each pair of snapshots, the number of CP link births due
to AS births and due to rewiring. Initially, the CP link births due
to AS births and rewiring were comparable in number. Since 2001,
however, we find that the number of CP link births due to internal
4The effective diameter of a graph is the minimum value of d such
that at least 90% of the connected node-pairs are at distance at most
d. A smoothed version of this metric is used in [22].
5Multiple physical links between two ASes are counted as a single
inter-AS link.

Source: A. Dhamdhere and C. Dovrolis, “Ten Years in the Evolution of the Internet Ecosystem,” in Proc.
of ACM SIGCOMM/USENIX Internet Measurement Conference (IMC), Vouliagmeni, Greece, Oct 2008.

Marcelo Yannuzzi Routing in the Future Internet: Graduate Course, INCO, Montevideo, Uruguay, 2012. 23



Evolution of the Internet (cont.) (Myth)
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Figure 2: Evolution of the number of ASes and CP links. The
regression curves are also shown.
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Figure 3: Evolution of CP and PP links in absolute numbers
and as a fraction of the total number of links.

The bottom panel in Figure 3 shows the fraction of CP and PP
links. The fraction of PP links has been increasing steadily after
2001, even though the growth rate of CP links is larger than that of
PP links. The reason is that the relative increase rate of PP links is
larger than that of CP links. Given that we probably underestimate
the number of PP links, the fraction of PP links at the end of 2007
is at least 20%.
Evolution of AS-path length and multihoming trends: Next, we
investigate the evolution of the average AS-path length (after re-
moving AS-path prepending). We do so by calculating the average
length of the AS-paths observed in each snapshot. The upper panel
in Figure 4 shows that the average path length has remained practi-
cally constant (at 4.2 AS hops) over the last 10 years. This is inter-
esting, given the significant growth of the underlying network. The
fact that the average AS-path length has remained constant points
to a densification process that increases the average degree of ASes
at a sufficiently high rate to keep the average AS-path length con-
stant. Indeed, the upper panel of Figure 4 shows that the aver-
age AS degree, counting only CP links, has increased consistently
over time, from 3.2 links to 4.3 links per AS. The median degree
(not shown) is dominated by small networks that have just 1 or 2
providers, and hence it does not show an increasing trend. This
densification process has also been studied by Leskovec et al. [22],
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Figure 4: Evolution of average AS degree, AS-path length, and
multihoming degree.

who observed that the effective diameter 4 of the AS graph slowly
decreases with time. Earlier modeling work, such as the preferen-
tial attachment growth model of Albert and Barabasi [1], predicted
an average path length that grows slowly with the size of the net-
work (O(ln ln n)), when a newly attached node has at least two
edges. Such a growth model would result in an increase in the av-
erage path length from 4.2 to 4.7 over the last 10 years, contrary to
the constant average path length of 4.2 that we observed. An inter-
esting possibility is that ASes choose their providers in a “distance-
aware" manner, so that the AS-path length from/to their major In-
ternet sources/destinations remains practically constant with time.

A plausible explanation for the densification of the Internet is the
increasing popularity of multihoming for economic, reliability and
performance reasons. The bottom panel of Figure 4 shows the av-
erage multihoming degree,5 defined as the number of providers of
a given AS, for two broad classes of ASes: stubs (i.e., ASes that
never had customers during their observed lifetime), and non-stubs
(the rest of ASes). We find that the average multihoming degree has
been increasing in both classes. Non-stubs, however, have been in-
creasing their average multihoming degree much faster than stubs
(from 1.5 to about 3.5), in particular after 2003. This may be be-
cause non-stubs, which are typically content/access/hosting/transit
providers, attempt to optimize their connectivity, and at the same
time improve their reliability, by multihoming to several upstream
transit providers. For many stubs, on the other hand, one or two
(primary) transit providers is often enough.
Growth versus rewiring: Next, we seek to understand the relative
significance of growth versus rewiring. Growth refers to the addi-
tion of new ASes in the network (together with their corresponding
links), while rewiring refers to changes in the connectivity of exist-
ing ASes. Specifically, we focus on the number of CP link births
due to AS births (growth) versus CP link births due to rewiring.
We also look at the number of CP link deaths due to AS deaths
versus CP link deaths due to rewiring. The top panel of figure 5
shows, for each pair of snapshots, the number of CP link births due
to AS births and due to rewiring. Initially, the CP link births due
to AS births and rewiring were comparable in number. Since 2001,
however, we find that the number of CP link births due to internal
4The effective diameter of a graph is the minimum value of d such
that at least 90% of the connected node-pairs are at distance at most
d. A smoothed version of this metric is used in [22].
5Multiple physical links between two ASes are counted as a single
inter-AS link.

Source: A. Dhamdhere and C. Dovrolis, “Ten Years in the Evolution of the Internet Ecosystem,” in Proc.
of ACM SIGCOMM/USENIX Internet Measurement Conference (IMC), Vouliagmeni, Greece, Oct 2008.
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Evolution of the number of ASs (as of August 2012)

Source: CIDR Report
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Outline

1 Interdomain aspects: Truths and Myths
AS interconnection
Peering policies among ASs and valley-free routes
Topological properties
Evolution and invariant metrics

2 Demystify me!
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What do IXPs reveal?
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Peering: Internet Exchange Points (IXPs)

Support easy interconnection between member ASes: physical space, caches,
cabling, power, A/C supply, secure access, etc.)

Peering is NOT FREE
1) T t F1) Transport Fees
2) Colocation Fees
3) Peering (Port,membership,etc) Fees
4) Routing equipment4) Routing equipment

Source: William B. Norton, “A Business Case for Peering in 2010,” in the 15 YEAR ANNIVERSARY of the
1st DE-CIX CUSTOMER SUMMIT Frankfurt, Germany, August 2010.
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DE-CIX: the largest IXP in the world

Centrally located in Frankfurt right in the heart of Europe.

Largest Internet Exchange in the world

Leading Internet Exchange for Central and Eastern Europe

State of the art switching platform

465+ participants (56+ new in 2011)

7 Tbps of connected capacity (Public Peering)

500+ Private Interconnects in service

200+ Gigabit-Ethernet ports

600+ 10Gigabit-Ethernet ports

100% uptime since 2007
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DE-CIX: the largest IXP in the world (cont.)

IPv4 traffic:
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DE-CIX: the largest IXP in the world (cont.)

IPv4 traffic:
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DE-CIX: the largest IXP in the world (cont.)

IPv6 traffic:
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Traffic Volumes on a daily basis

Comparison

AT&T around 30 petabytes of traffic per day on average.
Deutsche Telekom around 15 petabytes of traffic per day
on average.
An IXP....similar traffic volumes...due to the traffic
exchanged by a few hundreds of member ASs (300 – 500
ASs) among each other.
There are > 300 IXPs worldwide.

1 peta = 250 ≈ 1015

Source: B. Ager et al. “Anatomy of a Large European IXP,” ACM SIGCOMM 2012, Helsinki, Finland, August
13–17, 2012.
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The internals of an IXP
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Figure 1: IXP architecture and traffic statistics for the Nov/Dec week.

networks to become members at such public peering platforms are
as diverse as the growing number of increasingly diverse ASes. For
example, a CDN interested in optimizing its performance while
keeping its cost low might want to choose an open peering policy
to encourage direct and settlement-free traffic exchange at an IXP
with as many networks as possible. On the other hand, large ISPs
are likely to be interested in establishing peering relationships with
other ISPs of about the same size. To achieve this objective, they
may want to base their peering decision on a selective peering policy
that allows them to deny peering with small ISPs, thus retaining
them as paying customers in customer-provider type interconnection
arrangements that are more lucrative. Transit networks have yet
different objectives for using an IXP – they look at an IXP as a point
of sale of their upstream connectivity offerings. In general, the larger
the number of member ASes at an IXP, the more attractive that IXP
is as a peering platform. This explains to a large degree the high
level of innovation that the IXP marketplace has experienced in the
process of becoming a vital component of the Internet ecosystem.

2.2 IXP infrastructure and data
Figure 1(a) illustrates a high-level overview of the architecture of

our IXP. Although complex to maintain and scale, the infrastructure
of this large IXP is typical of large IXPs in general, and the IXP’s
operation can be described in simple terms. The IXP provides a
layer-2 switching fabric and each of the member ASes connects its
access router to that switching fabric. When a pair of member ASes
decides to peer at the IXP, they establish a BGP session between
their access routers which, in turn, enables the exchange of IP traffic
over this peering link across the IXP’s infrastructure.

The volume and properties of the traffic exchanged at an IXP
depend on the number of member ASes, the location and scope
of the activities of the IXP, the IXP’s service offerings, and if the
IXP operates for profit or as a non-profit organization [18]. In this
paper, we consider the traffic that is exchanged over the public peer-
ing fabric supported by the switching infrastructure of the IXP. In
particular, for this study, we rely on nine months’ worth of contin-
uous sFlow [47] records that were collected in 2011 at the IXP’s
infrastructure using a random sampling of 1 out of 16k packets. Our
sFlow records capture the first 128 bytes of each sampled packet,
thus giving us access to the IP and TCP headers. The sFlow captur-
ing process includes an anonymization step in which IP addresses
are scrambled while maintaining prefix consistency [19].

The efforts we made to assess the quality of the available sFlow
records included checking for sampling bias and identifying and
filtering out less than 1 % of the total traffic that was immaterial
for our study. For example, since sFlow sampling is performed
simultaneously and independently by multiple switches within the

Table 1: Overview of IXPs sFlow dataset.
Apr 25 Aug 22 Oct 10 Nov 28
May 1 Aug 28 Oct 16 Dec 4

Identified member ASes 358 375 383 396
Router IPs 426 445 455 474
MAC addresses 428 448 458 474
Tier-1 13 13 13 13
Tier-2 281 292 297 306
Leaf 64 70 73 77
Countries of member ASes 43 44 45 47
Continents of member ASes 3 3 3 3
Average packet rate (Mpps) 142 150 166 174
Average bandwidth (Gbps) 838 863 954 992
Daily avg volume (PB) 9.0 9.3 10.3 10.7

IXP’s infrastructure, there may exist a bias toward such flows that
traverse multiple sampling points. When counting the number of
different sFlow probes that capture packets exchanged between the
same pair of member router interfaces (MAC addresses), we found
that more than 99 % of these flows were only sampled by a single
probe, providing hard evidence that our data is not corrupted by this
sampling bias. As for immaterial traffic, we filtered out all traffic
contributed by the IXP’s management machines (e.g., route servers)
as well as broadcast and multicast traffic, except for ARP packets.
Finally, we also eliminated all IPv6 traffic as it constitutes less than
1 % of the overall traffic (in bytes or packets) at this IXP.

2.3 IXPs: A moving target
Studying one of the largest IXPs means chasing a moving target.

Large IXPs present a changing environment, with a number of
different dynamic factors acting on different time scales. Over
large time scales (i.e., annual or monthly), there are changes due
to new IXP policies. On more medium time scales (i.e., weekly),
there is churn in IXP membership (e.g., new members join, but
there are also potential departures from the IXP associated with
mergers and acquisitions), number of switch ports, and peerings
(e.g., new peerings are established, de-peerings, or peering changes
such as switching from a public peering arrangement to a private
peering). On small time scales (e.g., daily or hourly and below),
traffic variations are the main cause for changing IXP conditions.

To address this aspect, instead of analyzing the entire nine months
of essentially uninterrupted sFlow measurements from our IXP, we
selected four one week-long periods during late April, late August,
mid-October, and late November/early December of 2011. We
selected weekly periods based on the fact that the AS membership
at our IXP was by and large stable during the course of a week. At
the same time, choosing four one week-long periods from the nine

Source: B. Ager et al. “Anatomy of a Large European IXP,” ACM SIGCOMM 2012, Helsinki, Finland, August
13–17, 2012.
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The internals of an IXP (cont.)
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Figure 1: IXP architecture and traffic statistics for the Nov/Dec week.

networks to become members at such public peering platforms are
as diverse as the growing number of increasingly diverse ASes. For
example, a CDN interested in optimizing its performance while
keeping its cost low might want to choose an open peering policy
to encourage direct and settlement-free traffic exchange at an IXP
with as many networks as possible. On the other hand, large ISPs
are likely to be interested in establishing peering relationships with
other ISPs of about the same size. To achieve this objective, they
may want to base their peering decision on a selective peering policy
that allows them to deny peering with small ISPs, thus retaining
them as paying customers in customer-provider type interconnection
arrangements that are more lucrative. Transit networks have yet
different objectives for using an IXP – they look at an IXP as a point
of sale of their upstream connectivity offerings. In general, the larger
the number of member ASes at an IXP, the more attractive that IXP
is as a peering platform. This explains to a large degree the high
level of innovation that the IXP marketplace has experienced in the
process of becoming a vital component of the Internet ecosystem.

2.2 IXP infrastructure and data
Figure 1(a) illustrates a high-level overview of the architecture of

our IXP. Although complex to maintain and scale, the infrastructure
of this large IXP is typical of large IXPs in general, and the IXP’s
operation can be described in simple terms. The IXP provides a
layer-2 switching fabric and each of the member ASes connects its
access router to that switching fabric. When a pair of member ASes
decides to peer at the IXP, they establish a BGP session between
their access routers which, in turn, enables the exchange of IP traffic
over this peering link across the IXP’s infrastructure.

The volume and properties of the traffic exchanged at an IXP
depend on the number of member ASes, the location and scope
of the activities of the IXP, the IXP’s service offerings, and if the
IXP operates for profit or as a non-profit organization [18]. In this
paper, we consider the traffic that is exchanged over the public peer-
ing fabric supported by the switching infrastructure of the IXP. In
particular, for this study, we rely on nine months’ worth of contin-
uous sFlow [47] records that were collected in 2011 at the IXP’s
infrastructure using a random sampling of 1 out of 16k packets. Our
sFlow records capture the first 128 bytes of each sampled packet,
thus giving us access to the IP and TCP headers. The sFlow captur-
ing process includes an anonymization step in which IP addresses
are scrambled while maintaining prefix consistency [19].

The efforts we made to assess the quality of the available sFlow
records included checking for sampling bias and identifying and
filtering out less than 1 % of the total traffic that was immaterial
for our study. For example, since sFlow sampling is performed
simultaneously and independently by multiple switches within the

Table 1: Overview of IXPs sFlow dataset.
Apr 25 Aug 22 Oct 10 Nov 28
May 1 Aug 28 Oct 16 Dec 4

Identified member ASes 358 375 383 396
Router IPs 426 445 455 474
MAC addresses 428 448 458 474
Tier-1 13 13 13 13
Tier-2 281 292 297 306
Leaf 64 70 73 77
Countries of member ASes 43 44 45 47
Continents of member ASes 3 3 3 3
Average packet rate (Mpps) 142 150 166 174
Average bandwidth (Gbps) 838 863 954 992
Daily avg volume (PB) 9.0 9.3 10.3 10.7

IXP’s infrastructure, there may exist a bias toward such flows that
traverse multiple sampling points. When counting the number of
different sFlow probes that capture packets exchanged between the
same pair of member router interfaces (MAC addresses), we found
that more than 99 % of these flows were only sampled by a single
probe, providing hard evidence that our data is not corrupted by this
sampling bias. As for immaterial traffic, we filtered out all traffic
contributed by the IXP’s management machines (e.g., route servers)
as well as broadcast and multicast traffic, except for ARP packets.
Finally, we also eliminated all IPv6 traffic as it constitutes less than
1 % of the overall traffic (in bytes or packets) at this IXP.

2.3 IXPs: A moving target
Studying one of the largest IXPs means chasing a moving target.

Large IXPs present a changing environment, with a number of
different dynamic factors acting on different time scales. Over
large time scales (i.e., annual or monthly), there are changes due
to new IXP policies. On more medium time scales (i.e., weekly),
there is churn in IXP membership (e.g., new members join, but
there are also potential departures from the IXP associated with
mergers and acquisitions), number of switch ports, and peerings
(e.g., new peerings are established, de-peerings, or peering changes
such as switching from a public peering arrangement to a private
peering). On small time scales (e.g., daily or hourly and below),
traffic variations are the main cause for changing IXP conditions.

To address this aspect, instead of analyzing the entire nine months
of essentially uninterrupted sFlow measurements from our IXP, we
selected four one week-long periods during late April, late August,
mid-October, and late November/early December of 2011. We
selected weekly periods based on the fact that the AS membership
at our IXP was by and large stable during the course of a week. At
the same time, choosing four one week-long periods from the nine

Source: B. Ager et al. “Anatomy of a Large European IXP,” ACM SIGCOMM 2012, Helsinki, Finland, August
13–17, 2012.
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The internals of an IXP (cont.)
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Figure 1: IXP architecture and traffic statistics for the Nov/Dec week.

networks to become members at such public peering platforms are
as diverse as the growing number of increasingly diverse ASes. For
example, a CDN interested in optimizing its performance while
keeping its cost low might want to choose an open peering policy
to encourage direct and settlement-free traffic exchange at an IXP
with as many networks as possible. On the other hand, large ISPs
are likely to be interested in establishing peering relationships with
other ISPs of about the same size. To achieve this objective, they
may want to base their peering decision on a selective peering policy
that allows them to deny peering with small ISPs, thus retaining
them as paying customers in customer-provider type interconnection
arrangements that are more lucrative. Transit networks have yet
different objectives for using an IXP – they look at an IXP as a point
of sale of their upstream connectivity offerings. In general, the larger
the number of member ASes at an IXP, the more attractive that IXP
is as a peering platform. This explains to a large degree the high
level of innovation that the IXP marketplace has experienced in the
process of becoming a vital component of the Internet ecosystem.

2.2 IXP infrastructure and data
Figure 1(a) illustrates a high-level overview of the architecture of

our IXP. Although complex to maintain and scale, the infrastructure
of this large IXP is typical of large IXPs in general, and the IXP’s
operation can be described in simple terms. The IXP provides a
layer-2 switching fabric and each of the member ASes connects its
access router to that switching fabric. When a pair of member ASes
decides to peer at the IXP, they establish a BGP session between
their access routers which, in turn, enables the exchange of IP traffic
over this peering link across the IXP’s infrastructure.

The volume and properties of the traffic exchanged at an IXP
depend on the number of member ASes, the location and scope
of the activities of the IXP, the IXP’s service offerings, and if the
IXP operates for profit or as a non-profit organization [18]. In this
paper, we consider the traffic that is exchanged over the public peer-
ing fabric supported by the switching infrastructure of the IXP. In
particular, for this study, we rely on nine months’ worth of contin-
uous sFlow [47] records that were collected in 2011 at the IXP’s
infrastructure using a random sampling of 1 out of 16k packets. Our
sFlow records capture the first 128 bytes of each sampled packet,
thus giving us access to the IP and TCP headers. The sFlow captur-
ing process includes an anonymization step in which IP addresses
are scrambled while maintaining prefix consistency [19].

The efforts we made to assess the quality of the available sFlow
records included checking for sampling bias and identifying and
filtering out less than 1 % of the total traffic that was immaterial
for our study. For example, since sFlow sampling is performed
simultaneously and independently by multiple switches within the

Table 1: Overview of IXPs sFlow dataset.
Apr 25 Aug 22 Oct 10 Nov 28
May 1 Aug 28 Oct 16 Dec 4

Identified member ASes 358 375 383 396
Router IPs 426 445 455 474
MAC addresses 428 448 458 474
Tier-1 13 13 13 13
Tier-2 281 292 297 306
Leaf 64 70 73 77
Countries of member ASes 43 44 45 47
Continents of member ASes 3 3 3 3
Average packet rate (Mpps) 142 150 166 174
Average bandwidth (Gbps) 838 863 954 992
Daily avg volume (PB) 9.0 9.3 10.3 10.7

IXP’s infrastructure, there may exist a bias toward such flows that
traverse multiple sampling points. When counting the number of
different sFlow probes that capture packets exchanged between the
same pair of member router interfaces (MAC addresses), we found
that more than 99 % of these flows were only sampled by a single
probe, providing hard evidence that our data is not corrupted by this
sampling bias. As for immaterial traffic, we filtered out all traffic
contributed by the IXP’s management machines (e.g., route servers)
as well as broadcast and multicast traffic, except for ARP packets.
Finally, we also eliminated all IPv6 traffic as it constitutes less than
1 % of the overall traffic (in bytes or packets) at this IXP.

2.3 IXPs: A moving target
Studying one of the largest IXPs means chasing a moving target.

Large IXPs present a changing environment, with a number of
different dynamic factors acting on different time scales. Over
large time scales (i.e., annual or monthly), there are changes due
to new IXP policies. On more medium time scales (i.e., weekly),
there is churn in IXP membership (e.g., new members join, but
there are also potential departures from the IXP associated with
mergers and acquisitions), number of switch ports, and peerings
(e.g., new peerings are established, de-peerings, or peering changes
such as switching from a public peering arrangement to a private
peering). On small time scales (e.g., daily or hourly and below),
traffic variations are the main cause for changing IXP conditions.

To address this aspect, instead of analyzing the entire nine months
of essentially uninterrupted sFlow measurements from our IXP, we
selected four one week-long periods during late April, late August,
mid-October, and late November/early December of 2011. We
selected weekly periods based on the fact that the AS membership
at our IXP was by and large stable during the course of a week. At
the same time, choosing four one week-long periods from the nine

Source: B. Ager et al. “Anatomy of a Large European IXP,” ACM SIGCOMM 2012, Helsinki, Finland, August
13–17, 2012.

Marcelo Yannuzzi Routing in the Future Internet: Graduate Course, INCO, Montevideo, Uruguay, 2012. 36



Resetting our mental picture of the Internet...

Study performed by Ager et al. (public peerings):

9 months’ worth of sFlow records collected at an IXP in 2011.

Main findings:

“... this IXP has close to 400 members which have
established some 67% (or more than 50,000) of all
possible such peerings and use them for exchanging some
10 PB of IP traffic daily.”

“To put this number in perspective, note that as of 2010, the
number of inferred AS links of the peer-peer type in the
Internet was reported to be around 40,000 – less than
what we observe at this particular IXP alone!”

Source: B. Ager et al. “Anatomy of a Large European IXP,” ACM SIGCOMM 2012, Helsinki, Finland, August
13–17, 2012.
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Resetting our mental picture of the Internet...(cont.)

3.1 Peering fabric seen from within the IXP
According to a commonly-used definition, two ASes are con-

nected (at a particular time) in the logical AS graph if they can
exchange routing information directly, i.e., without the help of an
intermediary AS that provides transit, presumably for the purpose
of exchanging IP traffic. In the case of our IXP where we know its
topology (mapping of MAC and IP addresses to member ASes) and
have access to its sFlow records, we use a more pragmatic defini-
tion and say that there exists a P-P link between a pair of member
ASes if – during a given period of time – we see IP traffic being
exchanged between these two member ASes over the IXP’s public
infrastructure. This pragmatic definition expresses our intention to
focus on those P-P links of the IXP’s peering fabric that matter;
that is, carry actual IP traffic, e.g., BGP packets only in the case of
backup links or IP packets generated by genuine application-level
traffic. We call the thus-defined peering matrix the “ground truth”
for our IXP as it provides the most useful and complete information
about the actual status of the peerings between its member ASes.

After filtering the Nov/Dec sFlow records as described in Sec-
tion 2 and analyzing the resulting traffic, we found that out of a total
of 396 × 395 / 2 = 78,210 (bi-directional) P-P links that the 396
IXP member ASes could potentially establish at the IXP in that time
period, more than 50,000 P-P links were actually established and
were used to exchange IP traffic. This corresponds to a “peering
rate” at our IXP or a “fill degree” of this IXP’s (symmetric) peering
matrix of about 67 %, meaning that on average, each member AS
exchanges IP traffic over the IXP’s public infrastructure with some
270 other member ASes. In total, the observed ground truth of
this IXP’s peering fabric with its more than 50,000 active P-P links
is responsible for about 10 PB of traffic that traverses this IXP’s
public infrastructure daily. Next, we examine how well this IXP’s
actual peering matrix can be replicated when instead of relying on
IXP-provided sFlow records, we are limited by measurements that
do not involve the IXP and are obtained from outside the IXP.

3.2 Peering fabric seen from outside the IXP
In the past, BGP routing information (i.e., control-plane data)

as well as traceroute measurements (i.e., data-plane information)
have been widely used to analyze the structure and evolution of the
AS-level Internet. Access to our IXP’s actual peering fabric gives us
a unique opportunity to evaluate how the various inferred peering
matrices for this IXP that result from relying on these different
IXP-external datasets compare to the IXP’s ground truth.

In terms of BGP routing information, we relied on two well-
known sources, i.e., Route-Views (RV) [45] and RIPE NCC (RIPE)
[42], and on a non-public dataset (NP). For RV and RIPE, we re-
lied on all their available route collectors, and used both BGP table
dumps and updates from the same period when the Nov/Dec sFlow
records were collected. NP consists of BGP dumps collected from
about 70 routers worldwide which receive BGP information from
724 different ASes also covering the full week. Table 2 provides de-
tails about the total number of ASes from which the various datasets
obtained BGP data and shows that despite varying significantly in
magnitude, the three datasets are by and large complementary and
contain routing information from almost 1,000 different ASes.

With respect to traceroute measurements, we used a dataset that re-
sulted from a re-run of the targeted traceroute experiment described
in [3]. This experiment was especially designed with the goal of
discovering P-P links at IXPs and relied critically on the availability
of publicly available traceroute-enabled looking glass (LG) servers
throughout the Internet. The re-run was performed during Nov/Dec
of 2011 using an updated list of available LG servers. The dataset
we considered is derived from all traceroute probes launched as part

Table 2: Overview of routing and looking glass datasets for
November. The numbers show P-P links.

Unique Visible only in
Dataset LGs / ASN links this dataset
RV 78 5,336 1,084
RIPE 319 10,913 5,460
NP 723 3,419 684
RV+RIPE+NP 997 13,051 10,472
LG 821 / 148 4,892 2,313
RV+RIPE+NP+LG 1,070 15,364 15,364

RV+RIPE+NP+LG
LG

RV+RIPE+NP
NP

RIPE
RV

Visible
Invisible
Cannot−tell

0.0 0.2 0.4 0.6 0.8 1.0

Figure 2: Peering links and visibility in control/data plane (nor-
malized by number of detected P-P links).

of this recent campaign and consists of all inferred P-P links that
involve our IXP and have an associated high confidence level of
representing actual P-P links at our IXP (see [3] for details).

To systematically examine which P-P links at our IXP can and
which cannot be discovered with the help of which IXP-external
datasets, we classify these links into three categories. A visible P-P
link is a P-P link that is observed both in the IXP-provided sFlow
records and the IXP-external datasets (e.g., BGP or traceroute data).
A P-P link is called an invisible P-P link if it is visible from the IXP-
provided traffic data (i.e., IP packets traverse the link), but not visible
from the IXP-external datasets. Lastly, a cannot-tell P-P link is a P-
P link that is visible in BGP data but no traffic exchange is observed
between the two member ASes in question from our IXP-provided
data. This scenario is typical for private peering arrangements
supported by the IXP’s non-public infrastructure, but could also
arise in those rare situations where a peering is not established at
the IXP, or simply not visible in the traffic due to packet sampling.
Note that the visible and invisible P-P links add up to the more
than 50,000 P-P links that constitute the ground truth of our IXP’s
peering fabric. Furthermore, since the cannot-tell P-P links cannot
be seen from the IXP-provided data, they are not a subset of either
the visible or invisible peerings.

Using each of the IXP-external datasets, separately and in dif-
ferent combinations, Table 2 gives (i) the total number of visible
P-P links that can be seen from the different IXP-external data and
(ii) the number of unique visible P-P links; that is, those P-P links
that can only be seen from exactly one of the IXP-external datasets.
When compared to the ground truth, we see that each of the IXP-
external datasets misses the vast majority of the observed links, and
even when pooling all this available control- and data-plane infor-
mation, we can still only account for a limited fraction of this IXP’s
actual peering fabric. A more detailed account of our findings is
provided in Figure 2 and illustrates the breakdown of the P-P links
into the three different categories of P-P links introduced above. We
observe that even when relying on all the available datasets, about
70 % of the P-P links at this IXP remain invisible.

3.3 Some food for thought
A survey of the recent literature on measuring the AS-level In-

ternet shows that as of late 2009, the total number of P-P links in

Source: B. Ager et al. “Anatomy of a Large European IXP,” ACM SIGCOMM 2012, Helsinki, Finland, August
13–17, 2012.
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3.1 Peering fabric seen from within the IXP
According to a commonly-used definition, two ASes are con-

nected (at a particular time) in the logical AS graph if they can
exchange routing information directly, i.e., without the help of an
intermediary AS that provides transit, presumably for the purpose
of exchanging IP traffic. In the case of our IXP where we know its
topology (mapping of MAC and IP addresses to member ASes) and
have access to its sFlow records, we use a more pragmatic defini-
tion and say that there exists a P-P link between a pair of member
ASes if – during a given period of time – we see IP traffic being
exchanged between these two member ASes over the IXP’s public
infrastructure. This pragmatic definition expresses our intention to
focus on those P-P links of the IXP’s peering fabric that matter;
that is, carry actual IP traffic, e.g., BGP packets only in the case of
backup links or IP packets generated by genuine application-level
traffic. We call the thus-defined peering matrix the “ground truth”
for our IXP as it provides the most useful and complete information
about the actual status of the peerings between its member ASes.

After filtering the Nov/Dec sFlow records as described in Sec-
tion 2 and analyzing the resulting traffic, we found that out of a total
of 396 × 395 / 2 = 78,210 (bi-directional) P-P links that the 396
IXP member ASes could potentially establish at the IXP in that time
period, more than 50,000 P-P links were actually established and
were used to exchange IP traffic. This corresponds to a “peering
rate” at our IXP or a “fill degree” of this IXP’s (symmetric) peering
matrix of about 67 %, meaning that on average, each member AS
exchanges IP traffic over the IXP’s public infrastructure with some
270 other member ASes. In total, the observed ground truth of
this IXP’s peering fabric with its more than 50,000 active P-P links
is responsible for about 10 PB of traffic that traverses this IXP’s
public infrastructure daily. Next, we examine how well this IXP’s
actual peering matrix can be replicated when instead of relying on
IXP-provided sFlow records, we are limited by measurements that
do not involve the IXP and are obtained from outside the IXP.

3.2 Peering fabric seen from outside the IXP
In the past, BGP routing information (i.e., control-plane data)

as well as traceroute measurements (i.e., data-plane information)
have been widely used to analyze the structure and evolution of the
AS-level Internet. Access to our IXP’s actual peering fabric gives us
a unique opportunity to evaluate how the various inferred peering
matrices for this IXP that result from relying on these different
IXP-external datasets compare to the IXP’s ground truth.

In terms of BGP routing information, we relied on two well-
known sources, i.e., Route-Views (RV) [45] and RIPE NCC (RIPE)
[42], and on a non-public dataset (NP). For RV and RIPE, we re-
lied on all their available route collectors, and used both BGP table
dumps and updates from the same period when the Nov/Dec sFlow
records were collected. NP consists of BGP dumps collected from
about 70 routers worldwide which receive BGP information from
724 different ASes also covering the full week. Table 2 provides de-
tails about the total number of ASes from which the various datasets
obtained BGP data and shows that despite varying significantly in
magnitude, the three datasets are by and large complementary and
contain routing information from almost 1,000 different ASes.

With respect to traceroute measurements, we used a dataset that re-
sulted from a re-run of the targeted traceroute experiment described
in [3]. This experiment was especially designed with the goal of
discovering P-P links at IXPs and relied critically on the availability
of publicly available traceroute-enabled looking glass (LG) servers
throughout the Internet. The re-run was performed during Nov/Dec
of 2011 using an updated list of available LG servers. The dataset
we considered is derived from all traceroute probes launched as part

Table 2: Overview of routing and looking glass datasets for
November. The numbers show P-P links.

Unique Visible only in
Dataset LGs / ASN links this dataset
RV 78 5,336 1,084
RIPE 319 10,913 5,460
NP 723 3,419 684
RV+RIPE+NP 997 13,051 10,472
LG 821 / 148 4,892 2,313
RV+RIPE+NP+LG 1,070 15,364 15,364
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Figure 2: Peering links and visibility in control/data plane (nor-
malized by number of detected P-P links).

of this recent campaign and consists of all inferred P-P links that
involve our IXP and have an associated high confidence level of
representing actual P-P links at our IXP (see [3] for details).

To systematically examine which P-P links at our IXP can and
which cannot be discovered with the help of which IXP-external
datasets, we classify these links into three categories. A visible P-P
link is a P-P link that is observed both in the IXP-provided sFlow
records and the IXP-external datasets (e.g., BGP or traceroute data).
A P-P link is called an invisible P-P link if it is visible from the IXP-
provided traffic data (i.e., IP packets traverse the link), but not visible
from the IXP-external datasets. Lastly, a cannot-tell P-P link is a P-
P link that is visible in BGP data but no traffic exchange is observed
between the two member ASes in question from our IXP-provided
data. This scenario is typical for private peering arrangements
supported by the IXP’s non-public infrastructure, but could also
arise in those rare situations where a peering is not established at
the IXP, or simply not visible in the traffic due to packet sampling.
Note that the visible and invisible P-P links add up to the more
than 50,000 P-P links that constitute the ground truth of our IXP’s
peering fabric. Furthermore, since the cannot-tell P-P links cannot
be seen from the IXP-provided data, they are not a subset of either
the visible or invisible peerings.

Using each of the IXP-external datasets, separately and in dif-
ferent combinations, Table 2 gives (i) the total number of visible
P-P links that can be seen from the different IXP-external data and
(ii) the number of unique visible P-P links; that is, those P-P links
that can only be seen from exactly one of the IXP-external datasets.
When compared to the ground truth, we see that each of the IXP-
external datasets misses the vast majority of the observed links, and
even when pooling all this available control- and data-plane infor-
mation, we can still only account for a limited fraction of this IXP’s
actual peering fabric. A more detailed account of our findings is
provided in Figure 2 and illustrates the breakdown of the P-P links
into the three different categories of P-P links introduced above. We
observe that even when relying on all the available datasets, about
70 % of the P-P links at this IXP remain invisible.

3.3 Some food for thought
A survey of the recent literature on measuring the AS-level In-

ternet shows that as of late 2009, the total number of P-P links in

Source: B. Ager et al. “Anatomy of a Large European IXP,” ACM SIGCOMM 2012, Helsinki, Finland, August
13–17, 2012.
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Study performed by Ager et al. (public peerings):

“even when relying on all the available datasets, about
70% of the P-P links at this IXP remain invisible”
The Internet is “flattening” .... through a myriad of
shortcuts.
The tiered picture is still there though the hierarchy as such
seems to be an “illusion” ... since “...the observed rich
peering fabric at this IXP enables connectivity among
networks of all different types and is essentially agnostic of
any tier structure."

Source: B. Ager et al. “Anatomy of a Large European IXP,” ACM SIGCOMM 2012, Helsinki, Finland, August
13–17, 2012.
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Figure 3: Peering traffic and visibility in control/data plane
(normalized by total traffic volume).

the entire Internet was estimated to be in the 35,000-45,000 range.
The low end of this range results from adding to the 15,000-20,000
P-P links reported in [16] the roughly 20,000 new P-P links that
were discovered in [3] and passed very strict validation criteria. The
high end of this range is reported by Chen et al. [11] who used less
stringent criteria for validating newly detected P-P links. In stark
contrast to these recent estimates, our above analysis shows that
the more than 50,000 P-P links that we encountered in this single
large European IXP exceed the total number of P-P links assumed
to exist Internet-wide. In view of arguments that suggest that many
of these P-P links at IXPs are not critical in topology inference [53]
or for understanding the evolution of the Internet, for example due
to their possible role as backup links [16], we use again our IXP
as an example. We show in Figure 3 the fraction of the total traf-
fic traversing the IXP infrastructure that would not be accounted
for if we only knew about the visible links; that is, the P-P links
whose existence at this IXP can be inferred from the various BGP or
traceroute data. Figure 3 shows that when using these IXP-external
datasets individually to infer the visible links, each of them misses
between 56–78 % of the total traffic (in bytes or packets) handled by
this IXP. Even when pooling all the IXP-external datasets, close to
half of the total traffic would be missed, due to the large number of
P-P links that are not seen. Therefore, trying to gain insight into the
economic incentives and business reasons of the various member
ASes of this IXP for establishing the encountered peering fabric
would be very hard knowing the visible peerings only.

Table 2 and Figure 2 show why efforts to unveil the peering fabric
at this IXP (or others) by using publicly available or even privately
collected BGP data or relying on measurements obtained from care-
fully designed traceroute experiments are essentially doomed. The
main reason is the well-known problem of vantage points [44]. On
the one hand, as shown in [38], the locations within the AS-level
Internet of the monitors traditionally used to collect the widely-used
BGP data provide a relatively accurate picture of the Internet AS-
level connectivity as far as AS links of the customer-provider type
are concerned, reportedly missing less than 11,000 out of a total of
about 94,000 of such links Internet-wide [11]. On the other hand,
these monitors have hardly any visibility into the Internet’s IXP
substrate consisting of the various IXPs, their member ASes and the
P-P links among them at those IXPs [37] and thus miss the majority
of those links. At the same time, even when trying to use traceroute
measurements and launch probes from LG servers close to an IXP to
a target in an AS “on the other side” of the IXP, due to AS-specific
routing policies, there is no guarantee that the probes traverse the
IXP and improve the discovery of P-P links at the IXP.

4. DIVERSITY OF THE IXP ECOSYSTEM
In this section, we take a closer look at our IXP’s ecosystem;

that is, its member ASes, the rich peering fabric we described in

Section 3, and various aspects of the traffic that is exchanged among
the IXP’s member ASes over this peering fabric.

4.1 Member ASes
We have already noted that the traditional classification of net-

works into tiers says little about the nature and nothing about the
business types of the networks that are members at this IXP (see
Section 2). Unfortunately, there is no readily available dataset which
lets us determine the business type(s) of each member AS. There-
fore, we manually examined the information available on each of the
member ASes’ web sites and present in Figure 4(a) their business
type(s). Clearly, the business model of the member ASes differ
significantly, and it is not uncommon to encounter member ASes
that are in multiple business types. Focusing on their main business
type, we further classified each of the member ASes as a large ISP
(LISP), small ISP (SISP), hosting/service and content distribution
network (HCDN), and an academic and enterprise network (AEN).
A large ISP is providing transit, connectivity, eyeball access and
additional services such as hosting or even content distribution. A
small ISP is an access provider and may also provide transit services.
Hosting and service providers are hosting content, either indirectly
through providing web-space or rack-space to actual creators of
content, or as content owners. Some of them also provide special
services such as DNS. The AEN category comprises all networks
that are solely used to connect enterprises and universities.

4.2 Peering
For each of our IXP’s member ASes, Figure 4(b) shows the

number of its P-P links; that is, the number of other members with
which it peers at this IXP. The member ASes are ordered (x-axis)
according to our classification as introduced in Section 2 (i.e., tier-
1, tier-2, and leaf networks), with no particular order within the
resulting groups. Figure 4(b) reveals an enormous diversity with
respect to the number of peers – some member ASes peer only with
a few other members, while others peer with almost all of them. In
particular, we see that the tier-1 ISPs have a small number of P-P
links, typically peering with less than 25 % of all member ASes.
This observation is consistent with their stated intention of offering
only restrictive peering (e.g., on peeringDB [39], on the IXPs web
site, or on the companies’ web sites). Tier-1 ISPs apparently use
the IXP, among other reasons, to augment their existing peerings,
but need to do this with care because most other member ASes are
either transit customers or potential transit customer for them.

Non-tier-1 members typically peer with a large number of other
members, with about 71 % of the tier-2 and leaf member ASes
peering with at least 70 % of the other members. Among the tier-2
and leaf networks (more than 96 % of the members), there are less
than 10 % which peer with less than 25 % of all members. Tier-2 and
leaf member ASes usually have an open peering policy, meaning that
when asked what they look for in a peering, their answers are mainly
performance and reducing transit costs. Some prefer selective over
open peering policies, especially if setting some standards for a
potential peer’s network in terms of criteria such as traffic exchange
ratio, geographic scope, backbone capacity, or traffic volume is in
their interest. We find that most member ASes at this IXP use open
peering policies and peer massively with other members. However,
we also encounter ASes with open peering policies that do not
peer with that many other members. Possible reasons for their low
peering rate are when they joined the IXP, if they offer desirable
content or if they provide Internet access to a significant number of
eyeballs.

Figure 4(b) also shows a classification of the member ASes in
the four business categories defined above: LISP, SISP, HCDN, and

Source: B. Ager et al. “Anatomy of a Large European IXP,” ACM SIGCOMM 2012, Helsinki, Finland, August
13–17, 2012.
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(b) Scatter-plot of num. of peers per member.
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(c) Fractions of web-traffic across members.

Figure 4: Diversity in members: business type, number of peerings, and application mix exemplified by web-traffic.

AEN. Based on this classification, we find that in the LISP group,
the member ASes with a small number of peerings are the tier-1
ISPs and those ISPs with a selective peering policy. In the HCDN
group, the networks with a few peerings include some of the large
players, but also small hosting providers (e.g., for banks or online
games). The picture is less clear for the SISP group. In general, the
observed large number of member ASes that have a large number
of peers at this IXP is testimony for the ease with which member
ASes can peer at this (and other) IXP. In fact, the findings of a recent
survey [50] provide compelling reasons – some 99 % of the surveyed
peerings were a result of “handshake” agreements (with symmetric
terms) rather than formal contracts, and an apparent prevalence of
multi-lateral peering agreements; that is, the exchange of customer
routes within groups of more than two parties.

4.3 Traffic
The contributions to the IXP’s overall traffic by the individual

member ASes is highly skewed, with the top 30 % of member ASes
contributing close to 90 % of the overall IXP traffic. Examining
in more detail the traffic volume that each member AS contributes
to the IXP’s overall traffic, we first investigate what role the traffic
exchange ratio plays in establishing P-P links. To this end, we
consider the traffic asymmetry across all peerings between any two
member ASes and show in Figure 5(a) the empirical cumulative
probability distribution of this asymmetry. For improved readability
we only show the part of the curve for ratios up to 100:1 (75 % of all
peerings). The figure reveals a high variability in terms of exchanged
traffic between the two member ASes of a peering. Indeed, only
27 % of the links have a traffic ratio of up to 3:1 (see support lines),
where a 3:1 ratio is often stated as a typical requirement in common
formal peering agreements [35]. Moreover, for 8 % of the peerings
the ratio exceeds 100:1, and for another 17 % we observe traffic in
only one direction. Figure 5(a) also depicts the empirical cumulative
probability distribution for the P-P links at this IXP involving only
tier-1 ISPs and shows that these peerings are less asymmetric, with
more than 33 % of them having a ratio below 3:1.

Figure 5(b) shows the traffic asymmetry of the member ASes
(i.e., the ratio of outgoing bytes vs. incoming bytes of a given
member AS). The traffic of 52 % of the member ASes is more or
less symmetric and within the range of 1:3 to 3:1. However, a
significant number of member ASes fall in the 3:20 to 20:3 range5.
In agreement with expectations, HCDNs have more outgoing than

5To illustrate, if we had a member AS that would only deliver
content using 1,500 byte-sized packets, the ratio could be as bad
as 1:58, assuming on average one ACK of 52 bytes for every two
data packets of 1,500 bytes and no overhead for the TCP connection
establishment.

incoming traffic, while the opposite is true for LISPs and SISPs.
However, there are various exceptions to this rule, and we find
HCDNs with significantly more incoming than outgoing traffic and
LISPs and SISPs where the opposite holds true. Note that despite
the significant diversity in the ratio of incoming and outgoing traffic,
more than half of the member ASes that send most of the traffic also
receive most of the traffic. Indeed, there is a 50 % overlap among
the top 50 member ASes according to bytes sent and the top 50
member ASes according to bytes received.

We can also examine how similar or dissimilar the overall ap-
plication mix (see Section 2) is across all the IXP member ASes.
For example, when computing for each member AS the fraction
of HTTP/HTTPS traffic relative to the total number of bytes sent
and received, we find in Figure 4(c) that this application mix differs
significantly across the member ASes and follows almost a uniform
distribution, indicating that without additional information, it would
be difficult to predict which percentage of a member AS’s traffic
is HTTP. However, as soon as we include for example information
about the member AS’s business type, we observe that as expected,
hosting providers and CDNs tend to send a larger fraction of HTTP
traffic. However, rather unexpectedly, we also see more than 10 %
of the hosting providers and CDNs with only marginal fractions of
HTTP traffic. Closer inspection shows that these member ASes are
primarily service providers that do not provide web content.

4.4 Prefixes
We next consider the prefix exchange ratio. For this purpose,

we say that a prefix is served by a member AS if the member AS
receives traffic for that prefix. Vice verse, we say that a prefix is
used by a member AS if output traffic of its access router is destined
toward that prefix. Figure 5(c) depicts a scatter-plot of the ratio of
the number of prefixes used vs. the number of prefixes served by
each member AS and provides clear evidence that the vast majority
of the member ASes of our IXP use more than 10-times the number
of prefixes they serve. Specifically, we see that hosting providers
and CDNs have a tendency to serve a smaller number of prefixes
but to use some two orders of magnitude more prefixes. Focusing
on the ISPs, we can identify two groups. The first, larger group,
serves a diverse but limited set of prefixes, from a few tens to a
few thousands. The second, smaller group, serves and uses a large
number of prefixes, some tens of thousands. Members that serve
such large numbers of prefixes are likely acting as transit networks
for other member ASes. However, we again observe exceptions to
these general observations in almost all categories.

4.5 Geographical aspects
Conventional wisdom about IXPs states that ASes join regional

Source: B. Ager et al. “Anatomy of a Large European IXP,” ACM SIGCOMM 2012, Helsinki, Finland, August
13–17, 2012.
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The “Why" of these discrepancies?

Why is the peering fabric seen from inside the IXP so different
from the one seen from outside the IXP?

...

...

Source: B. Ager et al. “Anatomy of a Large European IXP,” ACM SIGCOMM 2012, Helsinki, Finland, August
13–17, 2012.
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The “Why" of these discrepancies?

The Wrong Tools ...

BGP-based solutions...tough BGP is an information-hiding
protocol

The vantage points problem
Routing policies ... “have an intrisically hiding nature"

Traceroute-based solutions....though traceroute was not
devised to the end of topology discovery

Source: B. Ager et al. “Anatomy of a Large European IXP,” ACM SIGCOMM 2012, Helsinki, Finland, August
13–17, 2012.
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Other Myths...
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Resetting our mental picture of the Internet...(cont.)
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(a) Traffic asymmetry across P-P links.
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(b) Traffic asymmetry (out/in) per member.
Number of prefixes served per member
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(c) Prefix ratio per member AS.

Figure 5: Diversity in traffic asymmetry and use of prefixes.
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Figure 6: Geographic distances of IP endpoints to IXP.

IXPs to exchange local traffic. To examine this general belief, we
used the MaxMind GeoLite City database [31] to identify the ge-
ographic coordinates of both source and destination IP addresses
for each sampled packet. Despite known inaccuracies of this geolo-
cation database, using it for the needs of this study is appropriate,
as we are only interested in approximate distances at the country
level [40]. Contrary to our expectations, we found that only 10 %
of the traffic is exchanged within the country in which the IXP is
situated, while another 26 % originates from that country, and an-
other 3 % is destined for that country. However, when relaxing the
geographic constraint and considering a geographic region within
a radius of 2,000 km from our IXP, we confirm the local nature of
IXP traffic – almost 80 % and 72 % of the traffic terminates and
originates, respectively, within this relatively close proximity.

To better understand the geographic reach of our IXP, Figure 6
depicts the density of the distances of traffic originated by member
ASes in the LISP, SISP, and HCDN groups, weighted by byte vol-
ume. The distances shown in this figure are measured from the IP
source address to the IXP, i.e., they represent the geographic range
from which the IXP attracts traffic. We find that HCDNs have the
largest fractions of very short distance traffic and at the same time
the largest fraction of very long distance traffic–37 % of traffic vol-
ume with a distance larger than 5,000 km suggests the presence of
significant intercontinental traffic. This indicates either mismatches
in the IP address location [40] and/or that some of the traffic is in-
deed being served from remote locations. Likewise, member ASes
in the LISP group show strong presence at around 5,000 km, which
is mainly contributed by a small number of large international ISPs.
SISPs and AENs (not shown) typically send traffic from closer to
the IXP than members in the other business groups.
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Figure 7: SVD-based 3D projection based on 12 features of the
top 50 member ASes by bytes sent.

4.6 Tiers without tears
The above analysis highlights the diversity of the member ASes

in terms of business types, the number of peerings, as well as their
traffic characteristics. We have already seen indications that the
traditional classification of networks by tiers cannot account for this
observed diversity, mainly because it is agnostic to features of the
member ASes such as their business type, traffic, peerings, prefixes,
and geographic properties. Clearly, these and other features have the
potential of painting a much more interesting and relevant picture of
networks compared to what is possible knowing only the presence
or absence of provider and customer networks.

In the rest of this section, we explore the possibility of combining
some of these features and identify meaningful clusters. To this end,
we consider 12 features in an attempt to characterize the member
ASes’ peerings and traffic characteristics: number of bytes sent,
number of bytes received, number of peers, number of ASes and
prefixes they send traffic to and receive traffic from, percentage of
HTTP traffic that they send and receive, and 25-percentile of the
distances from the traffic source to the destination, as well as from
the IXP location to the destination for outbound traffic, and from
the traffic source to the IXP location for inbound traffic.

We consider the Singular Value Decomposition [27] (SVD) of
the 396 × 12 matrix and look at its projection into the 3D space
defined by the three eigenvectors corresponding to the three largest
singular values. Intuitively, the SVD produces a set of combined
features (i.e., linear combinations of the original variables) so that
the variability of the values of the first few combined features is
maximized. Figure 7 shows the resulting 3D figure as a scatter-plot.

Source: B. Ager et al. “Anatomy of a Large European IXP,” ACM SIGCOMM 2012, Helsinki, Finland, August
13–17, 2012.
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Resetting our mental picture of the Internet...(cont.)
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(b) Traffic asymmetry (out/in) per member.
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(c) Prefix ratio per member AS.

Figure 5: Diversity in traffic asymmetry and use of prefixes.
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Figure 6: Geographic distances of IP endpoints to IXP.

IXPs to exchange local traffic. To examine this general belief, we
used the MaxMind GeoLite City database [31] to identify the ge-
ographic coordinates of both source and destination IP addresses
for each sampled packet. Despite known inaccuracies of this geolo-
cation database, using it for the needs of this study is appropriate,
as we are only interested in approximate distances at the country
level [40]. Contrary to our expectations, we found that only 10 %
of the traffic is exchanged within the country in which the IXP is
situated, while another 26 % originates from that country, and an-
other 3 % is destined for that country. However, when relaxing the
geographic constraint and considering a geographic region within
a radius of 2,000 km from our IXP, we confirm the local nature of
IXP traffic – almost 80 % and 72 % of the traffic terminates and
originates, respectively, within this relatively close proximity.

To better understand the geographic reach of our IXP, Figure 6
depicts the density of the distances of traffic originated by member
ASes in the LISP, SISP, and HCDN groups, weighted by byte vol-
ume. The distances shown in this figure are measured from the IP
source address to the IXP, i.e., they represent the geographic range
from which the IXP attracts traffic. We find that HCDNs have the
largest fractions of very short distance traffic and at the same time
the largest fraction of very long distance traffic–37 % of traffic vol-
ume with a distance larger than 5,000 km suggests the presence of
significant intercontinental traffic. This indicates either mismatches
in the IP address location [40] and/or that some of the traffic is in-
deed being served from remote locations. Likewise, member ASes
in the LISP group show strong presence at around 5,000 km, which
is mainly contributed by a small number of large international ISPs.
SISPs and AENs (not shown) typically send traffic from closer to
the IXP than members in the other business groups.
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Figure 7: SVD-based 3D projection based on 12 features of the
top 50 member ASes by bytes sent.

4.6 Tiers without tears
The above analysis highlights the diversity of the member ASes

in terms of business types, the number of peerings, as well as their
traffic characteristics. We have already seen indications that the
traditional classification of networks by tiers cannot account for this
observed diversity, mainly because it is agnostic to features of the
member ASes such as their business type, traffic, peerings, prefixes,
and geographic properties. Clearly, these and other features have the
potential of painting a much more interesting and relevant picture of
networks compared to what is possible knowing only the presence
or absence of provider and customer networks.

In the rest of this section, we explore the possibility of combining
some of these features and identify meaningful clusters. To this end,
we consider 12 features in an attempt to characterize the member
ASes’ peerings and traffic characteristics: number of bytes sent,
number of bytes received, number of peers, number of ASes and
prefixes they send traffic to and receive traffic from, percentage of
HTTP traffic that they send and receive, and 25-percentile of the
distances from the traffic source to the destination, as well as from
the IXP location to the destination for outbound traffic, and from
the traffic source to the IXP location for inbound traffic.

We consider the Singular Value Decomposition [27] (SVD) of
the 396 × 12 matrix and look at its projection into the 3D space
defined by the three eigenvectors corresponding to the three largest
singular values. Intuitively, the SVD produces a set of combined
features (i.e., linear combinations of the original variables) so that
the variability of the values of the first few combined features is
maximized. Figure 7 shows the resulting 3D figure as a scatter-plot.

Source: B. Ager et al. “Anatomy of a Large European IXP,” ACM SIGCOMM 2012, Helsinki, Finland, August
13–17, 2012.
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Some meat for thought ...

“...considering only the European IXP scene (see [18] for details) and being
conservative in using our large IXP as a baseline (i.e., assuming only a 50% peering
rate at IXPs), counting up the P-P links we expect to encounter at the four largest IXPs
(with, say, 400 unique members each) and at the 10 next-largest IXPs (with, say, 100
unique members each), we obtain a realistic lower bound for the estimated number of
P-P links for just the European portion of the Internet of some 200,000. This number
is more than 100% larger than the number of all AS links (i.e., customer-provider
and peer-peer) in the entire Internet in 2010 as reported in [16]....”

Source: B. Ager et al. “Anatomy of a Large European IXP,” ACM SIGCOMM 2012, Helsinki, Finland, August
13–17, 2012.
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It seems that ...

1 There are easily an order of magnitude more P-P links in today’s Internet than
previously assumed.

2 Contrary to what we thought, there are many more P-P links in today’s Internet
than customer-provider type peerings, with twice as many being a conservative
estimate.

3 Most of these P-P links are of critical importance as they carry significant traffic.
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Figure 2: Evolution of the number of ASes and CP links. The
regression curves are also shown.
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Figure 3: Evolution of CP and PP links in absolute numbers
and as a fraction of the total number of links.

The bottom panel in Figure 3 shows the fraction of CP and PP
links. The fraction of PP links has been increasing steadily after
2001, even though the growth rate of CP links is larger than that of
PP links. The reason is that the relative increase rate of PP links is
larger than that of CP links. Given that we probably underestimate
the number of PP links, the fraction of PP links at the end of 2007
is at least 20%.
Evolution of AS-path length and multihoming trends: Next, we
investigate the evolution of the average AS-path length (after re-
moving AS-path prepending). We do so by calculating the average
length of the AS-paths observed in each snapshot. The upper panel
in Figure 4 shows that the average path length has remained practi-
cally constant (at 4.2 AS hops) over the last 10 years. This is inter-
esting, given the significant growth of the underlying network. The
fact that the average AS-path length has remained constant points
to a densification process that increases the average degree of ASes
at a sufficiently high rate to keep the average AS-path length con-
stant. Indeed, the upper panel of Figure 4 shows that the aver-
age AS degree, counting only CP links, has increased consistently
over time, from 3.2 links to 4.3 links per AS. The median degree
(not shown) is dominated by small networks that have just 1 or 2
providers, and hence it does not show an increasing trend. This
densification process has also been studied by Leskovec et al. [22],
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Figure 4: Evolution of average AS degree, AS-path length, and
multihoming degree.

who observed that the effective diameter 4 of the AS graph slowly
decreases with time. Earlier modeling work, such as the preferen-
tial attachment growth model of Albert and Barabasi [1], predicted
an average path length that grows slowly with the size of the net-
work (O(ln ln n)), when a newly attached node has at least two
edges. Such a growth model would result in an increase in the av-
erage path length from 4.2 to 4.7 over the last 10 years, contrary to
the constant average path length of 4.2 that we observed. An inter-
esting possibility is that ASes choose their providers in a “distance-
aware" manner, so that the AS-path length from/to their major In-
ternet sources/destinations remains practically constant with time.

A plausible explanation for the densification of the Internet is the
increasing popularity of multihoming for economic, reliability and
performance reasons. The bottom panel of Figure 4 shows the av-
erage multihoming degree,5 defined as the number of providers of
a given AS, for two broad classes of ASes: stubs (i.e., ASes that
never had customers during their observed lifetime), and non-stubs
(the rest of ASes). We find that the average multihoming degree has
been increasing in both classes. Non-stubs, however, have been in-
creasing their average multihoming degree much faster than stubs
(from 1.5 to about 3.5), in particular after 2003. This may be be-
cause non-stubs, which are typically content/access/hosting/transit
providers, attempt to optimize their connectivity, and at the same
time improve their reliability, by multihoming to several upstream
transit providers. For many stubs, on the other hand, one or two
(primary) transit providers is often enough.
Growth versus rewiring: Next, we seek to understand the relative
significance of growth versus rewiring. Growth refers to the addi-
tion of new ASes in the network (together with their corresponding
links), while rewiring refers to changes in the connectivity of exist-
ing ASes. Specifically, we focus on the number of CP link births
due to AS births (growth) versus CP link births due to rewiring.
We also look at the number of CP link deaths due to AS deaths
versus CP link deaths due to rewiring. The top panel of figure 5
shows, for each pair of snapshots, the number of CP link births due
to AS births and due to rewiring. Initially, the CP link births due
to AS births and rewiring were comparable in number. Since 2001,
however, we find that the number of CP link births due to internal
4The effective diameter of a graph is the minimum value of d such
that at least 90% of the connected node-pairs are at distance at most
d. A smoothed version of this metric is used in [22].
5Multiple physical links between two ASes are counted as a single
inter-AS link.

3.1 Peering fabric seen from within the IXP
According to a commonly-used definition, two ASes are con-

nected (at a particular time) in the logical AS graph if they can
exchange routing information directly, i.e., without the help of an
intermediary AS that provides transit, presumably for the purpose
of exchanging IP traffic. In the case of our IXP where we know its
topology (mapping of MAC and IP addresses to member ASes) and
have access to its sFlow records, we use a more pragmatic defini-
tion and say that there exists a P-P link between a pair of member
ASes if – during a given period of time – we see IP traffic being
exchanged between these two member ASes over the IXP’s public
infrastructure. This pragmatic definition expresses our intention to
focus on those P-P links of the IXP’s peering fabric that matter;
that is, carry actual IP traffic, e.g., BGP packets only in the case of
backup links or IP packets generated by genuine application-level
traffic. We call the thus-defined peering matrix the “ground truth”
for our IXP as it provides the most useful and complete information
about the actual status of the peerings between its member ASes.

After filtering the Nov/Dec sFlow records as described in Sec-
tion 2 and analyzing the resulting traffic, we found that out of a total
of 396 × 395 / 2 = 78,210 (bi-directional) P-P links that the 396
IXP member ASes could potentially establish at the IXP in that time
period, more than 50,000 P-P links were actually established and
were used to exchange IP traffic. This corresponds to a “peering
rate” at our IXP or a “fill degree” of this IXP’s (symmetric) peering
matrix of about 67 %, meaning that on average, each member AS
exchanges IP traffic over the IXP’s public infrastructure with some
270 other member ASes. In total, the observed ground truth of
this IXP’s peering fabric with its more than 50,000 active P-P links
is responsible for about 10 PB of traffic that traverses this IXP’s
public infrastructure daily. Next, we examine how well this IXP’s
actual peering matrix can be replicated when instead of relying on
IXP-provided sFlow records, we are limited by measurements that
do not involve the IXP and are obtained from outside the IXP.

3.2 Peering fabric seen from outside the IXP
In the past, BGP routing information (i.e., control-plane data)

as well as traceroute measurements (i.e., data-plane information)
have been widely used to analyze the structure and evolution of the
AS-level Internet. Access to our IXP’s actual peering fabric gives us
a unique opportunity to evaluate how the various inferred peering
matrices for this IXP that result from relying on these different
IXP-external datasets compare to the IXP’s ground truth.

In terms of BGP routing information, we relied on two well-
known sources, i.e., Route-Views (RV) [45] and RIPE NCC (RIPE)
[42], and on a non-public dataset (NP). For RV and RIPE, we re-
lied on all their available route collectors, and used both BGP table
dumps and updates from the same period when the Nov/Dec sFlow
records were collected. NP consists of BGP dumps collected from
about 70 routers worldwide which receive BGP information from
724 different ASes also covering the full week. Table 2 provides de-
tails about the total number of ASes from which the various datasets
obtained BGP data and shows that despite varying significantly in
magnitude, the three datasets are by and large complementary and
contain routing information from almost 1,000 different ASes.

With respect to traceroute measurements, we used a dataset that re-
sulted from a re-run of the targeted traceroute experiment described
in [3]. This experiment was especially designed with the goal of
discovering P-P links at IXPs and relied critically on the availability
of publicly available traceroute-enabled looking glass (LG) servers
throughout the Internet. The re-run was performed during Nov/Dec
of 2011 using an updated list of available LG servers. The dataset
we considered is derived from all traceroute probes launched as part

Table 2: Overview of routing and looking glass datasets for
November. The numbers show P-P links.

Unique Visible only in
Dataset LGs / ASN links this dataset
RV 78 5,336 1,084
RIPE 319 10,913 5,460
NP 723 3,419 684
RV+RIPE+NP 997 13,051 10,472
LG 821 / 148 4,892 2,313
RV+RIPE+NP+LG 1,070 15,364 15,364

RV+RIPE+NP+LG
LG

RV+RIPE+NP
NP

RIPE
RV

Visible
Invisible
Cannot−tell

0.0 0.2 0.4 0.6 0.8 1.0

Figure 2: Peering links and visibility in control/data plane (nor-
malized by number of detected P-P links).

of this recent campaign and consists of all inferred P-P links that
involve our IXP and have an associated high confidence level of
representing actual P-P links at our IXP (see [3] for details).

To systematically examine which P-P links at our IXP can and
which cannot be discovered with the help of which IXP-external
datasets, we classify these links into three categories. A visible P-P
link is a P-P link that is observed both in the IXP-provided sFlow
records and the IXP-external datasets (e.g., BGP or traceroute data).
A P-P link is called an invisible P-P link if it is visible from the IXP-
provided traffic data (i.e., IP packets traverse the link), but not visible
from the IXP-external datasets. Lastly, a cannot-tell P-P link is a P-
P link that is visible in BGP data but no traffic exchange is observed
between the two member ASes in question from our IXP-provided
data. This scenario is typical for private peering arrangements
supported by the IXP’s non-public infrastructure, but could also
arise in those rare situations where a peering is not established at
the IXP, or simply not visible in the traffic due to packet sampling.
Note that the visible and invisible P-P links add up to the more
than 50,000 P-P links that constitute the ground truth of our IXP’s
peering fabric. Furthermore, since the cannot-tell P-P links cannot
be seen from the IXP-provided data, they are not a subset of either
the visible or invisible peerings.

Using each of the IXP-external datasets, separately and in dif-
ferent combinations, Table 2 gives (i) the total number of visible
P-P links that can be seen from the different IXP-external data and
(ii) the number of unique visible P-P links; that is, those P-P links
that can only be seen from exactly one of the IXP-external datasets.
When compared to the ground truth, we see that each of the IXP-
external datasets misses the vast majority of the observed links, and
even when pooling all this available control- and data-plane infor-
mation, we can still only account for a limited fraction of this IXP’s
actual peering fabric. A more detailed account of our findings is
provided in Figure 2 and illustrates the breakdown of the P-P links
into the three different categories of P-P links introduced above. We
observe that even when relying on all the available datasets, about
70 % of the P-P links at this IXP remain invisible.

3.3 Some food for thought
A survey of the recent literature on measuring the AS-level In-

ternet shows that as of late 2009, the total number of P-P links in

Sources: (bottom-left) B. Ager et al. “Anatomy of a Large European IXP,” ACM SIGCOMM 2012, Helsinki,
Finland, August 13–17, 2012 and (top and bottom-right) A. Dhamdhere and C. Dovrolis, “Ten Years in the
Evolution of the Internet Ecosystem,” in Proc. of ACM SIGCOMM/USENIX Internet Measurement
Conference (IMC), Vouliagmeni, Greece, Oct 2008.
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So now what?

What about the tiered structure then?
What about the 3 classical policies (C-P, P-P, S-S)?

M. Roughan et al. “10 Lessons from 10 Years of Measuring and Modeling
the Internet’s Autonomous Systems,” IEEE JOURNAL ON SELECTED
AREAS IN COMMUNICATIONS, VOL. 29, NO. 9, OCTOBER 2011.
W. B. Norton, “A Study of 28 Peering Policies," http://drpeering.net/white-
papers/Peering-Policies/A-Study-of-28-Peering-Policies.html.

What about valley-free policies?
see, e.g., “partial transit policies" in the first paper listed above.
S. Y. Qiu, P. D. Mcdaniel, and F. Monrose, “Toward valley-free interdomain
routing," in IEEE ICC, 2007.

...so....what about the power-laws and the topological properties
found by the Faloutsos in 1999?
....and what about what we think we know about the Internet’s
evolution and its invariant metrics?
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Readings for Monday, August 27th

1 P. Brighten Godfrey, Igor Ganichev, Scott Shenker, and Ion
Stoica, “Pathlet Routing," ACM SIGCOMM 2009.

2 Stefano Vissicchio, Luca Cittadini, Laurent Vanbever, and Olivier
Bonaventure, “iBGP Deceptions: More Sessions, Fewer
Routes," IEEE INFOCOM 2012.

Template available from Moodle.
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Questions?
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