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Multi-layer Data Planes
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The Multi-layer Structure

Carrier Ethernet Transport – Requirements and

Multilayer Network Architecture with PBB-TE
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The Multi-layer Structure (cont.)
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In light of the above, comprehensive multido-
main/multilayer optical standards and algorithms
are required for a distributed operation with lim-
ited global visibility, namely, resource dissemina-
tion, traffic engineering (TE) path computation,
and survivability. These solutions must be scal-
able and achieve a level of optimality, where
optimality can be inferred as the TE path chosen
in the idealized case of a “flat” network, that is,
no partitioning with a global state [3]. Typically,
these objectives can be conflicting. Currently,
although multidomain data networks were well
studied, optical networks pose very different
resource/link constraints and have an inherent
grooming aspect due to multiple granularities.
This article addresses this challenging area and
is organized as follows. We first present a survey
of existing standards. Next, we describe related
research work and highlight key open challenges.
Then, a sample multidomain DWDM study is
presented along with conclusions.

MULTIDOMAIN OPTICAL
NETWORKING STANDARDS

Various optical standards were developed within
the IETF, ITU-T, and OIF. In this section, we
survey these efforts, with a particular focus on
their multidomain capabilities; see also Table 1.

ITU-T
The ITU-T has been maturing its multidomain-
capable ASTN framework for several years
(G.8080, formerly G.ason) [1]. The reference
architecture here defines a hierarchical set up of
routing areas (RAs). At the lowest hierarchical
level, an RA represents a domain comprised of
physical nodes and links. At higher levels, an RA
represents multiple “abstract” nodes and links.
Note that asynchronous transfer mode (ATM)

also defined a hierarchical design with peer
groups, namely, private network-to-network inter-
face (PNNI) protocol. However, ASTN further
defines component groups to set up, maintain,
and release connections; for example, an RA can
have one or more routing controller (RC) enti-
ties. Associated component functions also are
outlined for tasks such as auto-discovery, auto-
provisioning, restoration, and so on. In ASTN,
network topology is not made visible to the client
layer, and hence, connections are treated as sub-
network point pool (SNPP) links. Overall, ASTN
is quite flexible because each lower-layer control
plane can be tailored to the particular type of
equipment (layer). Nevertheless, because ASTN
defines only architectures, its liaison efforts with
the IETF and OIF are of crucial importance.

OIF
The OIF has largely focused on optical interfac-
ing protocols, including a client-network UNI
and a network-network NNI [2]. UNI defines
bandwidth signaling for client devices (i.e.,
IP/MPLS routers) to request/release optical con-
nections from carrier SONET/SDH or DWDM
domains, namely, “optical dial-tone.” Because
there is no trust relationship here, the
resource/topology state is not propagated to
clients, that is, the overlay model [1]. The latest
version, UNI 2.0, features much-improved capa-
bilities for security, bandwidth modification, and
so on. The NNI implements inter-domain func-
tionality for reachability/resource exchange and
set-up signaling and features two variants, inter-
nal NNI (I-NNI) and external-NNI (E-NNI).
The former interfaces nodes within the same
administrative area, whereas the latter serves
adjacent (possibly multicarrier) areas. Namely,
E-NNI relegates all interfacing to domain
boundaries, thereby removing restrictions on
domain internal control and equipment interop-

! Figure 1. Multidomain/multilayer optical networks.
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Source: N. Ghani, et al, “Control Plane Design in Multidomain/Multilayer Optical Networks,” IEEE
Communications Magazine, Vol. 46, No. 6, June 2008, pp. 78-87.

Marcelo Yannuzzi Routing in the Future Internet: Graduate Course, INCO, Montevideo, Uruguay, 2012. 5



The Optical Layer and its
Data and Control Plane
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Translucent Optical Transport Network (OTN)
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Protocol Stack Zoo
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Figure 4: (a) Multi-carrier, multi-domain, multi-layer network scenario in X-AGON; (b) Potential network stacks that 
shall be considered in X-AGON. 
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Drivers for more optics: 1) The cost per-bit

2 © Nokia Siemens Networks ONDM2009 / Dominic Schupke / 2009-02-19
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� Total Cost of Ownership (TCO) challengeSource: Dominic Schupke, Nokia Siemens Networks, “Options and Opportunities for Optical Network
Resilience,” invited talk at IFIP/IEEE ONDM 2009, Braunschweig, Germany, February 2009.”

Marcelo Yannuzzi Routing in the Future Internet: Graduate Course, INCO, Montevideo, Uruguay, 2012. 9



Drivers for more optics: 2) Energy Efficiency

7 © Nokia Siemens Networks
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Drivers for more optics: 2) Energy Efficiency

Power requirements:

© 2009 ADVA Optical Networking. All rights reserved. ADVA confidential.17
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Drivers for more optics: 2) Energy Efficiency

© 2009 ADVA Optical Networking. All rights reserved. ADVA confidential.18

Source: G. Epps, Cisco, 2007
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Drivers for more optics: 3) Distributing Traffic
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Drivers for more optics: 4) Multi-layer Optimization

11 © Nokia Siemens Networks
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Control Plane: Advances in standardization
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erability. Recently, the OIF also detailed routing
and signaling functionalities for E-NNI. Specifi-
cally, a hierarchical routing set up is defined
(ASTN G.8080), based upon open shortest path
first traffic engineering (OSPF-TE). However,
the inter-carrier case has not been fully
addressed yet. Overall, UNI and NNI can auto-
mate circuit setups across multiple optical layers,
both DWDM and SONET/SDH. Note that the
use of link state routing in multidomain optical
settings is quite germane as the number of
domains will be drastically lower than the num-
ber of autonomous systems (ASs) in the wider
Internet (which uses distance-vector routing).

IETF
Internet Protocol (IP) networks feature a mature
multidomain setup comprised of a hierarchy of
ASs and areas (domains). Within areas, routers
run interior gateway protocols (IGPs) such as
OSPF or intermediate system-to-intermediate
system (IS-IS) to maintain link state databases
(LSDBs) [1]. The inter-AS level uses exterior
gateway protocols (EGPs), most notably distance
vector border gateway protocol (BGP), for
reachability exchange. However, BGP represents
a very high level of state aggregation and is gen-
erally insufficient for TE circuit routing, which
requires link/path state [4]. Here, instead, OSPF-
TE can provide an added inter-domain routing
capability. However, with growing quality of ser-
vice (QoS) requirements, OSPF has defined TE
extensions (OSPF-TE, RFC 2676) for new
opaque link state attributes (LSAs). Namely,
these entities can disseminate QoS-related state
to support advanced constraint-based routing
(CBR). Note that QoS destination extensions
also were proposed for BGP.

In recent years, the IETF also extended con-
trol provisioning to optical domains by augment-
ing its MPLS suite, namely, generalized MPLS
(GMPLS) [1]. For routing, this includes new
OSPF-TE opaque LSA definitions for DWDM
and SONET/SDH links, enabling TE databases

(TEDBs) to store wavelengths/usages,
timeslots/usages, shared risk link groups
(SRLGs), and so on. For signaling, extended
Resource Reservation Protocol with Traffic Engi-
neering (RSVP-TE) now supports hard state cir-
cuit set up/takedown, recovery, and so on. A new
link management protocol (LMP) also is defined
for resource discovery and fault localization. Now
it is important to consider the applicability of
GMPLS in multidomain settings. From a routing
angle, OSPF-TE can suffice as a unified inter-
domain link-state solution because it supports
multiple link granularities (and is also being
adopted in the OIF). RSVP-TE offers many
saliencies for multidomain circuit signaling via its
loose route (LR) feature. Namely, partial skele-
ton routes can be specified, and subsequent
explicit route (ER) expansion can be used to
resolve full label switched paths (LSPs) [1].
RSVP-TE also defines mechanisms for LSP set
up across domain boundaries — contiguous,
stitched, and nested [3]. Carefully note that proxy
devices also can be used to incorporate propri-
etary domains under the GMPLS framework, for
example, see the network-aware resource broker
(NARB) in a DRAGON network.

Another recent IETF multidomain standard is
the path computation element (PCE) framework
[4], which decouples TE path computation from
signaling. In this set up, a domain can have one
or more logical (standalone or co-located) PCE
entities that communicate with path computation
clients (PCC) to resolve connection paths. All
PCC-PCE communication is performed via a new
PCE protocol (PCEP) [4]. Although a PCE has
access to local domain resource/policy databases,
its inter-domain visibility may vary [3]. In the
simplest case, a PCE may have knowledge only
of its domain egress, namely, local visibility (low-
trust, inter-carrier). Alternatively, a PCE may
have knowledge of physical inter-domain links
and even resources in external domains, namely,
partial visibility (high-trust, intra-carrier). Accord-
ingly, two distributed path computation schemes

! Table 1. Multidomain optical networking standards.

Body Framework Routing Signaling TE path comp.

ITU-T

Automatically
switched
transport
network (ASTN),
formerly ASON
(G.8080)

• G.7713.1/Y.1704: distributed call
and connection management (PNNI-
based)
• G.7714/Y.1705: generalized auto-
matic discovery
• G.7715/Y.1706: architecture and
requirements for routing

• G.7713.2/Y.1704: distributed call
and connection management
(GMPLS RSVP-TE-based)
• G.7713.3/Y.1704: distributed call
and connection management
(GMPLS CR-LDP-based)

• None specified

IETF

Generalized
multiprotocol
label switching
(GMPLS)

• RFC 4258 (requirements for GMPLS
for ASON)
• IGP routing extensions for discovery
of TE node capabilities
• OSPF extensions in support of inter-
AS MPLS and GMPLS
• Virtual connection aggregation

• RFC 4208 GMPLS UNI
• RSVP-TE for overlay model
• Interdomain MPLS and GMPLS TE
extensions for RSVP-TE

• Policy-enabled PCE
framework
• PCE protocol (PCEP)
• Per-domain path
computation for inter-
domain TE LSP setup

OIF

User-network
interface (UNI),
network-network
interface (NNI)

• OIF UNI 2.0
• E-NNI-OSPF-01.0
• E-NNI OSPF-based routing 1.0 intra-
carrier implementation areement

• OIF-E-NNI-Sig-2.0: intracarrier
E-NNI signaling
• OIF-UNI-01.0-R2-RSVP: RSVP
extensions for UNI 1.0

• None specified

GHANI LAYOUT  5/22/08  2:26 PM  Page 80

Source: N. Ghani, et al, “Control Plane Design in Multidomain/Multilayer Optical Networks,” IEEE
Communications Magazine, Vol. 46, No. 6, June 2008, pp. 78-87.
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are envisioned, per-domain and PCE-based [3].
The former computes paths in a domain-domain
manner and is suitable for limited visibility.
Namely, PCE entities (or border nodes) iterative-
ly compute TE paths across their domains to
ingress nodes in the next domain. The latter
operates with increased inter-domain visibility,
and two strategies have been presented: multi-
PCE path computation with/without inter-PCE sig-
naling [4], which will be discussed later. Note that
the PCE framework also allows policy control at
domain boundaries — a crucial requirement in
multicarrier settings, on par with TE objectives.
Specifically, an ingress PCE can enforce policies
to determine the requests that it will support
along with applicable TE constraints/algorithms.

RESEARCH SURVEY
Despite standards progress, the overall area of
multidomain (multilayer) optical networking has
not seen significant research focus. Although
some results can be reported, most wireline mul-
tidomain efforts have focused largely on homo-
geneous packet networks. To get a better sense
of the key challenges herein, it is important to
survey the related areas, a generic taxonomy of
which is shown in Fig. 2.

MULTIDOMAIN
PACKET-SWITCHING NETWORKS

Many multidomain studies have looked at topol-
ogy abstraction schemes for multidomain routing
in IP and ATM networks, for example, [5, 6].
These schemes use graph transformations to
condense resource state via virtual graphs with
fewer abstract vertices and edges. Typically, this
is performed by a designated domain-level enti-
ty; for example, an automatically switched opti-
cal network (ASON) routing controller (RC) [1],
which propagates the abstract link state to other
domains to build a global aggregated graph. Earli-

er studies in ATM networks using peer group
summarization showed very good state reduc-
tion, order magnitude in nature. Subsequent
efforts extended these concepts to IP networks
as well. For example, [5] applies topology
abstraction in multidomain IP QoS networks
using star, mesh, tree, and spanner graphs. These
schemes are tested with various path computa-
tion strategies (widest-shortest, shortest-dis-
tance) and show strong improvements in routing
scalability and route fluctuation reduction. Fur-
ther work in [6] studied aggregation in directed
graphs with delay and bandwidth metrics using
information-theoretic and line segmentation
techniques. Overall results here showed good
gains with aggregation, that is, higher success,
lower crankback, and so on.

Apart from routing, other efforts also studied
signaling crankback in multidomain IP/MPLS net-
works. For example, recently [3] detailed a com-
pute while switching (CWS) scheme in which
per-domain computation is used to set up an ini-
tial feasible route. Although data transmission is
started on this initial route, crankback is used to
search for more optimal routes (requiring new
RSVP-TE attributes). Results show very high set-
up success, on a par with global state. Others also
have looked at multidomain survivability. For
example, most early schemes used per-domain pri-
mary/back-up LSP routing using BGP routing
tables. However, this approach is very suboptimal
and can easily overload heavily-traversed inter-
domain links. To address these limitations, [7]
develops a more advanced scheme to capture
domain-level diversity. Commensurate dedicated
protection schemes also are developed using Sur-
balle’s algorithm for trap topologies. However,
generated state is quadratic in nature, that is,
O(N4) for N border nodes, and must be flooded at
the inter-domain level. Moreover, detailed perfor-
mance results are not presented. In [8] multido-
main shared-path protection is studied, namely, an
aggregated graph is defined with (full-mesh) virtu-

! Figure 2. Overview of research topic areas (wireline networks).
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Optical DWDMSONET/SDH, NGS

Technology layers

Despite standards
progress, the overall
area of multidomain
(multilayer) optical

networking has not
seen significant
research focus.
Although some
results can be 
reported, most 

wireline multidomain
efforts have focused

largely on
homogeneous 

packet networks.
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Control Plane: Open challenges
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graphs [14]; see Fig. 3. Note that here inter-
domain TEDBs must maintain multiple link
types, for example, via different OSPF-TE
opaque LSA types. Nevertheless, maintaining
partial visibility presents several challenges. Fore-
most, it mandates the design of effective resource
aggregation schemes to support TE objectives (as
these directly impact the trade-off between rout-
ing scalability and blocking). A promising
approach is to leverage the topology abstractions
developed for IP, and more recently DWDM,
networks, as shown in the aggregated graph view
in Fig. 3. However, specific considerations are
required for heterogeneous optical domains, par-
ticularly for multiple switching granularities.
Additional efforts also must look at summarizing
survivability state, such as SRLG, fiber/span pro-
tection, and so on. Finally, the aggregation of
inter-domain lightpath connections also can be
performed as these entities can be treated as vir-
tual connection grooming links (i.e., hierarchical
LSP) between SONET/SDH domains; see Fig. 3.
Although this step can boost grooming efficien-
cies, very scalable algorithms are required
because connection counts can grow with the
square of nodes. Note that policy constraints play
a key role in determining what TE constraints
and aggregation schemes are allowed across
domain boundaries. Also, re-optimization (traffic
re-routing) may be required to further maintain
efficiency on such virtual connection links.

Finally, resource dissemination requires effec-
tive inter-domain update triggering strategies [17].
Various routing policies are available here, such as
timer-based, absolute change, relative change, and
hysteresis-based. All of these schemes — except for
the former — are threshold-based, and extensive
findings show that such strategies yield the lowest
routing overheads and good sensitivity [5]. Hence,
physical inter-domain link state can readily be
propagated accordingly. Conversely, aggregated
link state propagation is more complicated as it
pertains to “non-existing” computed entities. Here,
using fixed intervals to compute abstractions and
propagate updates can yield high messaging/com-
pute loads (short intervals) or high inaccuracy
(long intervals). Ideally, hybrid periodic/threshold-
based strategies must be developed [14, 17].

TE PATH COMPUTATION AND SIGNALING
The main objective of path computation is to set
up feasible end-to-end circuit routes that meet
required TE and policy objectives, preferably
with some degree of global optimality. Given the
distributed nature of the problem, requisite sig-
naling — RSVP-TE and PCEP — will play a
crucial role. Herein, two broad strategies are
possible for optical domains, per-domain and
PCE-based computation [3].

Per-Domain Strategies — Per-domain compu-
tation is suited for low inter-domain visibility sce-
narios. However, it is very difficult to select a
next-hop domain to meet inter-domain TE objec-
tives in a local manner. As such, the only viable
option may be to choose predetermined or ran-
dom egress points, yielding low resource efficien-
cy/high blocking, particularly for multigranularity
grooming. To address these limitations,
crankback signaling can be used to reattempt

setups at intermediate domain boundaries. The
trade-off here is in terms of set-up delay and
messaging. Recent findings in multidomain
MPLS networks show that crankback gives signif-
icantly lower blocking when using active (failed)
path state [3]. Hence, further studies can develop
multilayer optical crankback schemes to incorpo-
rate wavelength selection and even virtual con-
nection (grooming) state. Periodic/event-driven
reoptimization of connections (or connections
groups) also was suggested in [4]; albeit in-depth
analyses are required to devise effective algo-
rithms such as graph, theoretic, or ILP schemes.
Nevertheless, reoptimization can be very costly to
implement across domains, particularly if clients
demand hitless switchovers.

PCE-Based Strategies — As mentioned earlier,
two PCE strategies are possible: multi-PCE com-
putation with or without inter-PCE signaling.
The latter assumes partial visibility and requires
a source PCE to compute a skeleton LR to the
destination domain. In practice, this is best per-
formed via modified graph-theoretic searches
running over the aggregated network graphs.
However, detailed multidomain grooming
schemes are lacking. To address this gap, two-
step schemes can be considered, akin to single-
domain grooming. Namely, an initial LR can be
searched on the aggregated graph using only
links with the same granularity as the source
node. Various TE objectives can be studied
here, including minimum hops/cost, load balanc-
ing, and so on [5]. Pending failure at this “high-
er” level, subsequent virtual connection
lightpaths can be set up between border nodes.
However, it is not clear how to identify the best
border node end-points; for example, [14] uses
exhaustive search. Overall, PCE-based LR
schemes will be more effective than basic per-
domain computation, but more studies are
required to assess the impact of aggregation on
global optimality.

! Table 2. Summary of research challenges.

Focus area Open challenges

State
dissemination

State aggregation
• Multigranularity topology aggregation (mesh, tree, etc.)
• Virtual connection link aggregation schemes
Update generation
• Scalable update policies for aggregated state
• Scalable update policies for virtual connection links

TE path
computation

Per-domain strategies
• Crankback signaling across domains/granularities
• Re-optimization/re-grooming of circuit routes
PCE-based strategies
• Novel TE-based loose route (LR) algorithms
• Diversity state in aggregated graphs

Survivability

Protection strategies
• Novel TE-based LR primary/back algorithms
• Multilayer SLA support (dedicated, shared)
• Serial/parallel setup signaling schemes
Restoration strategies
• Crankback signaling across domains/granularities
• Priority/preemption for multi-SLA support
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Control Plane: State dissemination models
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Path computation with inter-PCE signaling
requires a source PCE to request other PCE
entities to resolve explicit or loose source-desti-
nation routes. This approach is amenable to low
trust inter-carrier settings and mimics per-domain
computation (except that signaling occurs on the
PCE plane). Along these lines, a specialized
backward recursive PCE-based computation
(BRPC) was presented for IP/MPLS PCE-net-
works [16], expanding strict hops backwards from
the destination domain using a pre-defined virtu-
al shortest path tree (VSPT). This set up assumes
a-priori specification of end-to-end domain
sequences and extensions to PCEP messaging.
However, detailed analyses and/or DWDM net-
work adaptations are lacking as of now.

Note that PCE-based computation requires
follow-up RSVP-TE signaling, which in turn
requires considerations for differing link types.
For example, ingress border nodes must resolve
LR hops (abstract links) with traversing intra-
domain sequences. Metric translation at domain
boundaries may be required here because
domain TE objectives will vary versus global
inter-domain TE objectives. Furthermore, if an
ingress border node runs at a lower granularity
than the incoming request, for example, SONET
over DWDM, grooming will be required over
existing and/or new intra-domain lightpaths,
namely, hierarchical/nested LSP mapping. In this
case, a wide range of existing (intra-domain)
grooming schemes can be reapplied.

SURVIVABILITY
Survivability schemes can generally be classified
as either pre-configured protection or post-fault
restoration. The former are best suited for strin-
gent demands, whereas the latter are more ger-
mane for delay-tolerant traffic. In extending

these paradigms to heterogeneous optical set-
tings, a simplifying assumption can be to run
only inter-domain recovery for inter-domain
faults. Namely, intra-domain failures can be rele-
gated to domain-specific techniques, yielding less
disruption and faster recovery. Regardless, mul-
tidomain optical survivability is a complex prob-
lem owing to differing mechanisms and
granularities. This disparity will require protec-
tion SLA translation between domains and will
inevitably complicate support for multitiered ser-
vices, for example, dedicated/shared protection,
restoration, preemption, and so on.

Protection Schemes — Most multidomain
SONET/SDH networks use dual/multihoming
protection between border nodes. Although
robust, these schemes are costly and resource
inefficient as they relegate primary and backup
routes to the same domain sequences. Hence,
new protection strategies with domain diversity
can be developed to improve resiliency, using
either per-domain or PCE-based computation.
These schemes can be further coupled with
sequential or simultaneous (parallel) set-up strate-
gies [16]. For example, sequential per-domain
protection can first resolve primary paths and use
the returned explicit routes to avoid overlaps on
the back-up paths, for example, via the RSVP-
TE explicit, record, and exclude route objects
(ERO, RRO, and XRO). However, this likely
will yield sub-optimal routes and higher blocking
(also susceptible to “trap” topologies). To
address these concerns, again, crankback and
reoptimization can be performed [4]. Note that
inter-carrier confidentiality can restrict the shar-
ing of explicit routes between domains.
Workarounds can include the use of path keys
indexing or pre-established traversing paths [16].

! Figure 3. Interdomain state dissemination models: local, partial.

Local visibility

Domain 1 view Interdomain links graph
(simple node)

Aggregated graph
(full mesh abstraction)

Partial (global) visibility

Aggregated graph
(star abstraction + virtual links)

Domain 1 Domain 3
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Physical interdomain
link

3 egress

Domain 3 view

3 egress
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(SONET)

2 border nodes
3 interior nodes
6 internal links

3 border nodes
3 interior nodes
7 internal links
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Domain 2 view

4 egress

Domain 1 Domain 3 Domain 3Domain 1
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Physical multidomain/
multilayer network
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node

Aggregated/abstract
link

Virtual connection
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Survivability schemes
can generally be

classified as either
pre-configured pro-
tection or post-fault

restoration. 
The former are best
suited for stringent
demands, whereas
the latter are more
germane for delay-

tolerant traffic.
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The IP Layer and its
Data and Control Plane
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Routing and Forwarding

Router’s architecture

ZHAO et al.: ROUTING SCALABILITY: AN OPERATOR’S VIEW 1263

Fig. 1. An illustration of a typical modern router architecture

to meet the stringent performance requirements of high-speed
line rate operations (currently at over 100Gbps per line card).
Because of such special requirements, the line cards are the
most expensive component in a router. Besides ASICs, a line
card also has its own CPU and memory, usually running an
embedded OS for control and management purposes.
Based on such a design, there are normally three copies of

the routing table inside one router. First, the control engine
maintains a large routing table called Routing Information
Base (RIB) to store all network prefixes, including multiple
possible paths for these destinations. The control engine
selects the best routes from the RIB and installs them in a
master forwarding table. Second, every line card maintains a
local copy of the forwarding table in its own memory which
mirrors the master forwarding table through real-time syn-
chronization. Third, each forwarding ASIC chip maintains a
highly compressed routing table in its built-in memory, usually
implemented using a tree-based data structure to achieve fast
IP routing lookup during packet forwarding process. This data
structure inside ASIC chip is the ultimate source for a router
to make the forwarding decision on which interface to forward
the traffic out.
To achieve the optimal performance-cost ratio, different

types of memory hardware are used to store different routing
tables, depending on hardware capacity, speed, and cost.
Because the routing information in the RIB is not directly
used for packet forwarding, RIB memory normally uses larger,
cheaper, and slower memory such as DRAM. On the other end,
ASIC forwarding chip on a line card uses much faster but also
more expensive and smaller memory such as SRAM. Line card
memory hardware is somewhere in between. In most cases, the
memory module is not a Field Replaceable Unit (FRU), thus it
is not upgradable by users themselves; it will break the support
contract if a user chose to do so. To expand memory capacity,
vendors recommend to upgrade a routing engine or a line card
as a whole. In this regard, it does not make a difference when
either line card memory or ASIC built-in memory needs to
be upgraded. With this in mind, we use a rather general but
popular term, Forwarding Information Base (FIB) to refer to

the routing table stored in either line card memory or ASIC
memory.

Comparatively, a routing engine is much easier to upgrade
than a line card in terms of cost and process. Unlike specially
built line cards, a routing engine is often built using commer-
cial off-the-shelf (COTS) hardware as long as it is capable
to handle routing engine’s functionality. In addition, a router
is usually designed with redundant routing engines. A routing
engine can be replaced during operation with almost no impact
on traffic forwarding. On the other hand, replacing a line
card has direct impacts on traffic, thus such activity must be
planned and carried out carefully. Overall, RIB memory is a lot
easier and cheaper to upgrade than FIB memory. Even beyond
the physical difficulties of upgrading components, vendors are
continually challenged to scale memory components without
adversely impacting the cost. Continuing to add memory at
a rate greater than Moore’s Law has many challenges: power
budget for the router, heat dissipation/cooling required and
the diminishing return on air cooling, as well as the restricted
footprint of the device due to the fact that components have
a silicon landscape budget as well.

Different routers, depending on their capacity, functionality
and cost, play different roles within an ISP. Typically, a router
may play any of the following three main kinds of roles: 1) a
core router is usually located at a major Point-of-Presence
(POP) connecting to one or more core routers located at
distant POPs to provide domestic or international long-haul
transportation; 2) an edge router directly connects to customer
networks to provide them the Internet connectivity; and 3)
an aggregation router aggregates traffic from edge routers
and then either sends the packets to core routers or loops
them back to other edge routers within the same metropolitan
area. Because a core router handles the aggregated traffic,
it is often equipped with the high-speed and expensive line
cards. Once a core router is unable to handle the ever-growing
traffic or is about to be depreciated 2, it will be replaced by a
newer model with the latest and greatest line cards. In most
such cases, the old core router is still functional, so it makes
perfect economical sense to keep it and turn it into either an
aggregation router or an edge router. As time passes by, more
and more legacy routers are gradually moved to the edge.

To a typical ISP, it is generally true that the number of its
edge routers is proportional to the size of its customer base,
while the number of the core routers is proportional to the
number of POPs the ISP has a presence. The exact ratio of
edge routers to core routers varies from network to network,
but it is usually in the range of 4:1 to 10:1. Because of the large
installation base of edge routers, upgrading all of them at one
time is unlikely, if not impossible. Upgrades of edge devices
are mainly driven by customers. When new customers require
more ports to terminate them, or existing customers demand
greater bandwidth, it is time to upgrade an edge router to a
newer model with greater port density and faster interfaces.

2In terms of router replacement cycles, ISPs generally depreciate their
equipment over a five year window. Add to that a six-month certification
effort, and a one and a half year deployment time line, one may end up with
a seven-year router replacement cycle.

Source: X. Zhao, J. D. Pacella, and J. Schiller, “Routing Scalability: An Operator’s View,” in IEEE
Journal on Selected Areas in Communications, Vol. 28, no. 8, pp. 1262-1270, October 2010.
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The intra/inter-domain split
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Two families of intra-domain routing protocols (IGPs)

(1) Link-State Routing

The principle of link-state routing is that all the routers within an area build a map
of the network connectivity in the form of a topological graph.

The network topology is maintained by each node in a link-state database, and
the basic information consists of:

Interface identifier
Link number
Information regarding the state of the link

The overall goal is that all the nodes in a routing area maintain an identical copy
of the network topology.

Then, each router can independently compute the best path from to every
possible destination in the network (Dijkstra’s SPF algorithm).

The collection of best paths will then form the node’s routing table.

Link-state protocols flood all the routing information when they first become
active in Link-State Advertisements (LSAs).

Once the network converges, nodes only exchange incremental updates via
LSAs.
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(1) Link-State Routing (cont.)

What Is a Routing Protocol? 53

Armed with that information, each router can quickly compute the shortest path from itself 
to all other routers.

The SPF algorithm determines how the various pieces of the puzzle fit together. Figure 2-3 
illustrates all of these pieces put together in operation.

Figure 2-3 Link-State Operation

Link-state protocols such as OSPF flood all the routing information when they first become 
active in link-state packets. After the network converges, they send only small updates via 
link-state packets. 

OSPF Characteristics
OSPF is a link-state protocol in which all routers in the routing domain exchange infor-
mation and thus know about the complete topology of the network. Because each router 
knows the complete topology of the network, the use of the SPF algorithm creates an 
extremely fast convergence. Other key characteristics of OSPF are as follows:

• Provides routing information to the IP section of the TCP/IP protocol suite, the most 
commonly used alternative to RIP.

• Sends updates to tables only, instead of entire tables, to routers.

• Is a more economical routing protocol than RIP over time because it involves less 
network traffic.
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(1) Link-State Routing (Source: University of Calgary, CPSC 441)

2

Link-State (LS) Routing Algorithm
Dijkstra’s algorithm

� topology and link costs 
known to all nodes

� accomplished via “link 
state broadcast”

� all nodes have same info

� computes least cost paths 
from one node (source) to all 
other nodes

� gives forwarding table for 
that node

� iterative: after k iterations, 
know least cost path to k 
destination nodes

Notation:

� c(x,y): link cost from node x 
to y;  set to ∞ if a and y are 
not direct neighbors

� D(v): current value of cost of 
path from source to dest. v

� p(v): v’s predecessor node  
along path from source to v

� N': set of nodes whose least 
cost path is definitively 
known
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(1) Link-State Routing (Source: University of Calgary, CPSC 441)

3

Dijsktra’s Algorithm
1  Initialization (u = source node):
2    N' = {u} /* path to self is all we know */
3    for all nodes v 
4      if v adjacent to u 
5          then D(v) = c(u,v)   /* assign link cost to neighbours */ 
6      else D(v) = ∞
7 
8   Loop
9      find w not in N' such that D(w) is a minimum 
10    add w to N'
11    update D(v) for all v adjacent to w and not in N' : 
12       D(v) = min( D(v), D(w) + c(w,v) ) 
13    /* new cost to v is either old cost to v or known 
14     shortest path cost to w plus cost from w to v */ 
15  until all nodes in N'
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(1) Link-State Routing (Source: University of Calgary, CPSC 441)

4

Textbook – Problem 4.21 – x is source

∞6,x1,x3,x∞∞∞x0
D(z),p(z)D(y),p(y)D(w),p(w)D(v),p(v)D(u),p(u)D(t),p(t)D(s),p(s) N’Step

w

t

s3
9

1
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2

4

1
4

2

11

14

6
1

y

x
v

u

z

Initialization: 
- Store source node x in N’
- Assign link cost to neighbours (v,w,y)
- Keep track of predecessor to destination node
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(1) Link-State Routing (Source: University of Calgary, CPSC 441)

5

Textbook – Problem 4.21 – x is source

∞6,x2,w4,w∞∞xw1
∞6,x1,x3,x∞∞∞x0
D(z),p(z)D(y),p(y)D(w),p(w)D(v),p(v)D(u),p(u)D(t),p(t)D(s),p(s) N’Step

w

t

s3
9

1
3

2

4

1
4

2

11

14

6
1

y

x
v

u

z
Node and its minimum cost 
are colour-coded in each 
step

Loop – step 1: 
- For all nodes not in N’, find one that has minimum cost path (1)
- Add this node (w) to N’
- Update cost for all neighbours of added node that are not in N’
repeat until all nodes are in N’
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(1) Link-State Routing (Source: University of Calgary, CPSC 441)

6

Textbook – Problem 4.21 – x is source
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step
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(1) Link-State Routing (Source: University of Calgary, CPSC 441)

7

Textbook – Problem 4.21 – x is source

7,txwvuyts6
7,t6,txwvuyt5
17,y5,u7,uxwvuy4
∞3,v5,u7,uxwvu3
∞3,v3,v11,v∞xwv2
∞6,x2,w4,w∞∞xw1
∞6,x1,x3,x∞∞∞x0
D(z),p(z)D(y),p(y)D(w),p(w)D(v),p(v)D(u),p(u)D(t),p(t)D(s),p(s) N’Step
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1
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We can now build x’s
forwarding table. E.g. the 
entry to s will be 
constructed by looking at 
predecessors along 
shortest path: 6,t � 5,u 
�3,v � 2,w (direct link)
So forward to s via w
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The second family of intra-domain routing protocols

(2) Distance Vector Routing

Distance vector means that the information sent from router to router is based on
an entry in a routing table that consists of the distance and vector to the
destination:

Distance being what it “costs” to get there
Vector being the “direction” to get there — direction strictly means the
next hop address and exit interface to which packets must be forwarded.

Distance vector algorithms call for each router to send its entire routing table, but
only to its neighbors.

The neighbor then forwards its entire routing table to its neighbors, and so on.

Notice that the routers using a distance vector protocol do not have knowledge of
the entire path to a destination.
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(2) Distance Vector Routing (cont.)

What Is a Routing Protocol? 55

Distance Vector Routing Protocols
Distance vector means that information sent from router to router is based on an entry in a 
routing table that consists of the distance and vector to destination—distance being what it 
“costs” to get there and vector being the “direction” to get to the destination.

Distance vector protocols are often referred to as Bellman-Ford protocols because they are 
based on a computation algorithm described by R. E. Bellman; the first description of the 
distributed algorithm is attributed to Ford and Fulkerson. Distance vector algorithms (also 
known as Bellman-Ford algorithms) call for each router to send its entire routing table, but 
only to its neighbors. The neighbor then forwards its entire routing table to its neighbors, 
and so on. Figure 2-4 illustrates this routing table forwarding process.

Figure 2-4 Distance Vector Operation

As Figure 2-4 illustrates, whenever a change to the network occurs, this causes the entire 
routing table to be sent from neighbor to neighbor in order for the network to reconverge in 
response to the network event (network down). What is not shown is the periodic sending 
of the routing table between neighbors—a mechanism that double-checks that the routing 
information each router has is valid.
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Source: Thomas M. Thomas, “OSPF Network Design Solutions,” 2nd. Ed., Cisco Press, 2003.
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(2) Distance Vector Routing (cont.)

Based on Bellman-Ford distance

dx(y): cost of least-cost path from node x to node y
c(x , v): cost of the direct link from node x to node v
Then, ∀ node v that is a neighbor of node x do

dx(y) = min
v

{c(x , v) + dv (y)}
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(2) Distance Vector Routing (Source: U. of Calgary, CPSC 441)

9

Bellman-Ford Equation Example

u

yx

wv

z
2

2

1
3

1

1

2

5
3

5

Consider a path from u to z
By inspection, dv(z) = 5, dx(z) = 3, dw(z) = 3

du(z) = min { c(u,v) + dv(z),
c(u,x) + dx(z),
c(u,w) + dw(z) }

= min {2 + 5,
1 + 3,
5 + 3}  = 4

Node that achieves minimum is next
hop in shortest path ➜ entry in forwarding table

B-F equation says:
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(2) Distance Vector Routing (Source: U. of Calgary, CPSC 441)

10

Distance Vector Algorithm
Basic idea:
� Nodes keep vector (DV) of 

least costs to other nodes
� These are estimates, Dx(y)

� Each node periodically sends 
its own DV to neighbors

� When node x receives DV from 
neighbor, it keeps it and 
updates its own DV using B-F:

Dx(y) ← minv{c(x,v) + Dv(y)}    
for each node y � N

� Ideally, the estimate Dx(y) 
converges to the actual least 
cost dx(y)

On each node:

wait for (change in local link 
cost or msg from neighbor)

recompute estimates

if DV has changed, notify
neighbors 
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(2) Distance Vector Routing (Source: U. of Calgary, CPSC 441)

11
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Step 1: Initialization
Initialize costs of direct links

Set to ∞ costs from neighbours
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(2) Distance Vector Routing (Source: U. of Calgary, CPSC 441)
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7 1 0 time

x z
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7
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Dx(y) = min{c(x,y) + Dy(y), c(x,z) + Dz(y)} 
= min{2+0 , 7+1} = 2 Dx(z)=min{c(x,y)+Dy(z), c(x,z)+Dz(z)} 

= min{2+1 , 7+0} = 3
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Step 2: Exchange DV and 
iterate
-In first iteration, node x saves 
neighbours’ DVs
-Then, it checks path costs to 
all nodes using received DVs
-E.g. new cost Dx(z) is 
obtained by adding costs 
marked red 
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(2) Distance Vector Routing (Source: U. of Calgary, CPSC 441)
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One family of inter-domain routing protocols (EGPs)

(3) Path Vector Routing: the basics

For scalability and confidentiality reasons, the routing information managed and
exchanged among ASs is highly condensed.

Differently from link-state routing protocols, which maintain the topological state
of the network, path routing protocols only handle AS-level paths for any possible
destination.

An AS-level path is composed of a set of attributes, including an ordered
sequence of AS numbers (a vector of ASs) that need to be traversed to reach a
destination. This routing paradigm is thus called path vector routing.

The two main goals of path vector routing

To distribute reachability information among domains in a “highly scalable
way”.

To find loop-free paths among domains.
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(3) Path Vector Routing
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(3) Path Vector Routing (cont.)

Similarities between distance and path Vector Routing

Distance vector protocols choose routes according to the shortest distance to a
destination (e.g., the least number of routers to be traversed)

Path vector protocols will generally choose the route that traverses the least
number of ASs

The term “generally” is because the AS-path length (a rough sense of distance)
is the attribute that is typically considered during the route selection process, but
is not the only one.

Route selection in path vector protocols is much more complex than in distance
vector routing.

Path vector routers can filter routes based on multiple and elaborated criteria.

They can change the preference of a route and override the AS hop count, and
even change the attributes of the routes they use and advertise to other devices
based on commercial interests and the policies locally configured on each router.

The combination of these features allows domains to enforce their routing
policies, enabling control over their traffic according to their criteria.
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Relationships between ASs (Myth)

There are three types of relationships ...

... which correspond to the different traffic exchange agreements between
neighboring domains

customer-provider : applies when a domain buys Internet connectivity from a
provider.

peer-peer : applies when two providers that exchange a significant amount of
traffic, agree to connect directly to each other to avoid transiting through, and
thus pay, a third-party provider. Peers share the costs of the connection between
them, so there is no customer-provider relationship in this case.

sibling-sibling: this relationship is quite infrequent, and are sometimes used
between merging companies. According to data from CAIDA’s AS Relationships
Dataset, less than 0.3% of the total number of relationships between Internet
domains were siblings in March of 2010.
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Tiered Hierarchy of Autonomous Systems (Myth)
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(3) Path Vector Routing: path selection process

Are there customer
routes available?

Prefer peer routes over provider routes
independently of the AS-path length

Are there peer
routes available?

Is there more than
one possible route?

Prefer customer routes over peer
or provider routes independently

of the AS-path length

Yes

No

Yes

No

Yes

No

No

Return no_route

Input: A set of candidate routes to reach d
Output: The best route to reach d

1: Choose the route with the highest preference
according to the outbound policy locally
configured

2: If the outbound preferences are equal, choose
the route with the shortest AS-path (i.e., the
shortest path vector)

3: If the AS-paths lengths are equal, choose the
route with the highest preference according to
the inbound traffic policies advertised by the
neighbors

4: If the neighbors’ inbound preferences are
equal, prefer external routes over internal
routes

5: If the routes are still equally preferred, choose
the one with the lowest metric to the next-hop
router according to the internal routing cost

6. Run tie-breaking rules

Decision Process of a Path Vector Protocol

Yes

Return best_route

Are there provider
routes available?
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(3) Path Vector Routing: inside the router ...

Neighbor
AS

Neighbor
AS

Inbound filters
for the neighbor

Inbound filters
for the neighbor

Neighbor
AS

Neighbor
AS

Outbound filters
for the neighbor

Outbound filters
for the neighbor

Path
computation

Routing
Information
Base (RIB)

Forwarding
Information
Base (FIB)
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The Border Gateway Protocol (BGP): RFC 4271, 2006

IEEE Network • November/December 200550

The two types of stub ASes crowd together mostly medium
and large enterprise customers, content service providers (CSPs),
and small network service providers (NSPs). These two groups
correspond to the largest fraction of ASes present in the Inter-
net. The third type includes most Internet service providers
(ISPs) in the Internet.

In today’s Internet, there is a hierarchy of transit ASes [5]. This
hierarchical structure is rooted in the two different types of rela-
tionships that could exist between ASes (i.e., customer-provider
or peer-to-peer). Thus, for each transit AS any directly connected
AS is either a customer or peer. At the top of this hierarchy we
found the largest ISPs, which are usually referred to as Tier-1
ISPs. There are about 20 Tier-1s at present [5], which represents
less than 0.1 percent of the total number of ASes in the Internet
[4]. These Tier-1s are directly interconnected in almost a full
mesh and compose the Internet core. In the core all relationships
between Tier-1s are peer-to-peer, so a Tier-1 is any ISP lacking
an upstream provider. The second level of the hierarchy is com-
posed of Tier-2 ISPs. A Tier-2 is any transit AS that is a customer
of one or more Tier-1 ISPs. A representative example of a Tier-2
ISP is a national service provider. Tier-2 ISPs tend to establish
peer-to-peer relationships with other neighboring Tier-2s for both
economical and performance reasons. This is typically the case for
geographically close Tier-2 ISPs that exchange large amounts of
traffic. There are also Tier-3 ISPs, which are those transit ASes in
the hierarchy that are customers of one or more Tier-2 ISP, such
as regional ISPs within a country. Stub ASes are non-transit ASes
that are customers of any ISP (Tier-1, Tier-2, or Tier-3). In Fig. 1
ISPs such as AS11, AS12, AS21, AS23, and AS31 would be classi-
fied as Tier-2 ISPs, while AS22 represents a Tier-3 ISP. An
important corollary of this hierarchical structure is that the diame-
ter of the Internet is very small in terms of AS hops.

The Border Gateway Protocol (BGP) is currently the de
facto standard interdomain routing protocol in the Internet.
Its current official2 release is BGP-4, which was specified in
[6] on March of 1995. BGP is used to exchange reachability
information throughout the Internet, and it is mainly an inter-
AS routing protocol. However, the reachability information an
AS learns from the exterior needs to be distributed within the
AS so that every router in the AS could properly reach desti-
nations outside the AS. When reachability information is
exchanged between two BGP routers located in different
ASes, the protocol is referred to as external BGP (eBGP). On
the other hand, when reachability information is exchanged
between BGP routers located inside the same AS, the proto-
col is referred to as internal BGP (iBGP).

For instance, in AS1 the reachability information R11 learns
from AS11 is received over eBGP. This information is passed

from R11 to the routers inside AS1 (i.e., R12 and R13) so that
they are able to reach the routes advertised by AS11. This
exchange of reachability information between R11 and the inter-
nal routers in AS1 is done by means of iBGP. The same occurs
for the external routes R12 learns from AS12.

For scalability reasons BGP does not try to keep track of the
entire Internet’s topology. Instead, it only manages the end-to-
end AS path of one route in the form of an ordered sequence of
AS numbers. For this reason BGP is known as a path vector
routing protocol, to reflect the fact that it is essentially a modi-
fied distance vector protocol. While a typical distance vector pro-
tocol like RIP chooses a route according to the least number of
routers traversed (router hops), BGP generally chooses the route
that traverses the least number of ASes (AS hops). For example,
the BGP process running in router R21 will typically choose to
reach AS1 via the ASes AS21 and AS12. Thus, the AS path cho-
sen by R21 is {AS21, AS12, AS1} (please notice that the Inter-
net core accounts for at least one AS hop more in the AS path if
only one Tier-1 ISP is traversed while reaching AS1).

The term generally mentioned before is due to the fact that
the AS path length is one of the steps of the BGP decision pro-
cess, but not the only one. This decision process is used for route
selection each time a BGP router has at least two different
routes for the same destination. Thus, BGP routing is more com-
plex than simply minimizing the number of AS hops. BGP
routers have built-in features to override the AS hop count, and
to tiebreak if two or more routes have the same AS path length.
The sequence of steps in Fig. 2 represents a simplified version of
the BGP decision process.

In this process each subsequent step is used to break ties when
the routes being compared were equally good in the previous
step. The local preference (LOCAL_PREF) in step 1 and the
multi-exit discriminator (MED) in step 3 are two BGP attributes
that are used by BGP routers for controlling how traffic flows
from and into an AS, respectively. A detailed explanation of this
process can be found in [7].

After this short description of the main components and their
roles in interdomain routing, we follow with some of the main
open issues in this area.

Research Challenges in Interdomain Routing
In the last years the Internet has largely expanded in several ways.
First, the number of ASes connected to the Internet has increased
enormously [2]. Second, the number of connections per AS to the
network has also significantly augmented [8]. Third, the number
and diversity of the applications supported in the Internet have
remarkably increased as well. This tendency has increased the
demands on the scale of the network, and hence is placing signifi-
cant pressure on the scalability and convergence of BGP.

In addition, the current interdomain routing structure is not
precisely prepared to handle the service characteristics several
applications are demanding from the network. In effect, the end-
to-end performance of these applications is not only affected by
the limitations of BGP, but also by the diversity of interests and
lack of cooperation between the ASes composing the Internet.
Therefore, several issues remain to be solved in the area of inter-
domain routing. This section analyzes several significant chal-
lenges faced by researchers in the area today. The methodology
we follow is first to introduce the problem. Next, we survey sev-
eral proposals addressing the issue, and try to discriminate which
are in fact operational palliatives. After that, we discuss why
despite these efforts each issue remains largely open.

The order in which the issues are presented is chosen so as to
gradually introduce the distinct aspects of BGP and the interdo-
main routing paradigm, as well as to link how the initial set of
issues influences the subsequent ones.

n Figure 1. A simplified interdomain scenario.
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2 The IDR working group of the IETF has finalized the revision of [6].
This revision documents the currently deployed code.
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eBGP: External Border Gateway Protocol

iBGP Internal Border Gateway Protocol
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The intra/inter-domain merge: Transit Providers

3RIPE 51

Interaction between 
IGP and BGP

San Francisco

Dallas

New York

ISP network

9 10

destination prefix
multiple egress points

Hot-potato routing = select closest egress point 
when there is more than 
one route to destination

Source: R. Texeira, “Hot Potatoes Heat Up BGP Routing,” RIPE 51, Amsterdam, Netherlands, October
2005.
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The intra/inter-domain merge: Transit Providers

4RIPE 51

Impact of 
Internal Routing Changes
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Routes to thousands 
of prefixes switch 
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Interdomain routing changes

11

Source: R. Texeira, “Hot Potatoes Heat Up BGP Routing,” RIPE 51, Amsterdam, Netherlands, October
2005.
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The intra/inter-domain merge: Transit Providers

9RIPE 51

BGP Impact of an OSPF 
Change

router A
router B

Vast majority of OSPF changes
have no impact on these routers

… but few have
a very big impact

Source: R. Texeira, “Hot Potatoes Heat Up BGP Routing,” RIPE 51, Amsterdam, Netherlands, October
2005.
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The intra/inter-domain merge: Transit Providers

22RIPE 51

Comparison of Network 
Designs
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Source: R. Texeira, “Hot Potatoes Heat Up BGP Routing,” RIPE 51, Amsterdam, Netherlands, October
2005.
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The intra/inter-domain merge: Non-transit domains
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Questions?
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