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Abstract

This paper presents a research model in didacfigsragramming elaborated within the
theoretical framework of the epistemological theofylean Piaget. That theory explains the
construction of scientific knowledge based on emgirstudies made by Piaget over many
years. The model arises from the analysis of thalt® of the application of principles of the
theory, especially the triad oihtra-inter-trans stages, to the empirical study of the
construction of the concepts of algorithm, datacttre and program. The elaboration of the
model is a contribution to the development of tidadtics of programming and, in general,
of the didactics of computer science, since theehodn be used in other computer science
topics. Didactics is a specific area within computeience, with its own foundations and
methods, which studies in depth topics relateddiacation in the discipline. Two empirical
studies about the construction of knowledge of @tigms and data structures, and of the
corresponding programs as executable objects, raflybdescribed to illustrate the model.
Both examples use a search algorithm (binary areht) and the implementations are in the
programming language C.

Keywords: didactics of programming, constructing knowleddgodathms and data
structures, programs.

1 Introduction

What is and what is not Computer Science? In [1hthoe, Mclver and George give some guidelines abimge
guestions and put on the table interesting isstiesy give a possible and open-minded definitiorCoimputer
Science (hereinafter CS) He collection of scientific disciplines orientamards the electronic or digital storing
and processing of informatipand emphasise that CS constitutes a scientifacademic discipline as opposed to a
craft. The authors mean that some areas relatesirig computers or technology, are not CS. Sontkesfe are, for
instance, technological literacy (use of computppligations, such as word processing or spreadshest
technology for education (use of technological $pslich as audiovisual resources for educatiomloreoplatforms
for interaction between teachers and students)tokiislly, these areas have been present in pneetsity
education, often being confused with computer sgewhile computer science education has been ynestiricted
to the tertiary or higher context, more specifigaib careers which purpose is the training of téghns or
professionals linked to computers, such as techniocadergraduate or engineering careers.

In the same way, Dowek states in [24] that compagtgence - in the French and German tradition #rent
informatics is used, while in the English traditittre expression computer science is used - iseatffit discipline
that studies algorithms, data, languages and mashiand is different from other areas linked to tise of
computers and technology. In recent years, acadeamid researchers from various countries have gvéhter or
lesser success- have promoted the idea that eddéatcomputer science is not only important fae thaining of
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professionals in the discipline, but that it iscalsndamental as part of the general training gfiadividual. This is
promoted by various authors from organizations sagtComputing at School (CAS) in the United Kingdf2h
CODE in the United States [3], and the Computereism Teachers Association (CSTA) [4] or Association
Enseignement Public & Informatique [5], which brintpgether teachers from different countriébeady in the
80s, projects for children and high schools weneetigped. Especially Papert poses in [6] tiehildren can learn to
program and that learning to program can affect thay they learn everything elda [7], at the beginning of the
2000s, Dowek expressed about secondary educatmpprentissage de la programmation et de I'algbnitique est
de nature a apporter beaucoup aux lycéennes eehgélans leur développement intellectuel, car rhysd un
travail par projets et demande de mettre en apfiliceades connaissances acquises. Et également parmet de
construire un pont entre le langage et l'action mbntre I'utilité de la rigueur scientifique (leamg of
programming and algorithms has much to contribudehigh school students in their intellectual depahent,
among other things because it enables them to imgokojects and requires to apply acquired knowlkedgkewise,
it enables to build a bridge between language actiba and show the utility of scientific rigottranslation of the
authors)

Those questions open new problems, where threleeofbst relevant are: a) what does it mean to leammputer
science in general, and programming in particubgr®/hat kind of academics should answer the previguestion?
¢) What teachers are qualified to teach CS to preeusity students? Searching answers to thosstigus leads to
a considerable development and strengthening ofpaten science education and of doing researchaw to
educate in programming in childhood and adolesceficthe same time, there is a general consensug #fiat the
origin of most of the difficulties in learning pragnming lies in the background of the studentssThisupported
by teaching experience in introductory courses $ @ this sense, investigating novice studentgiviledge of
programming has become an issue with high impadtigher education in computing. Researchers of ctenp
science of several countries' Universities havearthdt issue their own, as can be seen in thetyarieconference
proceedings in the area of recent years (SIGCSESE, ACE, KOLI, WIPCSE, ICER, CSERC, ISSEP, PPIG,
among others), and journals (e.g. Computer Sci&utecation, ACM Transactions on Computing Educatemg
Informatics in Education).

1.1 Doing research in didactics of programming

It is worth mentioning that the term didactics i mommonly used in English education and the tpemiagogy
encompasses almost all educational issues. PaukAsdoints out in [25] thah the European education the term
didactics comprise the strategies to subject teagland learning, which may vary from one subjecatother.
Didactics also acknowledges theories of teachingl de@arning but from the subject-specific perspectiv
Analogously the tern€omputer Science Educatighereinafter CSE) is used in English for the EeaDidactics
of Informatics.A definition is given by Holmboe, Mclver and George[1] asthe subject specific educational
research for the subject computer scienthat means that, as in any other area of knowlenfidormatics has an
area where computer science professional académigstigate didactic problems.

In [1] the authors enumerate several studies inghming of Computer Science likidew, untested ideaReports
from the trenchegspecific experiences in the classroom)Empirical Studies(experimental works aimed at
analyzing difficulties and behaviours of studentsew learning specific programming topics). In [8)ibvieser,
Armori, Giannakos and Mittermeir provide a compan of the status of issues related to CSE in pyiraad
secondary schools, analysing some papers of autloonsdifferent regions (UK, New Zealand, USA/Idrdérance,
Sweden, Georgia/lUSA, Russia and ltaly). They catelthat in the majority of those papensroper teacher
education seems to be one of the most criticabfador the success of rigorous computer scienegatibn, and
that programming in one form or another, seemsa@bsolutely necessary for a future oriented C3tey add that
despite the fact that there have been several amgbitant developments in K-12 CS education durhwe last
years, there is still much that can be done, eglgdn K-12 educational systems with low CS sutjgegration.

It seems quite obvious that the lack of knowledgdearning and cognition is one of the main prolddor doing
research in didactics of informatics. Holmboe, Mzland George state in [there has been a lack of reference to
pedagogical theory, underlying most past reseatcidiss. This has resulted in a failure to proviéadhers with
"pedagogical content knowledge", critical to gaigiruseful insights into cognitive and educationasuiss
surrounding learning In the same way, Peyton Jones et al state ind®§ reason for the lack of expertise in
computer science teaching is the background ofghehers.

The question is then to adopt an approach encoinmgabsth the specific knowledge of the disciplinedaits
didactic issues. The paradigmatic example is tdadlics of mathematics, which has been developedspecific
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discipline in mathematics, with its own investigeu$ carried out by mathematicians specialized diactics. Note
that this is different from the joint work betweacademics of a discipline and professionals in fiall of
education.

1.2 Pedagogical Content Knowledge

Among CSE researchers there is consensus on ag@itiiman's definition [10] of pedagogical contembwledge
(hereinafter PCK) ashe ways of representing and formulating the sulijest make it comprehensible to othdrs
their CSE research, Saeli, Perrenet, Jochems arshedwld [11] specify the PCK asoncept that combines the
knowledge of the content (e.g., maths, informaéts) to the knowledge of the pedagogy (e.g., thaeach maths,
how to teach informatics, etc.), giving insighttireducational matters relative to the learning aedching of a
topic. Teachers with good PCK are teachers who tansform their knowledge of the subject into sdrmet
accessible for the learneréNote that for the same reasons explained by Padréws in [25], thePedagogical
Content Knowledgshould be calle®idactic Content Knowledge)

In [1] Holmboe, Mclver and George synthesize and applydbas for the CSE case stating thdte aim (of CSE)
should rather be to describe the different waysvhiich students come to understand, or not to undeds the
subject matter. These descriptions, accompanie#nioyvledge of general pedagogical theory, epistegyland
solid subject knowledge will make the foundatianafieswering the traditionatlidactical questions of why, what,
how and for whom to educate in CS. They also state that research needs to be suppbyteal theoretical
framework, since it cannot be reduced to obsermatinade from isolated experiences or opinion issugsthey
need to be treated with the same rigor as any o#iselarch activity carried out in a scientific et

For the development of an adequate theoreticaldvreork, these authors point out thistoking to the variety of
work being published in more established fieldg.(science education, mathematics education anchieg and
learning of foreign languages) may give severalfulsgointers to researchers in computer sciencecatlan [1].
Hence they extend their definition of CSE ase academic discipline computer science educatmmsists in
focusing research on the application of principfesm educational-related disciplines -pedagogy,stminology,
curriculum studies and psychology- to the teachingd learning of the scientific discipline compuseience as a
school subject[1]. They add that the strong connection with ediocal-related disciplines constitutes the
theoretical argumentation of the research as a snefgproviding evidence of its effectiveness.

It can be concluded that research in C&#nprises two fundamental issues: researching tmstaction of
computer knowledge and developing teaching guidelso that the results of the research enabledesatthacquire
PCK. This paper addresses the first of the two tijuesin the case of programming knowledge. Théanstof this
paper have adopted Piaget's epistemological th§a8}y as a theoretical framework for research andy Gu
Brousseau's theory of situations [32] as a moddtiftactic application.

1.3 Defining a theoretical framework for didacticsof programming

Within the framework of the four fundamental quess -why, what, how and for whom to educate in CS - this
article specifically addresses the constructiorkmdwledge about basic algorithms, data structunes @ograms
(whaf) and their introduction into secondary educatifam (vhon). There is a consensus among researchers about
the benefits of such learning for all students, owdy for those who will continue with higher stediin computer
science, as stated by Dowek in [7] and Papert]i(vGy).

Regarding the question abw, most of authors interpret the questiorhass can the teachers teach such item in a
better way?Therefore, they propose teaching strategies ohadetogies, for instance, using fundamental corscept
as Schwill states in [12], promoting abstractioVéisag states in [13], or through projects, as Dowtdtes in [7].
On the contrary, the research presented in thidegrtakes the question bbw from the student’s perspective, that
is, how do students learn programming concepks®s formulation is a particular case of the pewblof how do
students learn. Piaget’'s epistemological theorggisatisfactory explanations about the construaifdmowledge,
starting from the knowledge people haetore any formalisation. By applying Piaget’s theorythe construction

of knowledge of algorithms, data structures andgmms, the authors of this article have definedheoitetical
framework for doing research in didactics of prognaing.

In contrast to several proposals to help studemtshé learning of programming involving the use saime
programming language or computer tool [14-21], dpproach behind the motivation of the authors’ peapb is
based on observations of situations in day-to-dayiri which people successfully use methods teespkoblems or
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perform tasks such as games, ordering of objetffereht kinds of searches, mathematics problerts, & such
situations an action or a sequence of actiongsated until a special state is reached, whictbessolved easily by
a straight-forward action. People's descriptiomtuitle phrases likedo the same untédndnow | know how to do,it
referring to cases where they use the same methb@rmive at the easy-to-solve special state réispde These
descriptions are related to programming in the eehsit repeating actions until a special case a&hed is
formalized by recursive or iterative program instions.

These observations lead to formulate questions aadbes there exist any connection between the 'kigokirv

to' (instrumental knowledge) revealed by people solgrablems and formal algorithmd® there is, what is the
nature of this connection and what is the roleh# instrumental knowledge in the learning proceldsw is this
instrumental knowledge generated and how can ittreasformed into conceptual knowledge? How can the
algorithms that the students learn to use be takemaccount in the learning of programming? Wilktanswer to
these questions help in improving the teaching l@adning of programming and how should this be domae
approach of the research arises from the abovenaigms and questions, and from studying the thedrJean
Piaget that explains the construction of knowledge the evolution of cognitive instruments from iheraction of
the subject (his/her algorithms) with the objedisté structures).

The article is organized as follows: in sectionhi main principles of Piaget’s theory are desdjle section 3 the
model is introduced and in the subsections 3.13%8dhe main points of the passage fromittiea to theinter
stage are described through an example. In subsegiB, the construction of general solutions immarized. In
section 4, the main point of the passage fromitier to thetrans stage, namely the construction of formal
knowledge, is developed in detail, including extsaof an empirical study in subsection 4.2. Sulisact.1
describes the extension of Piaget’'s general lasoghition, a theoretical contribution of the authtw encompass
the construction of knowledge about programs. i8ed contains some conclusions and further wordk famally
the references are included.

2 Main theoretical principles

Piaget's theory offers a model for explaining tbastruction of knowledge that can be used in athdims and at all
levels of development. The central points of Piggdteory - Genetic Epistemology - have been taystine

construction of knowledge as a process and to exptav the transition is made from a lower leveknbwledge to
a level that is judged to be higher [26].

The supporting information comes mainly from twausees: first, from empirical studies of the constian of
knowledge by subjects from birth to adolescenceirfgirise to Piaget's genetic psychology) [27-20id second,
from a critical analysis of the history of sciencetaborated by Piaget and Garcia to investigageattfigin and
development of scientific ideas, concepts and ibeorin [31] the authors present a synthesis ofgdia
epistemological theory and a new perspective orekjdanations about constructing knowledge. Thewstigate
the possible analogy between the mechanisms ofhpsyenetic development concerning the evolution of
intelligence in children, and socio-genetic devetept concerning the evolution of the leading id@ad theories in
some domains of science. Throughout the chapteradthors present striking examples of this analogglation

to the history of geometry, algebra, mechanical gimgsical knowledge in general.

The main idea of their synthesis consists in estaiplg certain parallels between general mechanieaging from
one form of knowledge to another - both in psyckogasis and in the historical evolution of ideas Hmabries -
where the most important notion of these mechanisri® triad of stages, called by the authorsrtra, inter and
trans stages. The triad explains the process of knaydembnstruction by means of the passage fronsadiage
focused on isolated objects or elemeimsrd stage), to another that takes into account thetiosiships between
objects and their transformationmtér stage), leading to the construction of a “systetfensemble”, that is,
general structures involving both generalized elemend their transformationsrans stage), integrating the
constructions of the previous stages as particases.

In Piaget's theory human knowledge is consideredrggmlly active, that is, knowing means actingobjects and
reality, and constructing a system of transfornmetithat can be carried out on or with them [26}e Tiore general
problem of the whole epistemic development liedétermining the role of experience and operatistralkctures of
the individual in the development of knowledge, ameéxamining the instruments by which knowledgs haen
acquired before their formalization. This problerasndeeply studied by Piaget in his experiments tagenetic
psychology. From these he formulated a generablagognition [28,29] governing the relationship ween know-
how and conceptualization, generated in the intenadetween the subject and the objects that bdisls to deal
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with to solve problems or perform tasks. It is alelitic relationship, in which sometimes the actipides the
thought, and sometimes the thought guides theretio

Piaget represented the general law of cognitiothbyfollowing diagram:
C-P-C

where P represents the periphery, that is to saymore immediate and exterior reaction of theettlgonfronting
the objects to solve a problem or perform a tasks Teaction is associated to pursuing a goal ahdeaing results,
without awareness neither of the actions nor ofré@sons for success or failure. The arrows reptdke internal
mechanism of the thinking process, by which thgeattbecomes aware of the coordination of his/leéipas (C in
the diagram), the modifications that these impaselijects, as well as of their intrinsic propert{€ in the
diagram). The process of the grasp of conscioustesgibed by the general law of cognition cont#ia first step
towards the construction of concepts.

Piaget also describes the cognitive instrumentblemathese processes, which he calls reflectiv&rabtion and

constructive generalization [28,30]. Reflectivestafiction is described as a two-fold process: énfittst place, it is

a projection (transposition) to the plane of thdugfithe relations established in the plane ofcensti Second, it is a
reconstruction of these relations in the planehofight adding a new element: the understandingiditons and

motivations. The motor of this process is callgdPlmget the search of reasons for success (ordail

Once a particular method is understood, subjeetssaning attempts to generalize what has been ssfutig
constructed to all of the situations, by meansndictive generalization. Deductions or predictians extracted
from observations of the new objects. A processfefences and reflections about the subject'sasthy means of
constructive generalization gives raise to new w@shand new knowledge.

Throughout several years of study about the legrpindifferent basic algorithms and data structutks authors
have been developing a research model in didaatippogramming, which is described in the nextisect

3 A research model in didactics of programming

Other approaches have been developed within a tRiageonceptual framework derived from genetic psjogy,
where one of the most notable is the new-Piagdtianry [22,23]. The approach is supported by Piagsdrly
empirical work focused on children, which is thegn&nown part of Piaget's work. On the contrary thodel
presented here is based on one of the most impartaicepts of Piaget's theory, that is, the triddtagesntra-
inter-trans introduced by the authors in [31] as a synthektheir epistemologicaivork.

In previous papers [33-37] the authors of this pagescribed the investigations conducted to knowualhe
passage:

« from anintra stage in which the knowledge is instrumental, thatiisthe plane of actions (the students
pursue a result but are unaware of how they actiipve

e to an nter stagegiving rise to conceptual knowledge, that is ie flane of thought (the students give
accurate descriptions of how they did it and whgytlsucceeded, being aware of the coordination af th
actions and the transformation of objects).

One of the goals of this paper is to describe ¢isearch about the passage from earlier stages #&iove

» atrans stageof formal knowledge (where the students are ablexpress general algorithms in given
formalisms and modify their knowledge to solve samproblems).

Instantiating the triad of stages of Piaget andc@ato the construction of knowledge about programgmmeans
constructing a research model in didactics of @ogning.
3.1 Applying the model

In order to illustrate the application of the madelo examples of investigations conducted withdstis are
included. In the first one (section 3.2), they wergering university students or enrolled in theafiyear pre-
university. Therefore, they had no experience withgramming (in Uruguay Computer Science is not paHigh
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School curriculum). The students of the second @k@r{section 4.2) were studying the first yearhsd tomputer
engineering degree at university and had littleegdgmce with programming.

Regarding the methodology of research, the passagetheintra to theinter stage is investigated by means of
conducting individual interviews, in the sense @det's studies of genetic psychology, used iniptsvempirical
studies. The students are asked to solve probdertasks which are instances of classical and f@asigramming
problems such as ordering, searching or countiaghehts. The problems are well known adomaticallysolved
by the students, that is, the students are unasfdrew they did it and why it works. In other wordiseir thought is
at the peripheria (P), see section 2. In the imt@rs they are encouraged to think about both tledioation of
their actions (towards C) and the modificationg thase impose to the object (towards C’). Theradgon making
the passage from P to both C and C’ is possiblenbgns of the cognitive instrument of reflective tedagion
(section 2): the successfully done actions aresfoamed into operations, adding a new elementutigerstanding
of conditions and motivations.

All the research episodes were recorded and/oeflland students wrote down their responses.

3.2 The study of the passage froimtra to inter

The study consists in conducting interviews to ten entesnglents of an introductory course of programmifie
students are required to look up a word in a dietig and to explain, in natural language, how tlielyit and why
they succeeded. The problem is an instance ofghergl problem of searching an element in an oddéseand the
solution is an instance of the algorithm of binagarch. This task is adequate for the investigdimsause of the
following characteristics:

» the algorithm of binary search is commonly appliedolving this task, that is to say, all studdaiew very
well the application of this algorithm to this paular case, and all of them succeed in searchingrd,

» the task is (almost) automatically done, what gittessopportunity of analyzing the grasp of conssimss
and conceptualization in detail from the origintted process,

* no numeric domain is involved and the role of s¢hisominimal which diminishes the influence of
preconceived ideas,

» this algorithm is one of the most important methadssearching and it is taught in all courses of
programming.

It is expected that the students solve the prohlsimg the algorithm of binary search, without begwegare of what
that means, that is, their thought correspondbecstate called the peripheria, P, in the genavaldf cognition. In
other words, the students focus their attentiothenresult of the task, what is typical of tiira stage. To help
students to construct knowledge about the relatipssoetween objects and actions, characteristibeafhter stage,
they are asked about:

» the structure of the dictionary as an ordereddistvords, (students' thought moves towards thereedt,
questions 1 to 4 bellow),

» the actions that compose the algorithm: choosingm@, comparing words and a new instance of theckea
itself, (students' thought moves towards the ce@trguestions 5 and 6 below),

» the reasons for success: each new instance ottrehsis applied on "smaller" parts of the dictign@o
the same), all the smaller parts hold the propafrgontaining the searched word (invariant), thercle ends
when a special case is achieved (termination)déstis' thought moves towards both centres C and C’,
questions 7 and 8 below).

Questions 1 to 4:

Q1: What is a dictionary?

Q2: Knowing that a word, for example ‘cat’, istime dictionary and also in this novel, where do ftnk that it
will be simpler (easier and more quickly) to find i

Q3: Why?

Q4: What makes the difference then between aodiaty and any other book?

1 The study is partially described here, the conepletsion can be found in [35].
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The first question is answered by almost all stt&lsaying something about the role of the dictigrifor instance,

“it is a book to search words”). The rest of quarssi are aimed to induce the student to reflect atheustructure of
the dictionary as a list of words alphabeticallgened. It is a requisite for theter stage because it is the existence
of this order relationship that determines the meétbf searching.

Questions 5 and 6:
Q5: Look up the word cat in the dictionary.
Q6: Describe, step by step, how you achieveditefitually, ask them to do it again).

The answers to question Q6 reveal that the studemts a very weak conceptualization about theirhotbtof
searching a word. The students apply binary seasatxpected, but they are not aware of the diffaaetions they
do to achieve the result. For example, they autimalgt say 1 searched the wofd which is a response to the
guestion What did you dband not to how did you do it The question aims to interrupt the automatigoars and
to mentally identify and coordinate other actioms:choose a word, to compare it with the seareted, to make a
decision according to the result of the comparigordo the same. This coordination is characteristithe inter
stage.

Questions 7 and 8:
Q7: Knowing that a word is in the dictionary, iiways possible to find it?
Q8: Why?

The answers to these questions can be classifiea) dise reasons lie with the objects (because of the order in
the dictionary or “... because of the alphabetic order of the letlgns) the reasons lie with the actions (hecause

of my systematic actioher "...because | do always the sdhmelo make students realize that the reasons for
success lie both in their actions and in their rficaiions of objects, they themselves have to égpee the need
for the existence of a base case (or more). Tectfkly help them with this difficulty they arekasl to use a
method that never ends, to make the students beaomre of the sequence of states of the objedh, trae getting
“smaller” until a special state is reached, asasoa for success.

This kind of questions plays an essential rolehim tonceptualization of algorithms and data strestyntra to

inter stage), that is to say, in cases where an indiVidolves a problem. Investigating the passage franter to

thetrans stage - described in the next section - consistiesigning questions to cases where tasks orgmsbare
intended to be solved by a computer (conceptuaglisf programs).

3.3 Constructing a solution of a general problem

The passage from thater to thetrans stage basically involves two points: the constacitof a solution of a
general problem from a given instance, and the toactson of formal knowledge, that is, the formidet of the
concepts in a given formalism. Both constructioresart of the same process towardsttans stage.

Regarding the first point, the generic element fgabhas been analyzed by Benjamin Matalon in atehamtitled
“Recherches sur le nombre quelconque” in [27]. NMetaddressed the problem of making the leap frantiqular
cases to general ones and introduced variablebhdarreference. For example, he explained thatnBemade his
arithmetic demonstrations using a particular numbat treating it as a generic number, for examgie,number
17. If none of the specific properties of the numbe were involved in the demonstration, then thendnstration
could be considered valid for all numbers. Mataddded that in geometry, when a property is to lo@gr and the
statement is "given a generic triangle" a paldictriangle is drawn, avoiding right trianglesuégteral triangles or
isosceles triangles, and not involving any particydroperties of the triangle in the demonstrabbthe property.
Among other things, Matalon concluded that to camtstthe concept of the "generic” element, it lddae necessary
to perform a generic action, that is, the repeatgibn to build a generic element.

A complete description of applying Matalon’s ideasCSE can be found in [37]. Here a brief explanatis
included. Starting from students’ description ofviiney solved the problem (in natural languagey thre asked to
give oral instructions to a robot, played by thacteer or another student, who tries to solve thk kg following
the instructions. The role of this step of automatton is crucial to help students to detach théwesefrom
particular cases: the robot acts until a senteftiee form... then | continue the processar. continue in the same
way ...appears, which the robot is not able to followrtker questions need to be posed to encouragdutierss
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to give more precise and general descriptions (Mat generic actions), until they come to a dggwn that the
robot is able to perform, that is to say, a genaligdrithm (Matalon’s generic element).

4 The construction of formal programming knowledge

The construction of formal knowledge is the processconstructing representations of the conceptsdme
formalisms, different from natural language. In ti@se of programming, it is about to formalize altgorithms in
programming languages giving rise to programs. Thibe interpretation in the model of what Piagetl Garcia
call thematized knowledde [31] and is one of the main issues of the pgssa therans stage.

The construction of formal knowledge is regulatgdtlie general law of cognition. However, in theecéisat the
object on which knowledge is to be constructed agram, some challenges appear, which are inhévethe
relevance of the machine that executes it. Theoasithf this paper have extended Piaget’s generabfacognition
to account for the need to describe cases whersuthject must instruct an action to a computer4@p,In order to
program an automata to solve a problem, the lesim@ve to establish a causal relationship betweemlgorithm
(that he/she apply on objects), and the elemefdsaet to the execution of the program (the compatding on
memory states). Not only do the students have talide to write the algorithm (the text) and reprgéseusing a
programming language but also they have to be tabienderstand the conditions that make the computetthe
program [38]. The new law is briefly described lelo

4.1 The extended general law of cognition

In the cases where the subject must instruct aoratti a computer, the thought processes and metinodlved in
such cases differ from those in which the subjestriicts another subject, or performs the actiom/érself. An
extension of Piaget's general law of cognition lbeesn elaborated [39,40] to take into account tleeifipities of the
subject instructing a computer to solve the problem

By way of analogy with Piaget's law that relatiopsis described in the following diagram

C-P-C

H_/

newC — newP - newC’

The causal relationship between the first row dmel $econd row is the key of the knowledge of a rm&ch
executing a program. It is indicated with the lerait above diagram, where newP is characterised jpgriphery
centred on the actions of the subject and the tbjee/she acts on. The centres newC and newC'seyre
awareness of what happens inside the computer: refwi execution of the program instructions art/@’ of
the undergone modifications of the representatfatata structures The diagram describes the situdti which the
subject reflecting on his/her role as problem solwecomes aware of how to do to make the compualee ghe
problem [39].

According to Piaget, the authors of this articlentify that the construction of knowledge of methddlgorithms)
and objects (data structures) occurs in the interabetween C, P and C'. Likewise, they claim thatconstruction
of knowledge of the execution of a program take@lin the internal mechanisms of the thinking gss¢ marked
by the arrows between newC, newP and newC'. Irr atibeds, the general law of cognition remains aglille to
the thinking process represented by the arrowlspth lines of the diagram pictured above.

4.2 The study of the passage fronmter to trans

The study of the passage from fheer to thetrans stage is described through an example using aoriddg of
linear search, which implementation in a prograngri@mnguage is simpler than the one of binary seartie
problem is to search an element in a sequencetafrdered elements and the goal is to study thestoamation of
the informal algorithm in a program in the prograimgnlanguage C. In order to start the study fromrexd
descriptions in natural language of an instandb@filgorithm of linear search (first step in tlmceptualization),
a row of numbered cards is presented to studentsjating doors of houses (that can be represdmyesh array).
On the other side of each card there is a numibaulating the identification of a person living imat house. The
identification numbers are not ordered. The stuslant asked to search a given identification nurimbre row of
cards (houses).
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For the study, twelve students of the first yeaComputer Science degree were selected. At the dintiee study
they had basic knowledge on the programming languagespecially variables, arrays, simple instounstiand
control structures, both selection and iteration.

In the same way as in the binary search studyi¢se8t2), all students were able to successfulljgpm the task on
the row of cardsiitra stage) and answer the questions proposed in flewvéa interview {nter stage) (not
included here). In the following the work of onéthe students is used for exemplifying (all wotksve been
similar). His description after performing the taskthe row of cards is:

“l go to the first door and look for the desiredmber. If | find the number there, | select that dand do
not go on with the rest, if | don't find it, | go the next door and repeat the same process ufititlithe
number. In case | don't find it after | finish sehing through all of the doors, | leave.”

From this kind of description, the goal is to h#ip students in writing and executing a prograntteralgorithm of
searching a value in an array of N elements. Assadtep, a pseudo code is used, in which the sgéenaf control
structures (while, for, if-then-else) are reviewmtbr to the writing of the pseudo code. The psecdde has also
the advantage of acting as an intermediate formadilowing the generation of more instances ofgéeeric action
driving to the generic element (the program) acicmydo Matalon (section 3.3). The first versiontttize student
writes is:

while the id number is not found
ask for the person's id number
if it's the one I'm looking for
write down the door number where the personfaasd
else
finish
end
end

Note that students usually write a first versioouged on the result of the requested task, (pesifh@ccording to
the general law of cognition), which in this caseevidenced by the fact that the need to find thetity card,
makes them forget to take into account the actiorise performed: he writdmish afterelse despite he mentioned
the actions in his descriptioif: 1 don't find it, | go to the next door and repeae same process until | find the
number

The process consists of executing the written uiesimns, checking for errors and writing new vensiolt is a slow
process done in several steps. First, the studetetsrthat the algorithm is not correct becausetetion is
indicated. He saysit fails because | want to continuednd he writes the following version adding theatto to
the next doar

while the id number is not found
ask for the person's id number
if it's the one I'm looking for
write down the door number where the personfaasd
else
go to the next door
end
end

Asked about what happens if the identification namis not found he verifies that in that case tbarsh never
ends. He writes a new version (note that the maigiescription is correct in the sense that itaimis that condition
- In case | don't find it after | finish searchingdlugh all of the doors):
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while the id number is not found OR &hare more doors to visit
ask for the person's id number
if it's the one I'm looking for
write down the door number where the personfaasd
else
go to the next door
end
end

As can be seen, there is still a failure relatethéocoordination of the actions of verifying ietbard has been found
and if there are still doors. The student has pithese actions by means of the OR disjunction,nmthe correct
way is to do it by means of the AND conjunction.isTts one of the purely formal aspects, which dejseon the
semantics of the logical structures and the infbndVHILE, that the student knows. By re-runnitg talgorithm
focusing on the coordination of both actipriee can realize that he continues searching eften finding the
searched ID, and correcting the version obtainingreect one:

while the id number is not found AND tthe&re more doors to visit
ask for the person's id number
if it's the one I'm looking for
write down the door number where the personfaasd
else
go to the next door
end
end

By reflecting about the reasons of success in &sé Version, the student becomes aware that thehseads
because either the number is foundha sequence of dooisempty That is to say, the reasons of success lie in the
modifications imposed to the objects (the datacttmes) by the actions (the instructions), thairisthe dialectic
relationship between actions and objects (sectjon 2

Note that students build their program by matchimg concept they have correctly expressed in naamguage
with the terms imposed by the cultured object tha formalism, first in its pseudocode version &atér in the
programming language. By means of manually runeimgh version and verifying the presence or notrafre they
perform the generic actions necessary for constigithe generic element (the program) (section. 3.3)

However, this is théextual version of the progranthe errors detected and corrected, arise from(@htomated)

execution of a human being. In the constructioa giogram as aexecutable object similar interaction occurs,
but where the execution is performed by the compteis fact introduces questions that are typafatomputer

execution and that were not present in the pseutoeersions. Some of them are:

« Representing data structures as memory objectewiolg the rules of the programming language syntax
(such as arrays used in this case).

* Trying to access an array with an index outsidéétslared range, producing a range error.

« Producing stack overflow error, because of notaiing the control variable of an iteration anéréfore
entering an infinite loop.

« Incorrect managing of edge cases (for instance,cansidering first or last cell of an array becao$e
inadequate control of the array index in an iterati

The students are asked to write a program for kesya given integer value in a not ordered arrhintegers,
using the last version of the algorithm previoustjtten in pseudocode. The kind of similarities atifferences of
this problem with the problem of the sequence afrdanakes it adequate for these students (the tbagnationale
is described in [37], section 3.2).

The students know the basis of the programminguagg C, therefore this is the language used istindy. Both
the values in the arrayalf, indexes0..N-1) and the searched valugllumber) are given. The program uses a
boolean variablef¢und) to determine if the value is in the array or not.
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One of the most common mistakes of students ircheggorithms in an array is “going out of rangilat is, if the

range of the index of the array is, say, between@® N-1, the index variable reaches the value INs s an

example of errors that occur because it is the etenthat executes the program and not a humary l§eétond
item of the list above). Therefore, this mistak@ot present in the pseudocode, but appears kestudent writes
the program code, although the error arises atuticectime. In terms of the general law of cogmiti@t can be said
that in writing the pseudocode, thought processesegulates by Piaget’'s general law (first rovttaf diagram in
section 4.1) but in writing the program the studeas to be induced to think in a computational vilagt is, he/she
has to make the correspondence between the fissthow do | do to solve the problem) and the seaawd (how

do | do for the computer to solve the problem)hea tliagram of section 4.1. In other words, the @ssmf thought
is regulated by the extended general law of cagmitifo help students in making such correspondetheg, are
asked to automatically run the algorithm on anyadt@wn on the paper.

In the following, the analysis of the versions lné program written by three students illustratespbint:
Student 1, version 1

boolean found = FALSE;
inti=0;
while ((arr[i] '= idNumber) && (i <= N-1)) {
if (arr[i] == idNumber) {
found = TRUE;
}else {
izi+1;
}

}

Note that in the first version student 1 declardsoalean variable but does not use it in the sufbitioms of the
while structure. All students who did not use tle®lean variable in the while condition, wrote thsonditions in
the order in which student 1 did, that is (arr fijldNumber) && .... In this way it is very likelthat there will be an
error of going out of range, if i exceeds the value 1. To correct the mistake some students athtige order of
the subconditionsf the while - see the code of student 3 - otheexitthe boolean variable in the subcondition of
the while, as student 1 did in his second versimws below:

Student 1, version 2

boolean found = FALSE;
inti=0;
while ((found == FALSE) && (i <= N-1)) {
if (arr[i] == idNumber)
found = TRUE;
else
i=i+1;

}

Student 2, version 1

boolean found = FALSE;
inti=0;
while (i <= N && (found)) {
if (arre[i] == idNumber)
found = TRUE;
else
i=i+1;
}

In this case, the student first takes into accelat he should pay attention to the range of tdexni of the array,
but considers the value N that does not belongabriange in C. He easily obtains the correct werbly changing
the condition (i <= N) by (i <N):
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Student 2, version 2:

boolean found = FALSE;
inti=0;
while (i < N && ('found)) {
if (arre[i] == idNumber)
found = TRUE;
else
i=i+1;
}

Student 3, version 1

inti=0;
boolean found = FALSE;
while (arr[i] = idNumber && i < N) {
if (arr[i] == idNumber) {
found = TRUE;
}else {
i++;
}
}

Student 3, version 2

inti=0;
boolean found = FALSE;
while (i < N && arr[i] != idNumber) {
if (arr[i] == idNumber) {
found = TRUE;
}else {
i++;
}
}

In version 1, student 3 writes the subconditionthefwhile as they appear in the pseudocode,ghat i

\the id number of found AND there are more doorsto/wsn

(arr[i] != idNmnber) && (i<N)

The student took into account that she should ansider the case i = N (puts i <N) but forgets thatactions are
executed by an automaton and therefore, when ithéinstruction(arr[i] != idNumber) is executed and produces
an error of going out of range (arr [N] is invalid)

From the perspective of algorithmic thinking, remgall by Piaget's general law of cognition, thabisect, since the
AND operator is commutative. But from the perspextof computational thinking, regulated by tbrtended
general law of cognition, it is necessary to coasitbw the computer "thinks". In that case, the Ab{i2rator is not
commutative, since in the vast majority of prograngrlanguages the short-circuit evaluation is useinplement
the semantics of the AND operator. Therefore tlikeoof the operands is relevant to the result.

The reflection on the error that occurs when exaguhe code places the student's thinking in do®sd line of the
diagram of the extended law of cognition. The caghpnsion of the reasons of success as the diatetdignship
between the operation of comparing the integeresdu(i] andidNumber, and the modifications of the array cells
in which that operation ac{s< N), allows the student to correct the error of gang of range, as shown in version
2. In terms of the extended general law of cognithat means to go from newP to newC and newC'.
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However, by focusing attention on the error to beected, it keeps the variable found in FALSE widhumber
is found. Finally, she gets a correct version usihegboolean variable in the condition:

Student 3, version 3

inti=0;

boolean found = FALSE;

while (i < N && found == FALSE) {
if (arr[i] == idNumber) {

found = TRUE;
}else {
i++;
}
}
All students use a boolean variable, without comsid) that an expression such as arr [i] == idNumibeof the

boolean type and therefore a boolean variableanithile condition is not necessary, but must bel asegeturn the
result. They could write, for example:

inti=0;

boolean found;

while (i < N && arr[i] I=id) {
i++;

found = (i<N)

}

The abuse of boolean variables may have theirroiigipreconceived ideas about control in iteratid®sidents

have learned that with boolean variables they mariagexecute certain sequences of instructionogramd use

that knowledge without adapting it to differenusitions [30]. This is very clear in the case ofdefut 1 and Student
3, who in principle do not use the boolean variablge while condition but end up using it to @mtrerrors.

The study ends with the execution of the programst&veral cases and with some reflection questitnasit the
problem and the solution (the program), with then aif consolidating formal knowledge and accountiogthe

trans stage in its construction. All the students p#&ting in the study finally reached a correct peog. Some of
them did it in fewer versions and others neededrite more versions. Also, other types of errorpesred in the
versions, such as syntax errors, confusion betviegex and cell value, etc., which are not discudsec, but
which were also corrected by the students.

5 Summary and further work

In this paper a research model in didactics of egning is presented. The model has been built segral years
of investigating the learning of different basigalithms and of the corresponding programs executiche

investigations encompass empirical studies desiguoedrding to principles of Piaget's epistemologiltaory. The

studies were carried out using a methodology basedPiaget's clinical method used in his studiesgenetic

psychology. The questions of the research intersiame related to ways of helping students to usi tognitive

resources to attain higher levels of knowledge.

One of the most important theoretical ideas abowattedge construction is the categorization ofedght stages,
called by Piaget and Garcia in [31] as the tif@da-inter-trans Accordingly, the research done by the authors of
this paper on the construction of concepts focaselow students transform their instrumental knogée {ntra
stage) into conceptualized knowledgeatdr stage) and how this becomes an academic formalizétans stage).
The main points of the passage from one stagedthanare:

e students succeed in conceptualizing their know-fiotva stage), by means of reflecting about how they
solve a problem and why the solution works, esgfigcieghen they themselves experience the need for a
base case (or several). The evidence of the passagjeen by students' correct descriptions in ratu
language of their algorithmic solutions and of thasons for their successtér stage) (section 3.2).
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* introducing a formal language as a new object ataith the students have to construct knowledgegusi
the same theoretical principles. That means stattie interaction with the elements of the fornmalis
allowing students to work with particular casesfaimal expressions. Besides, by means of introducin
automatization, students' thought detaches frorticpdar cases and makes the leap to general sofitio
characteristic of thtrans stage (Section 4.2).

The passage fronmtra to inter stage is regulated by Piaget’s general law of itmgn [28], describing the
algorithmic thinking. In the case of programminghere the construction of knowledge is abprdagrams new
problems arise due to programs dual nature [3844]is often the case, the need to extend the yheecame
visible in practice; during an empirical study [3@ne of the objectives of said study was to méiles Students
aware of the causal relationship between theiroastiand the events in the computer. The resultettdo an
extension of Piaget’s general law of cognition, staucting the theoretical concept correspondinghto passage
from a human being solving a problem to a humandaéistructing a computer to solve a problem [3P,Zbis
extension of the general law of cognition (sectol) regulates the passage fromititer to trans stage for the case
of knowledge aboytrogramsas explained in the analysis of the three casssdtion 4.2.

In summary, the paper describes a research modstunients’ construction of knowledge about prografie
process starts from students’ informal knowleddey(tsolve a problemintra stage), passing by the stage of
conceptualizing that knowledge by means of writthgir solutions (algorithmsnter stage), toward the stage of
transforming their concepts in formal objects (peogs,trans stage). The process is regulated by the extended
general law of cognition whose diagram in sectioh describes the correspondence between algorittinmiking

(first row of the diagram) and the so called comafiohal thinking (second row). The model also actsudor the
cognitive mechanisms and tools involved in the taiesion, represented by the arrows and bracdseinliagram.

This model constitutes a contribution to develop@f§E or Didactics of Informatics -specifically afogramming-
as a scientific discipline in the field of CS ofdmatics. Like any other area of CS, didacticpafgramming is a
discipline with its own theories and methodologisesearch, different from experiences based amapissues,
as described in section 1.2 and explained in [1].

Some lines of research are relevant as further work

On the one hand, to study the construction of eas$ algorithms and programs, to complete theystdidhetrans

stage. This includes for instance, other sortiragfdgng/counting/etc algorithms that could be coragawith each
other; recursive or iterative implementations iffedent programming languages, including thosehef functional
paradigm as Haskell. More empirical studies abloatconstruction of knowledge on programs are aésuled. The
analysis of their results reinforces theoreticalstouctions as is the case of the meaning of coatipail thinking

of the extended general law of cognition (sectial),4and the analysis of the results of the stuidynear search
described in section 4.2.

On the other hand, the critical historical analysas to be included in the investigations since #malysis teaches
about the construction of knowledge and can theeetast light on the learning process [31]. Esplgcialevant is
the historical evolution of concepts of iterationgduction and recursion that are the higher forrh$oomalized
knowledge of ways of solving problems by repeatingons. Also, the historical development of progmang
languages is undoubtedly an indispensable studghéformalization stage.

Finally, to elaborate pedagogical proposals anddalid guidelines based on this model, can be usefslipporting
teachers’ researches and practices, and a way ttfggénstitutional support, as well. Especiallyivigg clear
definitions and theoretical meaning to terms angressions - for instance wmputational thinking helps the
teachers in attaining Pedagogical Content Knowledge
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